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Dynamic Resource Allocation for Virtual Network
Function Placement in Satellite Edge Clouds

Xiangqiang Gao, Rongke Liu, Senior Member, IEEE, Aryan Kaushik, Member, IEEE, and Hangyu Zhang

Abstract—Satellite edge computing has become a promising
way to provide computing services for Internet of Things (IoT)
users in remote areas, which are out of the coverage of terrestrial
networks. Nevertheless, it is not suitable for large-scale IoT users
due to the resource limitation of satellites. Cloud computing
can provide sufficient available resources for IoT users, but it
does not meet delay-sensitive services as high network latency.
Satellite edge clouds can facilitate flexible service provisioning
for numerous IoT users by incorporating the advantages of edge
computing and cloud computing. In this paper, we investigate
the dynamic resource allocation problem for virtual network
function (VNF) placement in satellite edge clouds. The aim is
to minimize the network bandwidth cost and the service end-to-
end delay jointly. We formulate the VNF placement problem as
an integer non-linear programming problem and then propose
a distributed VNF placement (D-VNFP) algorithm to address it.
The experiments are conducted to evaluate the performance of
the proposed D-VNFP algorithm, where Viterbi and Game theory
are considered as the baseline algorithms. The results show that
the proposed D-VNFP algorithm is effective and efficient for
solving the VNF placement problem in satellite edge clouds.

Index Terms—Satellite edge clouds, resource allocation, virtual
network function (VNF) placement, network bandwidth cost,
service end-to-end delay, distributed algorithm.

I. INTRODUCTION

THE Internet of Things (IoT) has been widely applied
in various fields, e.g., disaster monitoring, ocean trans-

portation, target recognition and tracking, etc [1]. Large
amount of requested services produced by IoT users need
to be offloaded by terrestrial networks to remote servers for
execution as IoT users have low computing capacity and
battery power. However, terrestrial networks have not been
set up in some remote areas due to high capital expenditures
and harsh environments. Fortunately, low earth orbit (LEO)
satellite networks, which have low communication delay and
global coverage, can provide data collection, computing, and
communication services for remote IoT users without the
coverage of terrestrial networks [2].

Satellite edge computing has been considered as a new
paradigm to provide computing services near user sides [3].
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We can deploy edge servers on LEO satellites and provide
satellite edge computing services for remote IoT users, which
can improve the real-time performance of computing service
significantly [4], [5]. However, LEO satellites have the re-
source limitation of computing, storage, and bandwidth due
to satellite physical constraints (e.g., satellite volume, energy,
weight, etc.) [6]. Cloud computing can provide sufficient avail-
able resources for remote IoT users [7], [8], where data centers
are usually located far away from IoT users. When requested
services from IoT users are offloaded to cloud servers by
satellite networks, it will lead to high network latency as well
as heavy network load, which can degrade their processing
performance [9], [10]. Therefore, collaborative edge clouds
[11], which combine the advantages of edge computing and
cloud computing, can provide edge computing services for
delay-sensitive users and offload compute-intensive services
to data centers for further processing [12], [13].

Network function virtualization (NFV) can facilitate the
decoupling of software and hardware and replace dedicated
hardware middleboxes with software modules to run on com-
mercial servers [14]. In that case, the requested service for
an IoT user can be indicated as a service function chain
(SFC), which consists of a sequence-ordered set of virtual
network functions (VNFs) [15]. Collaborative edge clouds
combining with NFV have been a promising approach for
service provisioning and resource management in a flexible
and efficient way [16].

Extensive research has been conducted on the VNF place-
ment problem in edge clouds, where the aims are to optimize
network bandwidth consumption [17], network throughput
[18], maximum link load ratio [19], etc. Note that most of
the existing work [17]–[19] focuses on placing VNFs for IoT
users to optimize the goal from the perspective of either the
users or the service providers. However, the VNF placement
strategy considered from the perspective of either the users
or the service providers may degrade the benefits related to
the other side. Therefore, it should be more reasonable for the
VNF placement strategy to optimize the objectives of users and
service providers jointly [20], especially in the scenarios with
severe resource constraints and service-sensitive requirements,
such as satellite edge computing. Compared with ground
edge clouds, the available resources of satellite networks are
severely limited, e.g., computing, storage, and bandwidth [21].
Moreover, the satellite network topology is varying over time
due to the mobility of satellites, which brings a new dimension
and difficulty in solving the VNF placement problem [22].

As the periodical and dynamic characteristics of satellites,
a satellite network can be divided based on a time slot method
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in a quasi-static scenario. Then the VNF placement problem in
satellite edge computing is discussed based on potential game
[23] to maximize the network utility in our previous work
[24]. However, the satellite coverage for IoT users as well as
collaborative computing service in satellite edge clouds is not
considered in that work. Actually, IoT users are in the coverage
of specific satellites and can only directly communicate with
the satellites covering them.

In this paper, we investigate the VNF placement problem
in satellite edge clouds. We formulate the VNF placement
problem as an integer non-linear programming problem and
our aim is to minimize the service end-to-end delay and
the network bandwidth cost jointly. Furthermore, we consider
that an IoT user is covered by multiple satellites, where
different VNF placement strategies have an influence on the
performance in terms of network bandwidth cost and service
end-to-end delay. As the VNF placement problem is NP-hard
[25], [26], we propose a distributed virtual network function
placement (D-VNFP) algorithm to address the problem. Each
satellite is viewed as an agent and can make the VNF place-
ment strategies for user requests independently. Note that all
satellites make the VNF placement strategies for user requests
in parallel. Due to the resource limitation of satellite networks,
there exists a potential resource conflict, which can be solved
by competing available network resources with each other in
a priority-based way. The main contributions are summarized
as follows.
• We study the dynamic resource allocation problem for

VNF placement in satellite edge clouds.
• We formulate the VNF placement problem in satellite

edge clouds and analyze the problem complexity.
• We propose a distributed virtual network function place-

ment algorithm to tackle the problem. We conduct ex-
tensive simulations to evaluate the performance of the
proposed D-VNFP algorithm compared with Viterbi and
Game theory.

The remainder of this paper is organized as follows. Section
II briefly reviews related work concerning VNF placement in
edge clouds. Section III introduces the system model in satel-
lite edge clouds. We formulate the VNF placement problem in
Section IV. We propose a distributed virtual network function
placement algorithm to address the VNF placement problem
in Section V. In Section VI, we evaluate the performance
of the proposed D-VNFP algorithm. Finally, we provide the
conclusion of this paper in Section VII.

II. RELATED WORK

NFV can facilitate resource allocation on-demand and agile
service provisioning in satellite networks [27], [28], therefore
NFV-enabled satellite networks have been investigated for
managing dynamic network resources in the recent literature.
In [29], the authors considered a satellite network as the
software defined time-evolving graph and discussed the VNF-
based service provisioning problem while minimizing the
resource consumption of satellite-to-satellite links. The authors
in [30] studied the SFC deployment problem to minimize
the service end-to-end delay in satellite networks. In a multi-
domain NFV-enabled satellite-terrestrial networks, the authors

in [31] proposed a horizontal-based multi-domain SFC orches-
tration to improve the service end-to-end delay. However, the
related work just discussed the VNF placement problem on
behalf of either the users or the service providers. Moreover,
function orchestrators and network controllers are responsible
for managing and allocating satellite network resources. In that
case, satellites are non-autonomous to provide computing ser-
vices for users passively by the VNF placement strategies. In
our work, we discuss the VNF placement problem to optimize
the service end-to-end delay and the network bandwidth cost
jointly from the perspective of both the users and the service
providers. We also consider each satellite as an autonomous
agent, which can manage network resources and make the
VNF placement strategy autonomously.

Most of the existing work focuses on the VNF placement
in conventional edge clouds. For example, the authors in [32]
studied a resource allocation scheme based on context-aware
grouping for VNF placement in fifth generation edge networks.
The authors in [33] investigated the VNF services for mobile
users in mobile edge cloud networks. The authors in [34]
discussed the service provisioning for VNF-enabled IoT users
in mobile edge clouds. Note that the existing related work in
conventional edge clouds considers that edge cloud networks
are usually fixed and cannot be varying over time. However,
satellite networks are dynamic and time-varying, which can
bring a new challenge for VNF placement in satellite edge
clouds.

Moreover, for VNF placement and resource management,
centralized approaches lack scalability and flexibility as the
increase in IoT users and network scales. Therefore, some
researchers focus on decentralized approaches to provide com-
puting services for users in a scalable and flexible manner. The
authors in [35] investigated a distributed approach based on
alternating direction method of multipliers for VNF placement
in large-scale networks. The authors in [36] discussed the
resource allocation for NFV by joint benders decomposition
and alternating direction method of multipliers. Furthermore,
as the self-interested and competitive characteristics of players
in non-cooperative game, non-cooperative game approaches
are widely used to solve resource allocation in a distributed
way. In [37], [38], the authors proposed weighted congestion
game approaches to manage network resources for VNF
placement, respectively. A VNF placement approach based on
potential game is also presented to maximize the total network
payoff in [24]. However, different from the above approaches,
we propose a distributed VNF placement approach based on
multi-agent systems to manage network resources in satellite
edge clouds. All agents can provide computing services for
users in parallel and compete available resources with each
other in a priority-based way. Compared with non-cooperative
game, the proposed D-VNFP algorithm has a tradeoff between
strategy quality and computation complexity.

III. SYSTEM MODEL

In this section, we firstly provide the hierarchical archi-
tecture of computing services for IoT users in satellite edge
clouds. Then we discuss the user request model and the VNF
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TABLE I
LIST OF SYMBOLS.

Satellite Network
𝐺 (𝑉, 𝐸 ) The satellite network with satellites 𝑉 and links 𝐸.

𝑅 The set of resources offered by satellite 𝑣, 𝑣 ∈ 𝑉 .
𝐶𝑟

𝑣 The 𝑟-th resource capacity of satellite 𝑣, 𝑟 ∈ 𝑅.
𝐵𝑒 , 𝑡𝑒 Bandwidth and delay of link 𝑒, 𝑒 ∈ 𝐸.
𝑑𝑐 The cloud data center.

𝐵𝑣,𝑑𝑐 Bandwidth capacity of the link between 𝑣 and 𝑑𝑐.
𝑃
𝑣2
𝑣1 Set of the 𝑑 shortest paths between 𝑣1 and 𝑣2.

User Requests
𝑈 The set of 𝑀 user requests.

𝐹𝑢 , 𝐻𝑢 VNFs 𝐹𝑢 and edges 𝐻𝑢 of user request 𝑢.
𝑓𝑢,𝑖 The 𝑖-th VNF of user request 𝑢.

𝑠𝑢 , 𝑑𝑢 Source and destination of user request 𝑢.
𝑐𝑟𝑢,𝑖 The 𝑟-th resource requirements of 𝑓𝑢,𝑖 .
𝑡𝑢,𝑖 The execution time of 𝑓𝑢,𝑖 .
ℎ
𝑖1 ,𝑖2
𝑢 Edge between 𝑓𝑢,𝑖1 and 𝑓𝑢,𝑖2 .

𝑏
𝑖1 ,𝑖2
𝑢 The bandwidth requirements of edge ℎ

𝑖1 ,𝑖2
𝑢 .

𝑡𝑚𝑎𝑥
𝑢 Maximum acceptable delay of user request 𝑢.

Binary Variables
𝑥𝑢 𝑥𝑢 = 1 if 𝑢 is deployed to satellite edge clouds.
𝑦𝑢 𝑦𝑢 = 1 if satellites provide computing service for 𝑢.
𝑧𝑣𝑢,𝑖 𝑧𝑣𝑢,𝑖 = 1 if 𝑓𝑢,𝑖 is deployed to satellite 𝑣.

𝑤
𝑖1 ,𝑖2
𝑢,𝑝 𝑤

𝑖1 ,𝑖2
𝑢,𝑝 = 1 if path 𝑝 is used by ℎ

𝑖1 ,𝑖2
𝑢 .

𝑤
𝑝
𝑒 𝑤

𝑝
𝑒 = 1 if link 𝑒 is used by path 𝑝.

Objective Variables
𝐶𝑏𝑤 Average satellite network bandwidth cost.
𝐶𝑢𝑠𝑒𝑟 Average service end-to-end delay.
𝐶𝑡𝑜𝑡𝑎𝑙 Total deployment cost.

placement problem in satellite edge clouds. The main symbols
concerning the system model are summarized in Table I.

A. Satellite Edge Cloud Networks

For the VNF placement problem in satellite edge clouds,
we consider a hierarchical satellite edge cloud architecture
including IoT users, LEO satellites, and a cloud data center, as
shown in Fig. 1. IoT users with low computing capacity and
battery power, are distributed to offer environment observation
and local computing in remote areas without the coverage of
terrestrial networks. Therefore, the requests from IoT users
can be preferentially offloaded to satellites and the data center
for further processing. Edge servers on satellites can provide
edge computing services for delay-sensitive user requests.
The computing-intensive user requests can be offloaded by
satellites networks to cloud servers, which can provide suf-
ficient resource provisioning for users but there also exists
high processing delay due to the characteristics of satellite
networks. Note that user requests may fail to deploy as they are
not in the coverage of satellites or their resource requirements
can not be satisfied. In that case, these user requests need to
be performed locally [23].

We denote the satellite network as a graph 𝐺 (𝑉, 𝐸), where
the parameters 𝑉 and 𝐸 represent the set of satellites and
the set of inter-satellite links, respectively. The number of
satellites in the set 𝑉 is 𝑁 . For satellite 𝑣,∀𝑣 ∈ 𝑉, the set
of resource types is indicated as 𝑅 = {𝐶𝑃𝑈, 𝑚𝑒𝑚𝑜𝑟𝑦} and
the 𝑟-th resource capacity is expressed by 𝐶𝑟

𝑣 ,∀𝑟 ∈ 𝑅. There
are four inter-satellite links for a satellite, in which two links

Local computing

Edge computing

Cloud computing

Edge nodes

Data center

Collaboration

Users

Fig. 1. Hierarchical satellite edge cloud architecture.

are from adjacent satellites in the same orbit and the other
two links are from inter-orbit adjacent satellites [39]. For link
𝑒,∀𝑒 ∈ 𝐸, we indicate the bandwidth capacity as 𝐵𝑒 and the
transmission delay as 𝑡𝑒, respectively. We assume that there are
sufficient resources for user requests in cloud data center 𝑑𝑐.
We use 𝑒𝑣,𝑑𝑐 to indicate the link between satellite 𝑣 and cloud
data center 𝑑𝑐, 𝐵𝑣,𝑑𝑐 to indicate the bandwidth capacity, and
𝑡𝑣,𝑑𝑐 to indicate the transmission delay. We also assume that
the cloud data center is in the coverage of satellites and can
communicate with the satellites by the satellite-ground link.

B. User Requests

The set of user requests is represented as 𝑈, where the
number of user requests is 𝑀 . User request 𝑢,∀𝑢 ∈ 𝑈, can
be considered as a directed graph 𝐺 (𝐹𝑢, 𝐻𝑢). For user request
𝑢, we use 𝐹𝑢 to indicate the set of VNFs, where VNF 𝑓𝑢,𝑖 ,
𝑓𝑢,𝑖 ∈ 𝐹𝑢, represents the 𝑖-th VNF. VNF 𝑓𝑢,1 = 𝑓𝑢,𝑠 represents
the source function and VNF 𝑓𝑢, |𝐹𝑢 | = 𝑓𝑢,𝑑 represents the
destination function, respectively. We indicate source 𝑠𝑢 as a
sensor to collect the data and destination 𝑑𝑢 as an actuator to
interact with the environment by the processing results, where
𝑠𝑢 and 𝑑𝑢 can be different but known in advance. All the VNFs
except 𝑓𝑢,𝑠 and 𝑓𝑢,𝑑 have the requirements of CPU, memory,
and execution time. We denote the resource requirements for
VNF 𝑓𝑢,𝑖 as 𝑐𝑟𝑢,𝑖 ,∀𝑟 ∈ 𝑅, and the execution time as 𝑡𝑢,𝑖 ,
respectively. We also use 𝐻𝑢 to indicate the set of edges. The
edge between the adjacent VNFs 𝑓𝑢,𝑖1 and 𝑓𝑢,𝑖2 is indicated
as ℎ𝑖1 ,𝑖2𝑢 , where the corresponding bandwidth requirements can
be indicated as 𝑏𝑖1 ,𝑖2𝑢 . The maximum acceptable delay is 𝑡𝑚𝑎𝑥

𝑢 .
Supposing that all IoT users are distributed in remote areas that
are out of the coverage of terrestrial networks, only these IoT
users in the coverage of satellites can be provided computing
services by satellite edge clouds. Satellites can only directly
communicate with IoT users in the coverage. That is, IoT users
without the coverage of satellites will perform their requested
services locally. Moreover, the VNFs cannot be shared among
different user requests.

C. VNF Placement in Satellite Edge Clouds

Similar to the existing related work in [22], [23], we con-
sider the VNF placement problem in a quasi-static scenario.
The satellite network topology remains unchanged during
each time slot and can vary over different time slots [22].
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Fig. 2. Example of deploying user requests in a satellite edge cloud network.

User requests can randomly occur and end in each time
slot. However, the VNF placement strategy for each user
request remains unchanged and the service requirements can
be guaranteed during the running time [23]. All available
satellite network resources are virtualized to provide service
provisioning for user requests on-demand. Then we use a batch
processing model to deploy user requests to satellite edge
clouds in dynamic environment.

At the beginning of each time slot, we assume that several
user requests arrive and will be provided computing services
in the next time slot. We firstly update the current satellite
network state as per the availability of network resources,
where the network resources used by the completed user
requests in the previous time slot can be freed to be available
resources for new user requests in the next time slot. Then we
collect the new user requests to appear in the next time slot
and allocate the available resources by the proposed D-VNFP
algorithm for them on-demand. To more clearly describe the
VNF placement problem, we define the neighbouring satellites
and the access satellite for each user request, respectively.

Definition 1 (Neighbouring Satellite) For user request 𝑢,
when the source is in the coverage of satellites 𝑁 (𝑢, 𝑠),
then we consider that the satellites 𝑁 (𝑢, 𝑠) are the source
neighbouring satellites. Similarly, we define the neighbouring
satellites 𝑁 (𝑢, 𝑑) for the destination and 𝑁 (𝑑𝑐) for the cloud
data center, respectively.

Definition 2 (Access Satellite) When a user request requests
computing service from satellite edge clouds, the access infor-
mation concerning the user request will be firstly sent to one
of its source neighbouring satellites. the source neighbouring
satellite can make the VNF placement strategy for the user
request. In that case, the source neighbouring satellite is
viewed as the access satellite for the source of the user
request. Similarly, we also define the access satellites for the
destination of the user request and the cloud data center,
respectively.

As IoT users have low computing capacity and battery
power, the requested service information of each user request
will be sent to the access satellite of the source. Then the

source access satellite is responsible for making the VNF
placement strategy by the current satellite network state and
the resource requirements.

For each user request, the VNF placement strategy will be
shared among the related satellites in order to build the SFC.
VNFs 𝑓𝑢,𝑠 and 𝑓𝑢,𝑑 are deployed on the corresponding source
and destination neighbouring satellites, which can offload the
requested service to satellite edge clouds and forward the
processing results to the destination, respectively. Note that
different VNF placement strategies have an influence on the
network bandwidth cost and the service end-to-end delay.

Fig. 2 shows an example of deploying user requests in a
satellite edge cloud network. There are 6 satellites and each
satellite can provide computing services for user requests. The
data flow from user requests can be routed between satellites
via inter-satellite links. There are also 10 user requests and
a data center on the ground, where the data center is in
the coverage of Sat5. User request 𝑢1 is in the coverage
of Sat1 and there are sufficient available resources for Sat1.
Considering that a user request can just communicate with its
neighbouring satellites, VNFs 𝑓1,𝑠 , 𝑓1,2, 𝑓1,3, and 𝑓1,𝑑 for user
request 𝑢1 will be deployed to Sat1. User request 𝑢5 is in the
coverage of Sat1 and Sat4, where Sat4 is the access satellite
for the source of user request 𝑢5. Due to the resource limitation
of Sat4, we deploy VNFs 𝑓5,𝑠 and 𝑓5,2 to Sat4 and VNFs 𝑓5,3
and 𝑓5,𝑑 to Sat1, respectively. In that case, user request 𝑢5 will
be offloaded to the satellite network by Sat4. Sat1 is the access
satellite for the destination of user request 𝑢5, therefore, the
processing results will be sent back to user request 𝑢5 by Sat1.
When the available resources of satellites are insufficient, the
data center will provide computing services for user requests.
For example, user request 𝑢9 can be offloaded to the data
center by Sat6 and Sat5, user request 𝑢2 can be offloaded to
the data center by Sat2 and Sat5. Then VNFs 𝑓2,2, 𝑓2,3, 𝑓9,2,
and 𝑓9,3 will be executed in the data center. Note that VNFs
𝑓2,𝑠 and 𝑓2,𝑑 are deployed to Sat2 and VNFs 𝑓9,𝑠 and 𝑓9,𝑑 are
deployed to Sat6, respectively. User request 𝑢10 without the
coverage of any satellites will be performed locally.

IV. VNF PLACEMENT PROBLEM

A. Variable Definitions

In this paper, we formulate the VNF placement problem
to minimize the network bandwidth cost and the service end-
to-end delay jointly in satellite edge clouds, where the main
variables related to the VNF placement problem are also
summarized in Table I.

We use a binary variable 𝑥𝑢 = {0, 1} to indicate whether
user request 𝑢 is deployed to satellites and the data center. If
user request 𝑢 is deployed, 𝑥𝑢 = 1, otherwise 𝑥𝑢 = 0.

When user request 𝑢 is successfully deployed, we use a
binary variable 𝑦𝑢 = {0, 1} to indicate whether the user request
is deployed to satellites or the data center. If the user request
is deployed to satellites, 𝑦𝑢 = 1, otherwise 𝑦𝑢 = 0.

If user request 𝑢 is deployed to satellites, we use a binary
variable 𝑧𝑣𝑢,𝑖 = {0, 1} to indicate whether VNF 𝑓𝑢,𝑖 is deployed
to satellite 𝑣. If VNF 𝑓𝑢,𝑖 is deployed to satellite 𝑣, 𝑧𝑣𝑢,𝑖 = 1,
otherwise 𝑧𝑣𝑢,𝑖 = 0.
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We assume that the set of the 𝑑 shortest paths between any
two satellites 𝑣1 and 𝑣2 can be indicated as 𝑃𝑣2

𝑣1 . We use a
binary variable 𝑤𝑖1 ,𝑖2

𝑢,𝑝 = {0, 1} to indicate whether path 𝑝 is
used by edge ℎ𝑖1 ,𝑖2𝑢 . If path 𝑝 is used by edge ℎ𝑖1 ,𝑖2𝑢 , 𝑤𝑖1 ,𝑖2

𝑢,𝑝 =1,
otherwise 𝑤𝑖1 ,𝑖2

𝑢,𝑝 = 0.
For path 𝑝, we use a binary variable 𝑤𝑝

𝑒 = {0, 1} to indicate
whether link 𝑒 is used by path 𝑝. If link 𝑒 is used by path 𝑝,
𝑤𝑝
𝑒 = 1, otherwise 𝑤𝑝

𝑒 = 0.
The source of a user request can only communicate with

its neighbouring satellites. We assume that the source of user
request 𝑢 is in the coverage of satellite 𝑣, that is

𝑠𝑢 ∈ 𝑐𝑜𝑣(𝑣),∀𝑢 ∈ 𝑈,∀𝑣 ∈ 𝑉, (1)

where we indicate 𝑐𝑜𝑣(𝑣) as the coverage of satellite 𝑣. Then
the set 𝑁 (𝑢, 𝑠) of neighbouring satellites for the source of user
request 𝑢 can be described as

𝑁 (𝑢, 𝑠) = { 𝑣 | 𝑠𝑢 ∈ 𝑐𝑜𝑣(𝑣)} ,∀𝑣 ∈ 𝑉. (2)

Similarly, the set 𝑁 (𝑢, 𝑑) of neighbouring satellites for the
destination of user request 𝑢 can be described as

𝑁 (𝑢, 𝑑) = { 𝑣 | 𝑑𝑢 ∈ 𝑐𝑜𝑣(𝑣)} ,∀𝑣 ∈ 𝑉, (3)

the set of neighbouring satellites for data center 𝑑𝑐 is indicated
as

𝑁 (𝑑𝑐) = { 𝑣 | 𝑑𝑐 ∈ 𝑐𝑜𝑣(𝑣)} ,∀𝑣 ∈ 𝑉. (4)

When user requests are deployed to satellite edge clouds, their
neighbouring satellites for user requests and the data center
will be considered as access satellites to offload requested
services and receive the processing results. Therefore, we need
to specify which one neighbouring satellite is used to be an
access satellite.

We use a binary variable 𝑞𝑣𝑢,𝑠 = {0, 1} to indicate whether
source neighbouring satellite 𝑣 is an access node for user
request 𝑢 to offload the requested service. If neighbouring
satellite 𝑣 is an access node for user request 𝑢 to offload the
requested service, 𝑞𝑣𝑢,𝑠 = 1, otherwise 𝑞𝑛𝑢,𝑠 = 0. Similarly, an-
other binary variable 𝑞𝑣𝑢,𝑑 = {0, 1} is used to indicate whether
destination neighbouring satellite 𝑣 is an access node for user
request 𝑢 to obtain the processing results. If neighbouring
satellite 𝑣 is an access node for user request 𝑢 to obtain the
processing results, 𝑞𝑣𝑢,𝑑 = 1, otherwise 𝑞𝑣𝑢,𝑑 = 0.

For cloud computing, the satellite network is just con-
sidered as a communication network and can not provide
computing services for user requests, all requested services
will be offloaded to the data center for further processing.
We use a binary variable 𝑞𝑣,𝑑𝑐𝑢,𝑠 = {0, 1} to indicate whether
neighbouring satellite 𝑣 of the data center is an access node
for user request 𝑢 to offload the requested service to the
data center. If neighbouring satellite 𝑣 of the data center is
an access node for user request 𝑢 to offload the requested
service to the data center, 𝑞𝑣,𝑑𝑐𝑢,𝑠 = 1, otherwise 𝑞𝑣,𝑑𝑐𝑢,𝑠 = 0.
We use another binary variable 𝑞𝑣,𝑑𝑐𝑢,𝑑 = {0, 1} to indicate
whether neighbouring satellite 𝑣 of the data center is an access
node for user request 𝑢 to send back the processing results. If
neighbouring satellite 𝑣 of the data center is an access node for
user request 𝑢 to send back the processing results, 𝑞𝑣,𝑑𝑐𝑢,𝑑 = 1,
otherwise 𝑞𝑣,𝑑𝑐𝑢,𝑑 = 0.

B. Problem Formulation

When we deploy user requests to satellite edge clouds,
multiple physical constraints should be considered, such as
network resource capacity, service quality, and deployment
implementation.

When user request 𝑢 is offloaded to satellite edge clouds,
we need to guarantee that only one source and destination
neighbouring satellites can be used. For ∀𝑢 ∈ 𝑈,∀𝑣1 ∈
𝑁 (𝑢, 𝑠),∀𝑣2 ∈ 𝑁 (𝑢, 𝑑), the access constraint of neighbouring
satellites can be represented as

𝑥𝑢 · (1 −
∑
𝑣1

𝑞𝑣1
𝑢,𝑠 ·

∑
𝑣2

𝑞𝑣2
𝑢,𝑑) = 0. (5)

When user request 𝑢 is deployed to satellites, each VNF 𝑓𝑢,𝑖
can be deployed to only one satellite. For ∀𝑢 ∈ 𝑈, the VNF
placement constraint can be indicated as

𝑥𝑢 · 𝑦𝑢 · (1 −
∑
𝑣

𝑧𝑣𝑢,𝑖) = 0,∀ 𝑓𝑢,𝑖 ∈ 𝐹𝑢,∀𝑣 ∈ 𝑉. (6)

For user request 𝑢, when two adjacent VNFs 𝑓𝑢,𝑖1 and 𝑓𝑢,𝑖2
are deployed to satellites 𝑣1 and 𝑣2, respectively, it needs to be
guaranteed that one of the 𝑑 shortest paths between satellites
𝑣1 and 𝑣2 can be used to route the traffic flow from VNF
𝑓𝑢,𝑖1 to VNF 𝑓𝑢,𝑖2 . The path selection constraint for ∀𝑣1, 𝑣2 ∈
𝑉,∀𝑢 ∈ 𝑈,∀𝑝 ∈ 𝑃𝑣2

𝑣1 can be expressed as

𝑥𝑢 · 𝑦𝑢 ·
∑
𝑣1 ,𝑣2

(𝑧𝑣1
𝑢,𝑖1
· 𝑧𝑣2

𝑢,𝑖2
−
∑
𝑝

𝑤𝑖1 ,𝑖2
𝑢,𝑝 ) = 0. (7)

As each satellite has the limited resource capacity in terms of
CPU and memory, the resource requirements of user requests
for each satellite should not be greater than the available
resources. The 𝑟-th used resources of satellite 𝑣 is indicated
as 𝑐𝑟𝑣,𝑢𝑠𝑒𝑑 . For ∀𝑣 ∈ 𝑉,∀𝑟 ∈ 𝑅,∀𝑢 ∈ 𝑈,∀ 𝑓𝑢,𝑖 ∈ 𝐹𝑢, we can
indicate the satellite resource constraint as

𝑐𝑟𝑣,𝑢𝑠𝑒𝑑 +
∑
𝑢

𝑥𝑢 · 𝑦𝑢
∑
𝑓𝑢,𝑖

𝑧𝑣𝑢,𝑖 · 𝑐𝑟𝑢,𝑖 ≤ 𝐶𝑟
𝑣 . (8)

Furthermore, we need to guarantee that the bandwidth
requirements of user requests should not exceed the available
bandwidth resources. When user requests are deployed to
satellites, for ∀𝑢 ∈ 𝑈, ∀ℎ𝑖1 ,𝑖2𝑢 ∈ 𝐻𝑢,∀𝑣1, 𝑣2 ∈ 𝑉,∀𝑝 ∈ 𝑃𝑣2

𝑣1 ,
the bandwidth requirements 𝑏𝑒,1 of link 𝑒 can be indicated as

𝑏𝑒,1=
∑
𝑢

𝑥𝑢 ·𝑦𝑢
∑
ℎ
𝑖1 ,𝑖2
𝑢

∑
𝑣1 ,𝑣2

𝑧𝑣1
𝑢,𝑖1
· 𝑧𝑣2

𝑢,𝑖2

∑
𝑝

𝑤𝑖1 ,𝑖2
𝑢,𝑝 · 𝑤

𝑝
𝑒 · 𝑏𝑖1 ,𝑖2𝑢 . (9)

When the available resources of satellites are insufficient, we
will consider to offload user requests to the data center for
further processing while guaranteeing their service quality. To
simplify the proposed VNF placement problem, we assume
that all the VNFs of a user request except the source function
and the destination function will be offloaded to the data center
when a user request needs to be offloaded to the data center.
Specifically, the satellite network is responsible for routing the
data flow from the source to the data center and sending the
processing results back from the data center to the destination.
When requested services for user requests are offloaded to the
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data center, the bandwidth requirements of link 𝑒 for ∀𝑢 ∈
𝑈,∀𝑣1 ∈ 𝑁 (𝑢, 𝑠),∀𝑣2 ∈ 𝑁 (𝑑𝑐),∀𝑝 ∈ 𝑃𝑣2

𝑣1 can be indicated as

𝑏1
𝑒,2 =

∑
𝑣1 ,𝑣2

𝑞𝑣1
𝑢,𝑠 · 𝑞𝑣2 ,𝑑𝑐

𝑢,𝑠

∑
𝑝

𝑤𝑠,2
𝑢,𝑝 · 𝑤

𝑝
𝑒 · 𝑏𝑠,2𝑢 . (10)

When the processing results of user requests are sent back
from the data center to their destinations, the bandwidth
requirements of link 𝑒 for ∀𝑢 ∈ 𝑈,∀𝑣1 ∈ 𝑁 (𝑑𝑐),∀𝑣2 ∈
𝑁 (𝑢, 𝑑),∀𝑝 ∈ 𝑃𝑣2

𝑣1 can be indicated as

𝑏2
𝑒,2 =

∑
𝑣1 ,𝑣2

𝑞𝑣1 ,𝑑𝑐
𝑢,𝑑 ·𝑞

𝑣2
𝑢,𝑑

∑
𝑝

𝑤 |𝐹𝑢 |−1,𝑑
𝑢, 𝑝 · 𝑤𝑝

𝑒 · 𝑏 |𝐹𝑢 |−1,𝑑
𝑢 . (11)

Then the bandwidth requirements of link 𝑒 for user requests,
which are deployed to cloud servers, can be indicated as

𝑏𝑒,2 =
∑
𝑢

𝑥𝑢 · (1 − 𝑦𝑢) · (𝑏1
𝑒,2 + 𝑏2

𝑒,2),∀𝑢 ∈ 𝑈. (12)

We denote the used bandwidth resources of link 𝑒 as 𝑏𝑒,𝑢𝑠𝑒𝑑 ,
then the bandwidth resource constraint of link 𝑒 can be
represented as

𝑏𝑒,𝑢𝑠𝑒𝑑 + 𝑏𝑒,1 + 𝑏𝑒,2 ≤ 𝐵𝑒,∀𝑒 ∈ 𝐸. (13)

When user request 𝑢 is deployed to cloud servers, we need
to guarantee that there exists available neighbouring satellites
for the data center to offload the requested service and receive
the processing results. The neighbouring satellite constraint for
∀𝑢 ∈ 𝑈,∀𝑣1, 𝑣2 ∈ 𝑁 (𝑑𝑐) can be described as

𝑥𝑢 · (1 − 𝑦𝑢) · (1 −
∑
𝑣1

𝑞𝑣1 ,𝑑𝑐
𝑢,𝑠 ·

∑
𝑣2

𝑞𝑣2 ,𝑑𝑐
𝑢,𝑑 ) = 0. (14)

We also ensure that there exists an available path between the
neighbouring satellites for user request 𝑢 and the data center.
When the requested service is offloaded to the cloud center,
the path select constraint for ∀𝑢 ∈ 𝑈,∀𝑣1 ∈ 𝑁 (𝑢, 𝑠),∀𝑣2 ∈
𝑁 (𝑑𝑐),∀𝑝 ∈ 𝑃𝑣2

𝑣1 can be described as

𝑥𝑢 · (1 − 𝑦𝑢) ·
∑
𝑣1 ,𝑣2

(𝑞𝑣1
𝑢,𝑠 · 𝑞𝑣2 ,𝑑𝑐

𝑢,𝑑 −
∑
𝑝

𝑤𝑠,2
𝑢,𝑝) = 0. (15)

When the processing results are sent back to the destination,
the path select constraint for ∀𝑢 ∈ 𝑈,∀𝑣1 ∈ 𝑁 (𝑑𝑐),∀𝑣2 ∈
𝑁 (𝑢, 𝑑),∀𝑝 ∈ 𝑃𝑣2

𝑣1 can be described as

𝑥𝑢 · (1 − 𝑦𝑢) ·
∑
𝑣1 ,𝑣2

(𝑞𝑣1 ,𝑑𝑐
𝑢,𝑑 · 𝑞𝑣2

𝑢,𝑑 −
∑
𝑝

𝑤 |𝐹𝑢 |−1,𝑑
𝑢, 𝑝 ) = 0. (16)

Furthermore, the bandwidth requirements between the data
center and the neighbouring satellite 𝑣, 𝑣 ∈ 𝑁 (𝑑𝑐), should not
be more than the available bandwidth resources. We denote the
used bandwidth resources of the link as 𝑏𝑢𝑠𝑒𝑑𝑣,𝑑𝑐 . The bandwidth
resource constraint for link 𝑒𝑣,𝑑𝑐 can be indicated as

𝑏𝑢𝑠𝑒𝑑𝑣,𝑑𝑐 + 𝑏
𝑟𝑒𝑞
𝑣,𝑑𝑐 ≤ 𝐵𝑣,𝑑𝑐, (17)

where 𝑏𝑟𝑒𝑞𝑣,𝑑𝑐 denotes the bandwidth requirements of user
requests and can be indicated for ∀𝑢 ∈ 𝑈,∀𝑣 ∈ 𝑁 (𝑑𝑐) as

𝑏𝑟𝑒𝑞𝑣,𝑑𝑐=
∑
𝑢

𝑥𝑢 · (1−𝑦𝑢) · (𝑏𝑠,2𝑢 ·𝑞𝑣,𝑑𝑐𝑢,𝑠 + 𝑏
|𝐹𝑢 |−1,𝑑
𝑢 · 𝑞𝑣,𝑑𝑐𝑢,𝑑 ). (18)

We also need to ensure that the processing delay of a user
request, which is the sum of execution delay and transmission

delay, can not exceed the maximum acceptable delay. The
execution delay of user request 𝑢 can be described as

𝑡𝑐𝑚𝑝
𝑢 =

∑
𝑓𝑢,𝑖

𝑡𝑢,𝑖 ,∀𝑢 ∈ 𝑈,∀ 𝑓𝑢,𝑖 ∈ 𝐹𝑢. (19)

We denote the transmission delay from the source to the
source neighbouring satellite �̄�1 as 𝑡𝑠,�̄�1 and from the des-
tination neighbouring satellite �̄�2 to the destination as 𝑡�̄�2 ,𝑑 ,
respectively. When user request 𝑢 is deployed to satellites, for
∀�̄�1 ∈ 𝑁 (𝑢, 𝑠),∀�̄�2 ∈ 𝑁 (𝑢, 𝑑), the transmission delay 𝑡𝑡𝑟𝑢,1 can
be indicated as

𝑡𝑡𝑟𝑢,1 =
∑̄
𝑣1

𝑞 �̄�1
𝑢,𝑠 · 𝑡𝑠,�̄�1 + 𝑡𝑠𝑎𝑡𝑢,1 +

∑̄
𝑣2

𝑞 �̄�2
𝑢,𝑑 · 𝑡�̄�2 ,𝑑 , (20)

where the transmission delay of inter-satellite links is denoted
as 𝑡𝑠𝑎𝑡𝑢,1 . For ∀ℎ𝑖1 ,𝑖2𝑢 ∈ 𝐻𝑢, ∀𝑝 ∈ 𝑃𝑣2

𝑣1 ,∀𝑣1, 𝑣2 ∈ 𝑉,∀𝑒 ∈ 𝑝, 𝑡𝑠𝑎𝑡𝑢,1
can be described as

𝑡𝑠𝑎𝑡𝑢,1 =
∑
ℎ
𝑖1 ,𝑖2
𝑢

∑
𝑣1 ,𝑣2

𝑧𝑣1
𝑢,𝑖1
· 𝑧𝑣2

𝑢,𝑖2

∑
𝑝

∑
𝑒

𝑤𝑖1 ,𝑖2
𝑢,𝑝 · 𝑡𝑒 . (21)

In our work, we just consider the execution delay of the VNFs
for user requests and neglect the processing delay of switches
and links in the data center. We assume that the transmission
delay between the data center and the neighbouring satellite 𝑣1
for computation offloading is 𝑡𝑣1 ,𝑑𝑐 and the transmission delay
between the data center and the neighbouring satellite 𝑣2 for
receiving the processing results is 𝑡𝑑𝑐,𝑣2 . When user request
𝑢 is deployed to the data center, for ∀�̄�1 ∈ 𝑁 (𝑢, 𝑠),∀𝑣1 ∈
𝑁 (𝑑𝑐),∀𝑝 ∈ 𝑃𝑣1

�̄�1
,∀𝑒 ∈ 𝑝, the transmission delay from the

source to the data center can be indicated as
𝑡𝑡𝑟 ,1𝑢,2 =

∑
�̄�1 ,𝑣1

𝑞 �̄�1
𝑢,𝑠 · 𝑞𝑣1 ,𝑑𝑐

𝑢,𝑠 · (𝑡𝑠,�̄�1 + 𝑡𝑣1 ,𝑑𝑐) + 𝑡
𝑠𝑎𝑡,1
𝑢,2 ,

𝑡𝑠𝑎𝑡,1𝑢,2 =
∑

�̄�1 ,𝑣1

𝑞 �̄�1
𝑢,𝑠 · 𝑞𝑣1 ,𝑑𝑐

𝑢,𝑠
∑
𝑝

∑
𝑒
𝑤𝑠,2
𝑢,𝑝 · 𝑡𝑒 .

(22)

For ∀𝑣2 ∈ 𝑁 (𝑑𝑐),∀�̄�2 ∈ 𝑁 (𝑢, 𝑑),∀𝑝 ∈ 𝑃�̄�2
𝑣2 ,∀𝑒 ∈ 𝑝, the

transmission delay from the data center to the destination can
be indicated as

𝑡𝑡𝑟 ,2𝑢,2 =
∑

𝑣2 ,�̄�2

𝑞𝑣2 ,𝑑𝑐
𝑢,𝑑 · 𝑞 �̄�2

𝑢,𝑑 · (𝑡𝑑𝑐,𝑣2 + 𝑡�̄�2 ,𝑑) + 𝑡
𝑠𝑎𝑡,2
𝑢,2 ,

𝑡𝑠𝑎𝑡,2𝑢,2 =
∑

𝑣2 ,�̄�2

𝑞𝑣2 ,𝑑𝑐
𝑢,𝑑 · 𝑞 �̄�2

𝑢,𝑑

∑
𝑝

∑
𝑒
𝑤 |𝐹𝑢 |−1,𝑑
𝑢, 𝑝 · 𝑡𝑒 .

(23)

Then the transmission delay 𝑡𝑡𝑟𝑢,2 for user request 𝑢, which is
deployed to cloud servers, can be indicated as

𝑡𝑡𝑟𝑢,2 = 𝑡𝑡𝑟 ,1𝑢,2 + 𝑡
𝑡𝑟 ,2
𝑢,2 . (24)

The total processing delay constraint of user request 𝑢 can be
expressed as

𝑡
𝑑𝑒𝑙𝑎𝑦
𝑢 = 𝑡𝑐𝑚𝑝

𝑢 + 𝑦𝑢 · 𝑡𝑡𝑟𝑢,1 + (1 − 𝑦𝑢) · 𝑡𝑡𝑟𝑢,2 ≤ 𝑡𝑚𝑎𝑥
𝑢 . (25)

In this paper, our optimization goal is to minimize the
average satellite network bandwidth cost and the average
service end-to-end delay jointly. We indicate the average
satellite network bandwidth cost 𝐶𝑏𝑤 as

𝐶𝑏𝑤 =
1
|𝐸 |

∑
𝑒

(𝑏𝑒,𝑢𝑠𝑒𝑑 + 𝑏𝑒,1 + 𝑏𝑒,2),∀𝑒 ∈ 𝐸. (26)
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We indicate the average service end-to-end delay 𝐶𝑢𝑠𝑒𝑟 as

𝐶𝑢𝑠𝑒𝑟 =
1∑

𝑢
𝑥𝑢

∑
𝑢

𝑥𝑢 · 𝑡𝑑𝑒𝑙𝑎𝑦𝑢 ,∀𝑢 ∈ 𝑈. (27)

For the VNF placement problem in satellite edge clouds, we
consider two optimization sub-problems within the physical
constraints of network resources and service requirements.
One is to minimize the satellite network bandwidth cost in
equation (26). The other is to minimize the service end-
to-end delay in equation (27). Then we formulate the two
optimization sub-problems as a multi-objective optimization
problem, which can be indicated as

𝑚𝑖𝑛 𝐶𝑡𝑜𝑡𝑎𝑙 = 𝛼1 · 𝐶𝑏𝑤 + 𝛼2 · 𝐶𝑢𝑠𝑒𝑟 ,

𝑠.𝑡. (5) − (8), (13) − (17), (25),
(28)

where the cost values for 𝐶𝑏𝑤 and 𝐶𝑢𝑠𝑒𝑟 are denoted as 𝛼1
units per Mbps and 𝛼2 units per ms, respectively.

C. Problem Complexity

The generalized assignment problem (GAP) [40] can be
reduced to the formulated VNF placement problem. Specif-
ically, we consider satellites and the data center as bins and
their resource capacities as bin capacities. Each user request
indicates an item and the required resources indicate the item
size. All VNFs except the source and the destination for a
user request are deployed to only one satellite or the data
center. The profit of an item is non-negative and inversely
proportional to the deployment cost of a user request, which
can be indicated by the network bandwidth cost and the service
end-to-end delay. The aim of GAP is to find an optimal
placement solution of items with maximum overall profits. The
objective of the formulated VNF placement problem can also
be converted to maximize the sum of profits for user requests.
Therefore, the formulated VNF placement problem is NP-hard
due to GAP is NP-hard.

V. PROPOSED ALGORITHM

As the VNF placement problem is NP-hard, heuristic algo-
rithms, e.g., Greedy and Simulation Annealing [15], Viterbi
[25], and Genetic Algorithm [41], have been widely used to
find approximate strategies in a low acceptable time. There-
fore, we propose a distributed VNF placement (D-VNFP)
algorithm to address the VNF placement problem.

A. Distributed VNF Placement Algorithm

For the proposed D-VNFP algorithm, we consider that
satellite 𝑣 hosts the agent 𝑎, which has the characteristics
of environment-aware, autonomy, and social behavior [7].
The neighbouring satellites for user requests and the data
center serve as their neighbouring agents. The procedure of
the proposed D-VNFP algorithm includes two parts of VNF
placement strategy and service deployment.

For the VNF placement strategy, the agents can share the
network state for managing network resources and making
the VNF placement strategies in a self-interested way. To
be more specifically, each agent firstly updates the local

information about the current satellite network state. When
a new user request is to arrive, the information concerning
requested service will be randomly sent to one of the source
neighbouring agents. The source neighbouring agent can make
the VNF placement strategy by the Viterbi algorithm, which
minimizes the network bandwidth cost and the service end-
to-end delay jointly. It should be noted that the neighbouring
agent, which makes the VNF placement strategy, may be not
the agent routing the traffic from the user request.

For the service deployment, each user request can be
performed by multiple agents in a collaborative way [42].
The VNF placement strategy firstly needs to share with other
related agents by the neighbouring agent. Based on the VNF
placement strategy, we can place the VNFs to the correspond-
ing agents and build the SFC. Each agent is responsible for
running service functions and forwarding data independently,
all related agents can collaborate to serve the requested service.
When a user request is end, we will break the SFC and release
the used resources, e.g., bandwidth, CPU, and memory, to be
available for new user requests in the next time slot.

Furthermore, the VNF placement strategies for all user
requests are made on different agents concurrently and thus
the agents do not know the VNF placement strategies with
each other. As a result, the resource requirements of user
requests may exceed the available resources of the satellite
network, which can result in potential resource conflicts. We
use a resource competition approach based on request priority
to address the potential resource conflict problem. We consider
that the lower is the deployment cost for a user request and the
higher is the priority, where user requests can be deployed to
satellite edge clouds by the priority-based way in descending
order. For an agent, when the required resources of user
requests are greater than the available resources, then the user
requests will fail to place to satellite edge clouds due to the
insufficient resources. In that case, the neighbouring agents
will update the local network resource state and perform the
Viterbi algorithm for the failed user requests again to find
new approximate VNF placement strategies. The iteration will
terminate when all user requests are deployed or they fail to
deploy without the resource conflict.

Note that the running state of a satellite network for the
proposed D-VNFP algorithm needs to be shared among these
agents, which can bring a transmission cost for state syn-
chronization. Moreover, each satellite can be responsible for
managing network resources and providing computing services
autonomously, which can increase the design complexity of
each satellite. In addition, due to the computation complexity
of the proposed D-VNFP algorithm in large-scale satellite
networks and the real-time service requirements of user re-
quests, we consider to divide a large-scale satellite network
into several small-scale satellite networks. For each small-scale
satellite network, the proposed D-VNFP algorithm can be used
to manage network resources and provide computing services
for user requests. Furthermore, some user requests can fail to
deploy to satellite edge clouds as per the insufficient network
resources in each time slot, then we consider that the failed
user requests in the current time slot can be deployed again
after updating the satellite network state in the next time slot.
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Fig. 3. Procedure of the proposed D-VNFP algorithm.

Fig. 3 illustrates an example of the proposed D-VNFP
algorithm. There are 12 satellite agents, i.e., 𝑎1, 𝑎2, · · · , 𝑎12,
and each agent can communicate with the adjacent agents
directly. Three user requests 𝑢1, 𝑢2, and 𝑢3 are in coverage
of agent 𝑎4, agents 𝑎5 and 𝑎10, and agent 𝑎12, respectively.
We assume that each user request 𝑢 can be indicated as
{ 𝑓𝑢,𝑠 , 𝑓𝑢,2, 𝑓𝑢,3, 𝑓𝑢,𝑑}. For user request 𝑢1, the neighbouring
agent 𝑎4 firstly updates the local network resource state and
obtains the requested service. Then agent 𝑎4 makes the VNF
placement strategy 𝑧1, where VNFs 𝑓1,2 and 𝑓1,3 are deployed
to agent 𝑎3 and the routing path is 𝑠1 → 𝑎4 ( 𝑓1,𝑠) →
𝑎3 ( 𝑓1,2, 𝑓1,3) → 𝑎4 ( 𝑓1,𝑑) → 𝑑1. For the service deployment,
agents 𝑎4 and 𝑎3 can share the VNF placement strategy by
interacting with each other, and agent 𝑎3 will try to provide
the available resources for the two VNFs 𝑓1,2 and 𝑓1,3. If agent
𝑎3 can provide sufficient available resources for strategy 𝑧1,
then we can build the SFC and provide computing service for
user request 𝑢1 in a collaborative way. One of agents 𝑎5 and
𝑎10 makes the VNF placement strategy 𝑧2 for user request 𝑢2
as 𝑠2 → 𝑎10 ( 𝑓2,𝑠) → 𝑎11 ( 𝑓2,2, 𝑓2,3) → 𝑎10 ( 𝑓2,𝑑) → 𝑑2. Agent
𝑎12 makes the VNF placement strategy 𝑧3 for user request
𝑢3 as 𝑠3 → 𝑎12 ( 𝑓3,𝑠) → 𝑎11 ( 𝑓3,2, 𝑓3,3) → 𝑎12 ( 𝑓3,𝑑) → 𝑑3.
However, there exists the resource conflict for the two VNF
placement strategies 𝑧2 and 𝑧3 as the required resources for
agent 𝑎11 are more than the available resources. Agent 𝑎11
will provide the available resources for user request 𝑢3 with
high priority, which can lead to the deployment failure of user
request 𝑢2. Then the neighbouring agent of user request 𝑢2
will update the local network resource state and make the new
VNF placement strategy 𝑧′2 as 𝑠2 → 𝑎5 ( 𝑓2,𝑠) → 𝑎6 ( 𝑓2,2) →
𝑎2 ( 𝑓2,3) → 𝑎6 → 𝑎5 ( 𝑓2,𝑑) → 𝑑2, where we deploy VNF 𝑓2,2
on agent 𝑎6 and VNF 𝑓2,3 on agent 𝑎2, respectively.

The proposed D-VNFP algorithm is shown in Algorithm
1. At the beginning, all the agents should share the current
network resource state. Then the source neighbouring agents
for user requests will make their approximate VNF placement
strategies by the Viterbi algorithm in parallel. If the available
resources on satellites are insufficient, then we will consider
to deploy user requests to cloud servers by the Path Selection
algorithm. For the service deployment, we sort all the user
requests by deployment cost in ascending order and then try
to deploy them one by one from low deployment cost to

Algorithm 1 Proposed Distributed VNF Placement Algorithm.
Input: User requests 𝑈;
Output: 𝑧∗ =

[
𝑧∗𝑢 |∀𝑢 ∈ 𝑈

]
;

1: Initialize: 𝑈𝑛𝑒𝑥𝑡 = ∅,∀𝑢 ∈ 𝑈, 𝑧𝑢 = 𝑧∗𝑢 = ∅;
2: while 𝑈! = ∅ do
3: All the agents share the current network resource state;
4: for ∀𝑢 ∈ 𝑈 in parallel do
5: Search a feasible VNF placement strategy 𝑧𝑢 by the

Viterbi algorithm in satellite edge computing;
6: if 𝑧𝑢 == ∅ then
7: Search a feasible VNF placement strategy 𝑧𝑢 by

the Path Selection algorithm in cloud computing;
8: end if
9: end for

10: Sort user requests by 𝐶𝑡𝑜𝑡𝑎𝑙 in ascending order;
11: for ∀𝑢 ∈ 𝑈 do
12: if 𝑧𝑢! = ∅ and there is no resource conflict then
13: Deploy 𝑢 by strategy 𝑧𝑢 and then 𝑧∗𝑢 ← 𝑧𝑢;
14: else if 𝑧𝑢! = ∅ then
15: Set 𝑧𝑢 = ∅ and then 𝑈𝑛𝑒𝑥𝑡 = 𝑈𝑛𝑒𝑥𝑡 ∪ {𝑢};
16: end if
17: end for
18: 𝑈 ← 𝑈𝑛𝑒𝑥𝑡 and then 𝑈𝑛𝑒𝑥𝑡 = ∅;
19: end while
20: return 𝑧∗;

high deployment cost. When there exists a resource conflict
for user request 𝑢, we will set the strategy as 𝑧𝑢 = ∅ and
put user request 𝑢 into list 𝑈𝑛𝑒𝑥𝑡 , which is initialized as
𝑈𝑛𝑒𝑥𝑡 = ∅. When there is no resource conflict for user request
𝑢, then we can deploy user request 𝑢 by strategy 𝑧∗𝑢 = 𝑧𝑢
to satellite edge clouds. After all user requests are deployed,
we will reconsider the set of user requests as 𝑈 ← 𝑈𝑛𝑒𝑥𝑡

and perform the proposed D-VNFP algorithm again. When
none of user requests needs to be deployed, that is, 𝑈 == ∅,
the iteration will terminate. If there are insufficient resources
for user requests, they will fail to deploy, where the VNF
placement strategy for each user request 𝑢 is considered as
𝑧∗𝑢 = ∅. In that case, the failed user requests can be performed
locally or deployed again in the next time slot.

For the VNF placement problem in satellite edge computing,
the Viterbi algorithm [24], [25] is used to minimize the net-
work bandwidth cost and the service end-to-end delay jointly.
In order to optimize the network bandwidth cost while guaran-
teeing the service end-to-end delay, one source neighbouring
agent of user request 𝑢 can be randomly considered as the
decision-making node. We can calculate the 𝑑 shortest paths
𝑃𝑑𝑢
𝑠𝑢 by traversing the source and destination neighbouring

agents to be the candidate paths and sort them by service
delay in ascending order. The source neighbouring agent can
traverse the candidate paths one by one and then deploy the
VNFs to minimize the network bandwidth cost.

For the Viterbi algorithm, the VNF placement strategy of
𝑓𝑢,𝑖 is considered as a possible state 𝜑𝑢,𝑖 , where the VNF
placement strategy of 𝑓𝑢,𝑠 is indicated as 𝜑𝑢,𝑠 . All possible
states for the same VNF make up the state set Ω in a stage and
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Algorithm 2 Viterbi Algorithm.
Input: 𝑢;
Output: 𝑧𝑢;
1: Initialize: 𝑧𝑢 = ∅;
2: Obtain the candidate paths 𝑃𝑑𝑢

𝑠𝑢 ;
3: Sort all the paths by end-to-end delay in ascending order;
4: for each 𝑝 ∈ 𝑃𝑑𝑢

𝑠𝑢 do
5: if the delay constraint is not satisfied then
6: Break;
7: end if
8: Sort the VNFs except 𝑓𝑢,𝑠 by topology as Γ𝑢;
9: Ω = {𝜑𝑢,𝑠};

10: for each 𝑓𝑢,𝑖 ∈ Γ𝑢 do
11: Ω′ = ∅;
12: for each 𝜑 ∈ Ω do
13: Update the current network resource state by 𝜑;
14: List the candidate edge servers 𝑉 𝑝

𝑢,𝑖;
15: for each 𝑣 ∈ 𝑉 𝑝

𝑢,𝑖 do
16: Calculate the required resources;
17: if the required resources are satisfied then
18: Obtain 𝑐𝑢𝑏𝑤 , 𝜑𝑢,𝑖 , and then Ω′ = Ω′ ∪ {𝜑𝑢,𝑖};
19: end if
20: end for
21: end for
22: Sort Ω′ by bandwidth cost in ascending order;
23: Ω← Ω′ [: 𝐵];
24: end for
25: if Ω! = ∅ then
26: Obtain the optimal strategy 𝑧𝑢 and break;
27: end if
28: end for
29: return 𝑧𝑢;

a possible state from Ω is indicated as 𝜑. The edge between
different states from adjacent stages represents the network
bandwidth cost, and the cumulative bandwidth cost 𝑐𝑢𝑏𝑤 for the
VNF placement strategy is saved in the state node. The number
of stages for a user request is equal to the number of the VNFs.
After all the VNFs are deployed, the final cumulative network
bandwidth cost results can be found in the last destination state
nodes. The most likely path with minimum bandwidth cost
can be considered as the optimal VNF placement strategy.
Note that the Viterbi algorithm is performed under multiple
physical constraints as shown in equation (28). Furthermore,
to reduce the computation complexity of the Viterbi algorithm,
we remain the 𝐵 optimal possible states for each stage to
participate in the VNF placement strategy of the next stage.
When the source neighbouring agent finds the first VNF place-
ment strategy 𝑧𝑢 with minimum bandwidth cost, the search
procedure for user request 𝑢 will terminate. The procedure of
the Viterbi algorithm is shown in Algorithm 2.

For the VNF placement problem in cloud computing, we
assume that all the VNFs except the source function and the
destination function will be deployed to cloud servers and the
processing delay of switches and links in the cloud data center
is not considered. The satellite network is just responsible

Algorithm 3 Path Selection Algorithm.
Input: 𝑢;
Output: 𝑧𝑢;
1: Initialize: 𝑧𝑑𝑐𝑠𝑢 = 𝑧𝑑𝑢𝑑𝑐 = ∅;
2: Obtain the candidate paths 𝑃𝑑𝑐

𝑠𝑢 and 𝑃𝑑𝑢
𝑑𝑐;

3: Sort all the paths by end-to-end delay in ascending order;
4: for each 𝑝 ∈ 𝑃𝑑𝑐

𝑠𝑢 do
5: Calculate the bandwidth and service requirements;
6: if the required constraints are satisfied then
7: Obtain the optimal path strategy 𝑧𝑑𝑐𝑠𝑢 and break;
8: end if
9: end for

10: for each 𝑝 ∈ 𝑃𝑑𝑢
𝑑𝑐 do

11: Calculate the bandwidth and service requirements;
12: if the required constraints are satisfied then
13: Obtain the optimal path strategy 𝑧𝑑𝑢𝑑𝑐 and break;
14: end if
15: end for
16: if 𝑧𝑑𝑐𝑠𝑢 ! = ∅ and 𝑧𝑑𝑢𝑑𝑐! = ∅ then
17: 𝑧𝑢 = {𝑧𝑑𝑐𝑠𝑢 , 𝑧

𝑑𝑢
𝑑𝑐};

18: end if
19: return 𝑧𝑢;

for routing original data from the source to cloud servers
and returning the processing results from cloud servers to
the destination. In this scenario, our aim is to find the best
available paths between the source and cloud servers, and
cloud servers and the destination, respectively.

We use the Path Selection algorithm to find the optimal
available paths with minimum service end-to-end delay for a
user request. The procedure of the Path Selection algorithm
is shown in Algorithm 3. For user request 𝑢, initially, we
consider one of the source neighbouring agents 𝑁 (𝑢, 𝑠) as
the access node. Then we calculate the 𝑑 shortest paths 𝑃𝑑𝑐

𝑠𝑢
between the source and the data center, and sort them by
end-to-end delay in ascending order. Similarly, we can obtain
the 𝑑 shortest paths 𝑃𝑑𝑢

𝑑𝑐 between the data center and the
destination. The source neighbouring agent can traverse the
paths 𝑃𝑑𝑐

𝑠𝑢 from low delay to high delay and calculate the
network bandwidth and service requirements. If the bandwidth
and service requirements are satisfied, we can consider the
current path as the optimal path strategy 𝑧𝑑𝑐𝑠𝑢 and break the
search procedure. Similarly, we can also obtain the optimal
path strategy 𝑧𝑑𝑢𝑑𝑐. If 𝑧𝑑𝑐𝑠𝑢 ! = ∅ and 𝑧𝑑𝑢𝑑𝑐! = ∅, the optimal VNF
placement strategy can be indicated as 𝑧𝑢 = {𝑧𝑑𝑐𝑠𝑢 , 𝑧

𝑑𝑢
𝑑𝑐}.

B. Algorithm Complexity

For the proposed D-VNFP algorithm, we assume that 𝑀
user requests need to be provided computing services in a time
slot. In the worst case, only one user request is successfully
deployed to satellite edge clouds in each iteration because of
resource competition. Thus, the VNF placement procedure for
user requests should be run for 𝑀 (𝑀+1)

2 times. The computa-
tion complexity of the Viterbi algorithm and the Path selection
algorithm can be indicated as 𝑂 (𝑑𝐵𝑁𝐹) and 𝑂 (𝑑), where we
indicate the maximum number of VNFs for a user request as
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(a) Network bandwidth cost. (b) Service end-to-end delay. (c) Percentage of allocated requests.

Fig. 4. Performance comparison for different cost values.

TABLE II
PARAMETER SETTING.

Satellite Network
Number of satellites 16

Initial inter-satellite link distance 1200 km
Link bandwidths 100 Mbps, 1 Gbps

Edge server 96 vCPUs, 112 GB memory
User Requests

Number of VNFs Truncated power-law distribution
Required resources per VNF [2,4] vCPUs, [4,8] GB memory

Required bandwidths per edge [10,20] Mbps
Execution time per VNF [5,10] ms

𝐹. Therefore, we can obtain the computation complexity of
the proposed D-VNFP algorithm to be 𝑂 (𝑀2𝑑𝐵𝑁𝐹).

VI. PERFORMANCE EVALUATION

In this section, we conduct the experiments to evaluate
the performance of the proposed D-VNFP algorithm in satel-
lite edge clouds. The parameters for a satellite network are
generated by AGI Systems Tool Kit (STK) [43]. The third
packages Skyfield [44] and Networkx [45] are used to build the
satellite network, which considers the mobility of satellites. All
experiments are implemented by Python and run on a general
computing platform, which includes I7-4790K CPU, 16 GB
memory, and Windows 10.

A. Simulation Setup

A satellite network with 𝑁 = 16 LEO satellites is used in
our simulation experiments, where there are 4 orbital planes
and each orbital plane has 4 LEO satellites. For each satellite,
the altitude is 780 km, the available resources include 96
vCPUs and 112 GB memory. The initial distance of inter-
satellite links is about 1200 km. The bandwidth capacity of
each inter-satellite link is 100 Mbps. The cloud data center is
in the coverage of Sat10, where there are sufficient resources
for CPU and memory. The satellite-ground link bandwidth
capacity is 1 Gbps.

For a user request, we assume the number of the VNFs
follows a truncated power-law distribution, where the exponent
is 2, the minimum value is 2, and the maximum value is 7
[46]. The resource requirements for each VNF are randomly
generated from [2, 4] vCPUs and [4, 8] GB memory. The
execution time for each VNF is [5, 10] ms. The bandwidth
requirements for each edge between the adjacent VNFs are

[10, 20] Mbps. The source and the destination are randomly
generated in the coverage of satellites. The maximum accept-
able delay can guarantee that user requests are offloaded to the
cloud data center for further processing. The main simulation
parameters are summarized in Table II. According to the
evaluation results in [24], we set the number of the shortest
paths between two satellites as 𝑑 = 8 and the search width
of the Viterbi algorithm as 𝐵 = 4. Moreover, we suppose the
cost values in equation (28) as 𝛼1 = 0.1 units per Mbps and
𝛼2 = 0.04 units per ms, respectively. Besides, we just evaluate
the performance of the proposped D-VNFP algorithm, where
the message synchronization delay in a satellite network is not
considered.

Moreover, two existing algorithms of Game theory [23]
and Viterbi [25] are considered as the baseline algorithms to
conduct the experiments.

Game theory: As a non-cooperative game, potential game
[23] is widely used to solve the problem of resource allocation
in a decentralized way. Each player makes the VNF placement
strategy in self-interested manner, i.e., only one player with
maximum user payoff can win the chance to update the
strategy in each iteration. A Nash equilibrium strategy profile
will be found in a finite number of iterations.

Viterbi: Viterbi [25] is used to tackle the VNF placement
problem, which is viewed as part of the proposed D-VNFP al-
gorithm. In each time slot, we can provide computing services
for user requests one by one, where the Viterbi algorithm and
the Path Selection algorithm are used for each user request to
seek an approximate VNF placement strategy.

B. Performance Comparison in Static Environment

To evaluate the performance of the proposed D-VNFP
algorithm for different cost values of 𝛼1 and 𝛼2, the exper-
iments with 𝛼1 = 0, 𝛼2 = 0.04, 𝛼1 = 0.1, 𝛼2 = 0, and
𝛼1 = 0.1, 𝛼2 = 0.04 are conducted by the proposed D-
VNFP algorithm, respectively. The number of user requests is
denoted as 𝑀 = {40, 50, · · · , 140}, each experiment runs for
30 times and we obtain the average results, which are shown
in Fig. 4. For 𝛼1 = 0, 𝛼2 = 0.04, the objective in equation
(28) is just to minimize the service end-to-end delay. In that
case, the average service end-to-end delay can be reduced
but the average network bandwidth cost will be increased,
which can decrease the number of allocated user requests.
For 𝛼1 = 0.1, 𝛼2 = 0, the objective in equation (28) is just to
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(a) Network bandwidth cost. (b) Service end-to-end delay. (c) Percentage of allocated requests. (d) Time cost.

Fig. 5. Performance comparison for D-VNFP, Viterbi, and Game Theory.

minimize the network bandwidth cost. In that case, the average
network bandwidth cost can be reduced but the average service
end-to-end delay will be increased, which can also increase
the number of allocated user requests as the available network
resources increase. For 𝛼1 = 0.1, 𝛼2 = 0.04, the objective
in equation (28) can minimize the network bandwidth cost
and the service end-to-end delay jointly, as shown in Fig. 4.
Therefore, we can adjust the preference between network
bandwidth cost and service end-to-end delay by changing the
cost values of 𝛼1 and 𝛼2.

We also conduct the following experiments to evaluate the
performance of the proposed D-VNFP algorithm compared
with Game theory and Viterbi. The number of user requests
for the experiments is set as 𝑀 = {20, 30, · · · , 140}. Each
experiment runs for 30 times and we obtain the average results.

The simulation results for different user requests are shown
in Fig. 5. Fig. 5(a) illustrates the average network bandwidth
costs for different user requests. When the number of user
requests is small, e.g., 𝑀 = {20, 30}, there are sufficient
resources for deploying user requests to satellite edge clouds
by D-VNFP, Viterbi, and Game theory. Therefore, the perfor-
mance of the three VNF placement algorithms is relatively
close. For an example of 𝑀 = 30, the network bandwidth
costs for Viterbi, D-VNFP, and Game theory are 33.55 Mbps,
33.51 Mbps, and 33.51 Mbps, respectively. As the number of
user requests increases, the available resources are gradually
decreasing, which can result in the deployment failure of user
requests due to the resource limitation.

For the Viterbi algorithm, user requests are deployed to
satellite edge clouds one by one in a greedy way, which can
not guarantee that user requests with low deployment costs
are preferentially deployed. Therefore, the performance of the
Viterbi algorithm is the worst. For the proposed D-VNFP
algorithm, all the agents make the VNF placement strategies
for user requests in parallel. For each iteration, all user
requests will be deployed to satellite edge clouds by a priority-
based approach. Thus, the proposed D-VNFP algorithm will
outperform the Viterbi algorithm. For Game theory, the players
make the VNF placement strategies in a self-interested way.
Only one user request with maximum user payoff, which is
also considered as minimum deployment cost, can win the
chance to update the strategy for each iteration until a Nash
equilibrium appears. That is, user requests with minimum
deployment costs will be deployed to satellite edge clouds.
However, it can not guarantee for the proposed D-VNFP
algorithm that all user requests with minimum deployment

costs are preferentially deployed as a priority-based approach
is used to solve the resource conflict problem. In that case,
Game theory can perform better than the Viterbi algorithm and
the proposed D-VNFP algorithm. Note that the proposed D-
VNFP algorithm performs close to the Game theory approach.
On average, the network bandwidth cost obtained by the
proposed D-VNFP algorithm can reduce by 5.85% for Viterbi
and just increase by 1.41% for Game theory, respectively.

Fig. 5(b) describes the service end-to-end delay for different
user requests. Similar to the results in Fig. 5(a), we can
observe that the service end-to-end delay of Viterbi is the
worst, followed by the D-VNFP algorithm and finally Game
theory, where the service end-to-end delay of the proposed D-
VNFP algorithm is close to that of Game theory. For all the
cases, the average service end-to-end delay of the proposed
D-VNFP algorithm decreases by 2.38% for Viterbi. However,
the performance difference between the proposed D-VNFP
algorithm and Game theory is just 0.04%.

Fig. 5(c) shows the percentages of allocated user requests
for different user requests. As the number of user requests
is small, available resources are sufficient for user requests.
Thus, all user requests can be deployed to satellite edge clouds.
When the number of user requests increases, the available
resources will gradually reduce. In that case, if the resource
requirements of user requests exceed the available resources of
satellite edge clouds, user requests will fail to deploy, which
can lead to the decrease of allocated user requests. Generally,
the better is the performance of the VNF placement algorithm,
the less are the deployment costs for user requests, and then
the more is the number of allocated user requests. Therefore,
we can observe from Fig. 5(c) that the percentages of allocated
user requests for Viterbi, D-VNFP, and Game theory become
better in turn. For all the cases, the average percentage of
allocated user requests of the proposed D-VNFP algorithm
increases by 5.93% for Viterbi and just decreases by 0.67%
for Game theory.

Fig. 5(d) shows the time costs for different user requests.
We can observe that the time cost of the proposed D-VNFP
algorithm is close to that of Viterbi but obviously less than that
of Game theory. That is due to the fact that Viterbi can deploy
user requests one by one in a greedy way, however, D-VNFP
and Game theory deploy user requests in an iterative way,
respectively. For the proposed D-VNFP algorithm, we make
the VNF placement strategies for user requests in parallel and
deploy the user requests to satellite edge clouds as much as
possible in each iteration. For Game theory, just one user
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(a) Network bandwidth cost. (b) Service end-to-end delay. (c) Percentage of allocated requests. (d) Time cost.

Fig. 6. Simulation results for 𝜆𝑃 = 40 in dynamic environment.

TABLE III
SIMULATION RESULTS FOR DIFFERENT USER REQUESTS IN DYNAMIC ENVIRONMENT.

𝜆𝑃
Network Bandwidth Cost (Mbps) Service End-to-End Delay (ms) Percentage of Allocated Requests Time Cost (seconds)
Viterbi D-VNFP Game Viterbi D-VNFP Game Viterbi D-VNFP Game Viterbi D-VNFP Game

10 44.28 43.9 43.83 34.93 34.86 34.86 0.99 0.99 0.99 2 2 10
15 61.79 59.91 59.69 34.87 34.52 34.51 0.93 0.94 0.94 3 4 22
20 71.32 68.02 67.57 34.62 34.01 34 0.83 0.86 0.87 4 6 36
25 76.72 72.98 71.94 34.47 33.61 33.56 0.74 0.79 0.8 6 7 50
30 80.04 75.79 74.65 34.21 33.17 33.07 0.67 0.73 0.74 7 10 71
35 82.93 78.57 77.78 34.11 32.81 32.79 0.6 0.67 0.68 8 11 81
40 84.65 80.45 79.18 34.09 32.64 32.51 0.55 0.63 0.64 9 13 97
45 86.19 81.67 80.5 33.94 32.26 32.16 0.51 0.59 0.6 10 14 114
50 87.15 82.37 81.18 33.78 32.06 31.98 0.47 0.56 0.57 11 16 128

request can win the chance to be deployed in each iteration,
which can result in high computation complexity for finding a
Nash equilibrium strategy profile. For all the cases, the average
time cost of the D-VNFP algorithm increases by 22.79% for
Viterbi but decreases by 96.26% for Game theory.

C. VNF Placement in Dynamic Environment

To evaluate the on-line performance of the proposed D-
VNFP algorithm for deploying user requests, we conduct the
following experiments in dynamic environment. We assume
that the number of user requests to appear in a time slot
follows the Poisson distribution with 𝜆𝑃 = {10, 15, · · · , 50}
and the running time of each user request follows the Exponent
distribution with 𝜆𝐸 = 3. The number of time slots for each
experiment is 50. We run each experiment for 30 times and
obtain the average results.

For an example of 𝜆𝑃 = 40, the simulation results for
different time slots are shown in Fig. 6. Fig. 6(a) depicts
the network bandwidth costs for deploying user requests over
different time slots. We can observe that the proposed D-VNFP
algorithm for all time slots performs better than Viterbi but
approximates to Game theory. The average network bandwidth
cost of the proposed D-VNFP algorithm decreases by 4.96%
for Viterbi and just increases by 1.59% for Game theory.
Fig. 6(b) and Fig. 6(c) describe the service end-to-end delay
and the percentages of allocated user requests over different
time slots, respectively. Overall, the performance of Viterbi is
the worst, followed by D-VNFP, and finally Game theory. The
average service end-to-end delay obtained by the proposed
D-VNFP algorithm reduces by 4.24% for Viterbi and just
increases by 0.42% for Game theory. The average percentage
of allocated user requests obtained by the proposed D-VNFP
algorithm improves by 14.11% for Viterbi and just reduces

by 1.97% for Game theory. In addition, the time costs for
deploying user requests over different time slots are illustrated
in Fig. 6(d). We can find that the proposed D-VNFP algorithm
increases the time cost by 37.81% for Viterbi but reduces the
time cost by 86.95% for Game theory.

In order to further demonstrate the effectiveness of the pro-
posed D-VNFP algorithm, we provide the average simulation
results for different user requests in dynamic environment,
as shown in Table III. We can also observe from Table III
that the proposed D-VNFP algorithm outperforms Viterbi but
approximates to Game theory in terms of network bandwidth
cost, service end-to-end delay, and percentage of allocated user
requests. Specifically, for all the cases, the average network
bandwidth cost obtained by the proposed D-VNFP algorithm
reduces by 4.65% for Viterbi and just increases by 1.15% for
Game theory. The average service end-to-end delay obtained
by the proposed D-VNFP algorithm saves by 2.93% for Viterbi
and just increases by 0.16% for Game theory. The average
percentage of allocated user requests obtained by the proposed
D-VNFP algorithm increases by 7.48% for Viterbi and just
decreases by 1.20% for Game theory. Note that the time cost
of the proposed D-VNFP algorithm is close to that of Viterbi
but obviously better than that of Game theory. On average,
the proposed D-VNFP algorithm increases the time cost by
33.87% for Viterbi and can reduce the time cost by 86.49%
for Game theory.

According to the experiments, we can demonstrate the
effectiveness of the proposed D-VNFP algorithm for solving
the VNF placement problem in satellite edge clouds. For
Viterbi, the proposed D-VNFP algorithm can improve the per-
formance of solving the VNF placement problem in network
bandwidth cost, service end-to-end delay, and percentage of
allocated user requests while keeping low time cost. For Game
theory, the performance is close to that of the proposed D-
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VNFP algorithm in network bandwidth cost, service end-to-
end delay, and percentage of allocated user requests. However,
the time cost of Game theory is obviously greater than that
of the proposed D-VNFP algorithm. That is, the proposed D-
VNFP algorithm has a tradeoff between strategy quality and
computation complexity when compared with Game theory.

VII. CONCLUSION

In this paper, we investigated the VNF placement prob-
lem in satellite edge clouds with minimizing the network
bandwidth cost and the service end-to-end delay jointly. We
formulated the VNF placement problem as an integer non-
linear programming problem, which is viewed as NP-hard.
Then we proposed a distributed VNF placement algorithm
to address the problem. For each user request, we used the
Viterbi algorithm and the Path Selection algorithm to find
an approximate VNF placement strategy, respectively. The
VNF placement strategies for user requests can be made in
a distributed and parallel manner. We used a priority-based
approach to solve the possible resource conflict.

To evaluate the performance of the proposed D-VNFP al-
gorithm, we conducted the experiments in satellite edge cloud
scenarios and compared the performance with two baseline
algorithms of Viterbi and Game theory. The simulation results
show the validity of the proposed D-VNFP algorithm for
deploying user requests to satellite edge clouds. Specifically,
the proposed D-VNFP algorithm performs better than Viterbi
and approximates to Game theory. However, the running time
of the proposed D-VNFP algorithm is less than that of Game
theory and close to that of Viterbi.
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