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Reliability-oriented Optimization of Computation
Offloading for Cooperative Vehicle-Infrastructure
Systems

Jianshan Zhou, Daxin Tian, Senior Member, IEEE, Yunpeng Wang, Zhengguo Sheng, Xuting Duan, and Victor
C.M. Leung, Fellow, IEEE

Abstract—Computation offloading is critical for mobile appli-
cations that are sensitive to computational power, while dynamic
and random nature of vehicular networks makes it challenging
to guarantee the reliability of vehicular computation offloading.
In this letter, we propose a reliability-oriented stochastic opti-
mization model based on dynamic programming for computation
offloading in the presence of the deadline constraint on appli-
cation execution. Specifically, a theoretical lower bound of the
expected reliability of computation offloading is derived, and then
an optimal data transmission scheduling mechanism is proposed
to maximize the lower bound with consideration of randomness
in vehicle-to-infrastructure (V2I) communications. Experimental
results demonstrate that our mechanism can outperform the con-
ventional scheme and benefits vehicular computation offloading
in terms of reliability performance in stochastic situations.

Index Terms—Cooperative vehicle infrastructure system
(CVIS), vehicular communication, mobile edge computing, com-
putation offloading, dynamic programming.

I. INTRODUCTION

ECENT advancements in vehicular communication and

networking are empowering the integration of moving
vehicles’ and road-side infrastructures’ sensing, computing
and storage capacities [1], which has spawn a new techno-
logical paradigm for vehicular telematics and infotainment
applications, called Cooperative Vehicle Infrastructure Sys-
tems (CVIS). In CVIS, full or partial computation offloading
mechanisms play a key role in boosting the cooperation
between vehicles and infrastructures. Nowadays, there exist
extensive research efforts such as [2]-[9] that have been made
on computation offloading in a variety of mobile cloud/edge
computing scenarios. Most of these current works focus on the
issue of energy-aware or/and latency-aware optimization for
mobile applications, since smart mobile devices (e.g., smart
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Fig. 1. Cooperative Vehicle-Infrastructure Computing Scenario.

phones, tablets, wireless sensors, etc.) are commonly energy-
hungry. Many other effective offloading mechanisms can also
be found in some state-of-the-art surveys [10]-[15], which
mainly concern about the resource optimization or/and load
balancing in communication and computation aspects.

However, little or no attention has been paid to reliability-
oriented optimization of computation offloading for vehicular
users, which is the main focus of this letter. Essentially dif-
ferent from many mobile users, vehicles are usually equipped
with powerful energy, such that energy consumption issue is
not the main concern in their system design. Instead, many
vehicular applications, especially safety-type applications such
as danger recognition and on-line diagnosis, are reliability-
critical and latency-constrained. At this point, the reliabil-
ity and efficiency of vehicular communications can have a
great influence on the performance of offloading computation
tasks to nearby service infrastructures. Moreover, due to high
mobility and randomness in propagation channel fading, V2I
communications may be randomly intermittent, which presents
a challenge to optimization design and implementation of
reliable vehicular computation offloading.

Toward this end, in this letter, we take into account the
dynamic and random characteristics of V2I communications,
and present a reliability-oriented stochastic optimization model
for V2I-based computation offloading. We derive the success-
ful probability of computation offloading with consideration of
deadline-constrained application profile. Moreover, we obtain
a lower bound of the optimal expected offloading reliability as
well as an optimal data transmission scheduling mechanism
by transforming the stochastic optimization into a dynamic
programming paradigm. To the best of our knowledge, this
work first presents reliability-oriented stochastic optimization
for V2I-based computation offloading. Our mechanism can
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Fig. 2. Reliability-oriented Vehicular Computation Offloading.

be used to design a threshold-based decision-making policy
for computation offloading in stochastic situations, which may
facilitate a paradigm shift from the local vehicular computing
to cooperative vehicle-infrastructure computing in CVIS.

II. SYSTEM MODEL
A. Mobile Application Model

Following much existing literature such as [2], [16], we
can use two key parameters to characterize the profile of a
mobile application: i) The input data size D that is the total
number of data bits as the application input. These D-bit data
can be partitioned and offloaded to a roadside infrastructure
as the cloud edge for remote execution. ii) The application
completion deadline 7" that denotes the maximum number of
successive time slots before which the mobile application must
be completed. In addition, we use k& to represent the index
of a time slot, and these D-bit data can also be partitioned
into a series of smaller pieces sj, € [0, D], where s, denotes
the number of data bits that should be transmitted to the
infrastructure in the k-th time slot.

B. Vehicle-to-Infrastructure Transmission Channel Model

We take into account dynamic nature and randomness of
the V2I communications from the physical-layer perspective.
Since vehicle mobility and many environmental factors, such
as trees, buildings and nearby moving vehicles as the obstacles
in the signal propagation path, can lead to stochastic variation
of signal-to-noise ratio (SNR) condition in V2I communica-
tions, we present stochastic modeling on the V2I channel. In
order to capture the randomness, we adopt a two-state Markov
chain model to characterize the SNR. It is also worth pointing
out that the Markov modeling approach has been widely used
to characterize a stochastic channel in many other works, such
as Gilbert-Elliott channels [2] and Rayleigh channels [17].

Specifically, we consider that there are two traversable states
of the V2I transmission channel, which include a high-SNR
state and a low-SNR state. The SNRs corresponding to these
two states are denoted by SNRy and SNRy,, respectively. Let
SNR;. be the SNR level of the transmission channel in time
slot k. Thus, SNR), € {SNRyu, SNRy,}. We denote by pun
the state transition probability that the next channel state has
a high SNR given that its current state has a high SNR and
by pr1 the probability that the next channel state has a low

SNR given that its current state has a low SNR. Additionally,
the transition probability that the channel changes from the
current state with a high SNR to that with a low SNR can be
calculated by pyr, = 1 — pgn, and the transition probability
from a low-SNR state to a high-SNR state can be ppg =1 —
pLL- The proposed two-state Markov model is represented by
the diagram in Figure 1. Based on the two-state Markov model,
the mean durations (represented by the number of time slots)
of being in the high-SNR state and in the low-SNR state can
be estimated by Ty = y—— and Tj, = y—,—, respectively.
Given the fading coefficient of the V2I channel as gyor and
the corresponding fading variance as o2, we can express the
channel capacity between the vehicle and the wireless access
point of the infrastructure by

Tyar = log, (14 SN gvar[?) (M

Generally, there is usually no dominant line-of-sight (LoS)
propagation path between a mobile communication terminal
and an access infrastructure (e.g., a basestation) in urban
environments that are heavily built-up. In such situations,
Rayleigh fading model has been widely used to represent the
characteristics (e.g., path loss) of radio signal propagation.
Hence, we also employ Rayleigh fading model for V2I com-
munications, in which | g\;21|2 is a random variable following
an exponential distribution with parameter o~2. Accordingly,
the successful probability of transmitting sj-bit data in a time
slot k through the V2I channel can be calculated by

2% —1
p(sk, SNRy) = Prob{lIvar > sk} = exp <_m> @

III. STOCHASTIC OPTIMIZATION MODEL FOR V2I DATA
TRANSMISSION SCHEDULING

We consider the optimization of transmission scheduling
of D-bit application data in T time slots. For simplicity,
we arrange the time slot index, k, in descending order, i.e.,
k =T, T —1,...,1. That is, k£ is used as a countdown
timer, and the initial time slot is indexed by k =T + 1. We

also denote by s = [s7,s7_1,...,51] a feasible scheduling
solution and by S the corresponding feasible region. Then,
since SNR), are random variables, we propose the optimization
model for V2I transmission scheduling based on (2) with
the goal to maximize the expected successful probability of

computation offloading:
T
2%k — 1
=E [exp ( Z UQSNRk>

k=1

T
max :E [H p (sk, SNRy)

s€eS
k=1

3

Vsk 2 0.

T
s.t. {Zk—l sk =D

In fact, it is difficult or even impractical to solve (3). Thus, we
consider to bound the expected overall successful probability

of computation offloading. The result is given in Theorem 1.
Theorem 1: For the expected overall successful probability

of computation offloading in (3), it always holds that
> G

T T
2%k —1 2%k — 1
_ L )| > . ) B
(52| (=[S 2

Proof: Tt is noted that exp(—x) is a convex function with
respect to z. Thus, applying Jensen’s inequality to the convex
function exp(—x) can immediately derive Theorem 1. [ |
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Accordingly, to maximize the objective function in (3) as
much as possible, we can turn to solve the following model
rather than the original model (3):

T

. 28k — 1
min > o2SNRy,
i 5)
s.t. Zk:l sk =D;
Vs > 0.

From (5), the optimal solution depends on the SNR of the
channel in the initial time slot k¥ = T+ 1, i.e., SNRpyq =
SNRy or SNRry1 = SNRy. To solve (5), we denote the
number of data bits that are remained to be offloaded at the
beginning of the time slot k by /. Thus, we can have [ =
lp—spfork=T,T—1,...,2,and I = D. We also denote the
optimal number of data bits to be scheduled in time slot k un-
der the condition SNRp11 = SNRy by s} (ly, SNRi|SNRy)
and that under SNRyp11 = SNRy, by sj(lk, SNR;|SNRy,).
Let ¢(D,T|SNRy) and ¢(D,T|SNRL) be the optimal value
of the objective functions in (5) under these two conditions,
respectively. Now, we derive the optimal data bits to be
transmitted in each time slot by using dynamic programming
and stochastic analysis as in Theorem 2.

Theorem 2: For the optimization model of V2I transmis-
sion scheduling (5), the optimal transmission scheduling is

SZ(lk, SNRk|SNRH) =
I, k=1; (6)
k=1
% 4 log, (H Ht> + kL log, (SNRy), k>2
t=1

under the condition SNR71 = SNRy, where H, is

H, = ]9HHl PHLl : 7
SNR{, SNR}]
and
SZ(lk, SNRMSNR[) =
ll, k’ = 1, (8)
k=1 4
b 4 1og, (}_11 L;) + kL log, (SNRy), k>2
under SNRp41 = SNRy,, where L; is
L, = iDLLl + pLHl . )
SNR{ SNRY

The optimal values of the objective function in (5) under
SNRT+1 = SNRH and SNRT+1 = SNRL are

7 T t
727 | [ HT
t=1

TH
¢(D,T|SNRy) = p e (10)
Ip (17_"[ t
T2F Lg)
. TL
¢(D,T|SNRy) = Ut;l - 021 (11)

respectively, where 7 = D. The minimum expected objective
function in (5), denoted by ®(D,T), is

Tw
—— (D, T|SNR
TH+TL¢( , T|SNRu) +

T #(D, T|SNRL).

*(D.T) = Tu + 1L (12)

Proof: Recall l_1 = [, — s, for k > 2. Applying the
dynamic programming principle to (5), we can rearrange the
optimization model into a series of recursive equations, i.e.,
the Bellman equation [18], as follows

fe(le, SNRy) =

211 1

2 SNRp’ k=1

2e-1 1
{ o2 SNRk }
+E [fs—1(lr — sk, SNRy_1)]

min , k>2.
sk €[0,1x]

First, we prove the theorem under the condition SNR7; =
SNRy by adopting mathematical induction as follows.

i) When k = 1, the whole remaining data bits, /;, must
be transmitted in the last time slot to meet the deadline
imposed on the computation offloading. Thus, the optimal
number of data bits scheduled in time slot & = 1 is
s(ly, SNR1|SNRy) = l;. Besides, given that the SNR level
of the V2I transmission channel is high in time slot £ = 2,
i.e., SNRy = SNRy, we can calculate the expected optimal
objective function in time slot £k = 1 by

2h 1 1
E NR,|SNRy)] =E | Z— =
o S s) <  [Z2 | (1)
_ 2" 1/ pun Lo bEL ) 2h — Ly
~ o2 \SNRy ' SNR.) o2 U

which is in accordance with (10) by setting 7' = 1 under
SNRT+1 = SNRH

ii) Suppose that (6), (7) and (10) hold for £k — 1 and k£ > 3.
Based on the induction hypothesis, we can present (13) as

fi(ly, SNR;|SNRpy)

2% —1 1
0'2 SNRk
= min I —sg k—1 t
Sk Ak k—1)27% Hk71
kE[O lk] N ( ) ! (tl:ll t > B (k _ 1)H1
o2 o2
(15)

iii) Let g(sx) denote the objective function in (15). Now,
to obtain the optimal solution for (15), we solve the equation
dgen) 0, which is equivalent to solving

dsg
2% In2 (kﬁl Hktl)
25 In 2 P
02SNR;, o2

Solving (16) can directly get si(lx, SNR;|SNRy) as in (6).
By substituting s (I, SNRy|SNRy) into (15), we can derive

Uy k—1
ko't (n H,;)
t=1 1

=0. (16)

e

kH

fe(lk, SNRE|SNRu) = 5 - — - {7
g SNR* o
Noting that E[—2+|SNR;_; = SNRy| = H}, as given in

SNR}
(7), we can derive the mathematical expectation

[
k2% (tllHt)kHl (18)

2 2

E [fx(lg, SNRL|SNRyu)] = . 5
which can lead to (10) by setting k = T'. Therefore, we can

prove (6), (7) and (10) under the condition SNRp11 = SNRy.
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Fig. 4.

with pgpg = 0.9 and pr, = 0.2.

The proof of (8), (9) and (11) under SNRp41 = SNRy, can
also be achieved by following the same induction logic, which
is omitted here for the sake of brevity.

In the steady state, the probability that the channel has a

high SNR or a low SNR is THstI-{TL and THTjIFTL’ respectively.
Thus, we can derive (12) based on (10) and (11). [ |

Proposition 1: Given the application profile (D, T'), the ex-
pected overall successful probability of computation offloading
in (3) is not less than exp(—®(D,T)).

Proof: The proposition is proven by combining Theorems
1 and 2. ]

In addition, we further present an implementation frame-
work of the reliability-oriented vehicular computation offload-
ing based on the dynamic programming approach as in Figure
2. Under the framework, a vehicular node is able to dynamical-
ly schedule its data transmissions within the imposed deadline
of the application, such that the overall expected reliability
of the computation offloading can be well guaranteed in the
stochastic V2I communication situation.

I'V. NUMERICAL RESULTS

We conduct different simulation experiments where we set
SNRy = 50dB and SNR;, = 20dB to simulate the good
and the bad SNR conditions of the V2I channel, respectively,
and let o = 103. In Figure 3, we illustrate the optimal data
transmission scheduling sj, in different specified cases of the
channel state variation. From two extreme cases (See the red
solid and the blue dashed lines), we can see that the number
of data bits to be transmitted in each k decreases as time
proceeds when the SNR is always high, while it will increase
when the SNR always stays low. The main reason is that since
the expected SNR in the next time slot is lower given that the
current SNR is high, the data bits to be transmitted in the
next time slot should be reduced in order to guarantee the
offloading reliability. In contrast, given the current channel is
at a low-SNR level, the expected SNR in the next time slot is
higher, such that the data bits to be transmitted in the next time
slot should be larger. This proposition can also be confirmed
in other two specific cases where the transition chain consists
of mixed states. It is worth pointing out that since an optimal
scheduling solution for the stochastic optimization model (5)
is obtained from the optimal expectation perspective, it may
not be the best for a specific and deterministic case. For
instance, in Figure 3, in the extreme case where the SNR

0.4 0.6 0.8 1
Transition probability pis

Successful probability of computation offloading

a With SNRy SNRy With SNRr1 = SNRy

The lower bound of the Fig. 5. Reliability performance com- Fig. 6. Reliability performance com-
expected reliability, exp(—® (D, T)), parison with D = 10*bits, T = parison with D = 10% bits, T' = 500

500, PHH — 0.9 and PLL = 0.2. and SNRT+1 = SNRH

is always low, the corresponding scheduling solution is not
the best solution for that case, and may even perform worse
than a simple solution that schedules equal data bits in each
time slot. Nonetheless, in actual implementation, we can
decide to performance local execution instead of computation
offloading when the lower bound of the optimal expected
successful probability of computation offloading associated
with an optimal scheduling solution, exp (—®(D,T)), is lower
than a given threshold. Moreover, we show the profile of
exp (—®(D,T)) under different application profiles in Figure
4. A finite region with high reliability of computation offload-
ing (where exp (—®(D,T)) is more than 0.9) does exist.
Next, we compare our mechanism based on dynamic pro-
gramming (marked as ‘DP’) with two other offloading mech-
anisms, one of which (marked as ‘Uniform’) schedules equal
data bits in each time slot while the other mechanism (marked
as ‘Random’) randomly creates the data partitions by following
the uniform distribution. Extensive Monte Carlo simulations
have been carried out with 1000 replications per initial state
condition. The numerical results are given in Figure 5, where
the average level of the successful probability of computa-
tion offloading is illustrated with the corresponding standard
deviation. Besides, in Figure 6, we set pr;, = 1 — pyy and
vary pypy from 0.01 to 0.99 to simulate different randomness.
Figure 6 also gives the average result as well as the standard
deviation interval. From these two figures, it can be seen that
the proposed mechanism can achieve the highest performance
under different initial channel states and different channel
randomness. This confirms the advantage of our proposed
method in dynamic and stochastic communication situations.

V. CONCLUSION AND FUTURE WORK

In this letter we explore the problem of reliability-oriented
optimization of computation offloading in dynamic and s-
tochastic V2I communications. We have proposed an optimal
V2I transmission scheduling mechanism based on dynamic
programming, the goal of which is to improve the reliability
in computation offloading by maximizing the lower bound
of the expected successful probability of data transmissions.
Numerical results verify the effectiveness and advantage of our
method in terms of guaranteeing the reliability performance.
In the future, we will extend our method to a highly reliable
cooperative computing framework where vehicles and infras-
tructures are coordinated to process distributed applications.
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