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Quantitati ve Abstraction Theory
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Falmer Brighton,BN1 9QH, UK
chris.thornton@fienet.uk.com

Abstract

A quantitatve theory of abstractionis presented.The centralfeatureof this is
a growth formula definingthe numberof abstractionsvhich may be formedby an
individual agentin a given contect. Implicationsof the theoryfor artificial intelli-
genceandcognitive psychologyareexplored.Its possibleapplicationgo theissueof
implicit v. explicit learningarealsodiscussed.

1 Intr oduction

Abstractionhaslong beenassumedo be a key processn cognition. And thoughit has
never beengiven a genericspecification philosopherssincethe time of Aristotle have
beenwilling to accordit a centralrole. In Aristotle’s case(1), andlaterin Locke’s (2),
the processvasseeraslying atthe heartof the problemof ‘universals™ More recently
artificial intelligenceresearcherlave carriedon thetradition, letting abstractiontakethe
strainin modelsof search problemsolving, theoremproving, planning,reasoningand
programmindc.f. 3, GunchigliaandWalsh,1990,4, 5].
Thatsuchanimportantprocesasnever beenput on aformal, theoreticafooting is
a little odd. It may be thatit is regardedastoo olvious andstraightforwardto require
formuleaictreatment.And, certainly therehasbeenlittle disputedown the agesabout
the natureof the processitself. Accountsof the processhave tendedto showv strong
commonalitiesFor example,considerHumes descriptiorfrom ‘The Essay’(6).

'Tis evident thatin forming mostof our generalideas,if not all of them,
we abstracfrom every particulardegreeof quantityandquality, andthatan
objectceasesot to be of ary particularspecieson accountof every small
alterationin its extension,durationandotherproperties(pp.16-7).

Humesaw abstractionthen,in termsof thefiltering-avay of informationof specifics,
with the aim of extractingcontentor meaning.Aristotle alsosaw it this way. Sotoo did
Locke,the philosopheperhapsnoststronglyassociateavith theideathatuniversalsare
derived by abstractiorfrom empiricaldata. Locke, in fact, deemedabstractiorto bethe
leaving outof particularcircumstancesf time andplace.

But even a brief examinationof theseportrayalsof the procesgeveal underlyingin-
consistenciesgontraditionsand ambiguitities. Philosophersnay agreethat abstraction
involvesthe eliminationof relatively specificinformation. But they arelessclearhow

10Onecharacterisatioof the differencebetweerPlatos andAristotle’s views on the derivation of universal
truthswasthatPlatosawthemascoming‘from above'while Aristotle sawthemascoming‘from below’.
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the specificityis to be measurear how the informationis to berepresentedin fact, ary
attemptto specifywhatis to beeliminatediendsto fall foul of counterexamples.Locke’s
notion,for instancethatall factorsrelatingto time andplaceshouldbeeliminatedwould
seemquiteinappropriatén the caseof abstractiorappliedto higherlevel conceptssuch
asmightrelateto physicalbeautyfor example.

Suffice it to say then,that philosophicalaccountsf the procesf abstractionare
characteristicallypre-theoetical. They assumehe existenceof a well-defined,shared
meaningfor the term. Sincethis doesnot exist, theseaccountdack precisionand are
insufficientfor themechanistiandprogrammatigurpose®f Al.

No surprisethen,thatAl projectswhich attemptto harnesghe power of abstraction
in aparticularproblemdomaintypically startby providing amechanisti@efinitionof the
procesqcf. GunchigliaandWalsh,1990). Clearly, Al researcherareaware of the fact
that abstractiorhasno genericspecificatiorandthat they cannothopeto makeuseof it
withoutfirst providing aworking definition.

Theformulationof agenericspecificatiorfor theprocesss aworthygoal,then,which
mightyield benefitgight acrosghelandscapeonnectingcognitive sciencdo epistemol-
ogy. It could provide a genericbasisfor thediversity of abstraction-using\l techniques.
It might alsoprovide a meansof integratingabstraction-relateitleasarisingin different
areas.Possibly it might also help to fertilise new techniquedor exploiting abstraction
within cognition. Lastbut not least,it would help to furtherthe theoreticaldevelopment
of artificial intelligence.

But while the presenipapertakesthis ambitiousgoal asits generakontet, it makes
no claim to reachthe target or even to approacht very closely Rathey it addressethe
specialproblemof abstraction quantification The papershows, in particular how we
may calculatethe numberof abstractionsvhich maybe generatedby anindividualagent
in a particularcontext. In sodoing, it developsandusesa partial formalisationof the
processtself. Thisturnsout to have a numberof practicalandexplanatoryapplications
within Al andin relatedareassuchascognitive psychology Thereis alsothe hint of a
new angleon thelongstandingroblemof universals.

2 Derivation of the theory

Informal characterisationsf abstractionsuchasHumes) normally focuson the reduc-
tive aspect®f the processj.e., theway in which relatively specificinformationis elim-
inated. But the procesanay also be characterisedh termsof its constructivefunction.
An abstractioris necessarilyan abstractiorof something.In essencethen,it is aniden-
tification of a phenomenor— an object, processor propertyof the abstractingagents
world. At the point of constructionthe constituentsnustbe alreadyavailable. We may
view abstractiorthereforenotin termsof theeliminationof irrelevantcomponentshutin
termsof the selectiorandcombinationof relevantconstituents.

Theadwantageof the constructve interpretatioris thatit opensup the possibility for
guantitative analysis. Sincethe resultof ary act of abstractioris the identificationof a
nev phenomenormbodyingsomecombinationof currentlyidentified phenomenawe
canusecombinatorialreasoningo determinethe numberof abstractions given agent
canform startingfrom a baseof primitiveidentifications.

However, thereareseveralcomplicationgo takeinto account.Thenumberof possible
abstractionsnight seemsimply to be the numberof waysin which the elementwf the
basesetmaybe combined.But this is not quite correct. Eachnew abstractioridentifies
anaw phenomenomndthusbecomes potentialconstituentn a furtherabstractionThe

http://ww. ai sb. org. uk
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processthen,is inherentlyrecursve. Theanalysisshouldtakeaccounbf this.

Also of importanceis the fact that therearetwo quite differentwaysin which iden-
tifications may be combinedto form a new abstraction. First, thereis the processof
compositiorin whichidentifiedphenomenarecombinedogetheraspartsto form anew
whole. Secondthereis the procesf classificationin which identified phenomenare
gatheredogethel(aswholeelements)nto aclassof alternatives.(In Al terms theformer
is constructiorusingPARTOF relationshipsindthelatteris constructingusingISA rela-
tionships.) Every possiblesubgroupof identificationsis a candidatefor both processes.
Thus, startingfrom ary baseset, we may derive a setof abstractiondy treatingeach
possiblesubgroupas(a) acompositeand(b) a class.

The generalideais visualisedin Figurel. Herethe basesetof identificationsis
labelledP,. From Py, weobtain P, : eachidentificationin thissetis anabstractiorderived
by applyingcompositionor classificatiorto a subseof P,. TreatingP; asthe baseset
permitsthe derivationof aset P, in which eachphenomenois the resultof classification
or compositiorappliedto asubsebdf P;. TreatingP-, asthebasesetpermitsthederivation
of theset P; andsoon. In thismannerwe cango onto derive Py, Ps, Ps etc.

o
[
o
Composites Classes
B {@ O®..mEm...
|- \\:‘ ‘:"\\ E e

Primitives

Figurel: Abstractiontree.

The diagramportraysthe generationof possibleabstractionsstartingfrom a setof
primitives. The dynamicsof this arecharacteristicallyconstructve. But the eliminative
aspecshouldalsobeapparentin thecaseof bothcompositiorandclassificationa setof
elementss reidentifiedasa singleentity. Informationrelatingto the elementgthemseles
is effectively eliminated.But the resultis achieredin two differentways. In the caseof
compositionthe elementdecomahe componenpartsof anewv whole. In classification,

http://ww. ai sb. org. uk
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theelementdbecomaealternatve manifestationsf a singleidentity.

3 Complexity

Appliedrecursvely to abasesetof identificationsthe two formsof abstractiorleadto an
infinite hierarchyof constructs Thenumberof nodesdn this hierarchyexpandsrapidly as
we move upwardsfrom level to level. Let ussaytherearen nodesin a particularlayer.
Thenwe would expectthe numberof nodesn thelayerabore to be

2(27)

sincethe numberof possiblecombinationsof n objectsis 27, andthe procesggen-
erateswo nodesfor eachcombination.However, we mustalsoaccountfor the factthat
someof thesenodesareredundant.Clusteringappliedto all possibleclassef a setof
objectsis redundantsinceary classobtainedmustbe identicalin objectmembershigo
oneof theoriginal classesBy thesame&oken,abstractiongvolving classesomposeaf
classeareredundantThuswe needo discounthenodesvhichresultfrom classification
appliedpurely to classes.

Exactly half of the n nodeswill be classes.Thereforewe shouldsubtract2=. The
revisedformulafor the numberof nodesghenbecomes

2(2") — 2%

It might seemthat a further modificationshouldbe madeto takeaccountof the fact
thatexactly n of the2” possiblecombinationsaresingletonsets,i.e., they simply yield
‘copies’ of nodesatthelayerbelown. (We mightdiscountthesenodesby subtracting?n.)
However, sinceit is possiblein principle for abstractiongo be constructedut of nodes
atdifferentlevelsin thetree,it simplifiesmattersf we allow thesingletonsetsto remain.
This way, every level of thetree containsa copy of every nodeat every level belowv and
thepossibility of cross-leel abstractionss automaticallytakeninto account.

To rendertheformulain arecursve form is now straightforwardlf ng is setequalto
the numberof basicelementsthe numberof nodesn; representedt the:’th level of the
hierachymaythenbe calculatedisingthefollowing recursve formula.

i

nipn=2(2") - 2%

4 Significant abstractions

The growth formula revealsthe exponentialcostof abstractiorformulation. But it ap-
plies specificallyto the caseof exhaustve (i.e., unrestrainedpbstractiorratherthanto
abstractiorin practice. The differenceis significant. Agentswhich form abstractionsn
arealisticsituationare surelyunlikely to do so exhaustively More likely, they will aim
to ensurethat abstractionsnatchup to reality. This will involve making surethatary
identificationsformedareliterally significant i.e., identify real andsalientphenomena.
(Concernsaboutthe inaccessibilityand/orimplausbility of objective reality areignored
here.)Theneteffectis thatthesetof significantabstractionsfor ary particularindividual
is likely to bea smallsubsebf thetotal setof possibleabstractions.

But althoughthecostsof in-practiceabstractioimaybelowerthanthegrowth formula
suggeststhey will not be aslow aswe might hope. They will, afterall, includethe

http://ww. ai sb. org. uk
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costsof carryingoutthe‘reality check’,i.e.,whatever operatioris requiredto ensurethat
abstractionsnatchreality. In the caseof classification this may involve nothingmore
thanmakingobsenrationsaboutsimilaritiesamongtherelevantclassmembersButin the
caseof compositionabhbstractionthe resultingconstructis only valid if the elementdit

togetheiin therightway; i.e.,only if they have theright relationshipsThustheformation
of compositionabbstractionsilwaysinvolvestheidentification,by theabstractingagent,
of therelevantrelationship.Thereis evidenceto suggesthatin the worst casethis may
beaninfinitely complex task(7).

5 Typesandtokens

Any abstractiorwhosestructurg(in thehierarchy)is not, atary stage mediatedy classi-
fication(i.e., whoserootsdo not go backthroughary classnodeshasonly one,possible
groundingin basicelements.In the perceptionof the agent,thereis only oneway that
it exists. As a conceptualisationthen,the abstractionconstitutesa token In contrast,
ary abstractiorwhosederivationis mediatedby classification(i.e., whoseroots do go
backthroughclassnodes)dentifiesa phenomenomvith morethanonepossibleground-
ing in basicelements.With respecto the givenset,the latter constitutesa type sinceit
effectively standor morethanonecombinationof elements.

Thetheorythusgivesaformalmeaningo thelong-standinglistinctionbetweertypes
andtokens.But notehow it upgradesheideafrom a simpledichotomyinto a continuous
dimension.As noted,the rootsof a type nodemustgo backthroughoneor moreclass
nodes.But therecanbe moreor lessof these.And they may appeamhigheror lowerin
thetree. Thus,the ‘typeness’of aphenomenois not a black-and-whitéssue.Rathey it
is amatterof (2-dimensionalfeggree.

How thenshouldwe properly renderthe distinction betweentypesand tokens? A
simpleapproachmightbeto treatevery phenomenomsatype,andto saythatthe ‘type-
ness’of a particularphenomenoiis just the sizeof its extension— the numberof ways
in whichit canexist. A tokencouldthenbethoughtof asatypewith anextensionof one.

An alternatize would be to treat an identificationas a type only if its classnodes
aresuficiently closeto the surface,.e., appearsuficiently high in the relevantabstrac-
tion construct. Theremight be problemsin identifying a suitablecutoff point. But the
approachasits attractionslt would, for example,avoid the necessityof treatingthein-
dividual calledFredBloggsasa ‘type’ simply onthe groundsthathemayconsistatary
onetime, of quite differentarrangementsf quantumstates.Therootsof ‘Fred Bloggs’
may go backthroughclassnodeswe could ague,but they areattoo greata depthto be
treatedassignificant.

Perhapghebestapproachs simplyto accepthatthetraditionaltype/tokerterminol-
ogy oversimplifiesreality. Thelogical structureof abstractiormeansthatthe sizeand
characteof a phenomenois extensionmayvary in arangeof ways. Thereforetherecan
beno hardandfastdistinctionbetweertypesandtokens.

6 Other applicationsof the theory

The growth formula andits underlyingprinciplesprovidesa definition of the term ‘ab-
straction’anda meanof estimatingghe numberof abstractionsvhich maybe formedby
anindividual agentin a givensituation. It providesa quantitativetheoryof abstraction
ratherthana qualitative one, sinceit saysnothingaboutwhat abstractionsvill actually

http://ww. ai sb. org. uk



QAT

consistof, exceptthatthey will involve the combinationof certainelementslit alsosays
nothingabouttheway in which the processvorksor why it is required.

Thetheorycanbeappliedto naturalagentsaandeven,in principle,to humansubjects.
But herethereis alwaysthe problemof identifying the setof basicidentificationsupon
which abstractionmay build. Without a specificationfor this set, the growth formula
cannotbe appliedandthe restof the theorybecomesnoperable.ln somecasesjt may
be feasibleto treatan agents sensorystimuli asthe setof fundamentaldentificationsof
phenomena(Certainly therecould be no morebasicsetof primitivesthanthis.) Butin
practicethe approactstill raiseshorrific problemsof enumeration.

More practicalare applicationswhich focus on artificial agents,particularly when
thesearehand-designedvery often, the basicsetof ervironmentalobjectswith which a
designedhgentengagesanbe simply read-of the design.The derivationof thepotential
abstractiortreeis thenstraightforward.

In somecasesijt may be usefulto mapout anagents total abstractiorsetsimply as
a meansof evaluatingits possible representationatajectoriegcf. 8). This mightalso
provide the basisfor anevaluationof theagents conceptuahdventuousnessits relative
penetratiorof thetotal abstractiorset— the ratio betweerthe numberof developedand
potentialabstractions— summariseshe degreeto which the agenthasfleshed-outhe
potentialconceptualisationsf its ervironment. Relative penetratiormightthenbecome
a kind of conceptuathorse-paver’ rating for artificial agents. (This is not completely
satisfactoryhowever, sincethe total abstractiorsetwill normally be significantlylarger
thanthe setof significantabstractions.)

7 Representationand behaviour

To somedegree,the theorymay alsobe usedto makejudgementsaboutthe representa-
tional behaiour of agents.An agents total abstractiorsetincludesall the phenomena
thatthe agentis capableof identifying (includingonesthatdo not actuallyexist). Putting
this in representationakrms,we would saythatthe abstractiortreeidentifiesthe com-
plete setof phenomenahatthe agentis capableof representingaswell asthe logical
dependencielsetweerthem.

Thus,if a particularphenomenomloesnot appeamwithin anagents total abstraction
set,we know that the agentcannotform a representatioffior that phenomenonlt may
be unableto form a particularrepresentatiofior otherreasons.But the absencef the
phenomenoifrom the abstractiorsetshavs thatit cannotdo soin principle. This might
becomeanissueof importancefor instancejf anattemptwerebeingmadeto build an
agentthatwould acquirethe ability to behae contingentlywith respecto a propertyof
theworld thatit wasunableto represent.

Imaginefor examplethatthe aim is to constructa simple, mobile agentwhich will
acquirethe ability to approachsmoothobjectsbut not spikey ones. Regardlessof ary
efforts made the experimentwill necessarilyail if thephenomenorsmoothobject’ has
no representatiowithin theagents abstractioriree.

But the representationamplicationsof the theoryonly go sofar. It allows oneto
calculatewhatis containedwithin a particularabstractiorsetandthuswhata particular
agents andis notcapableof representingHowever, it saysnothingaboutwhataparticu-
lar representatiowill consistof or how it will beconstructed(Thisis reallyjustthesame
pointaswasmadeabove: thetheorydoesnot specifywhatanabstractiorwill consistof,
merelythatit mustcombinecertainelements.)

http://ww. ai sb. org. uk
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Furthermorenoclaimis madethatagentswill representationallgeproduceahestruc-
ture of abstractiontrees.Indeedjt is apparenthatareasf researclinterestedn learning
andbehaiour acquisition(whethemotivatedby arepresentationahterestsor not) shav
little signof devising methodswhich generatabstractiortrees or arything like them. If
arything, thereverseis the case(cf. 9). Theevidenceis thatinsofarascontemporararti-
ficial agentamaybe saidto build representationat all, thesedo notresembleabstraction
trees.

On the otherhand, it is noticeablethat the very sameareasof researctendto di-
vide attentionbetweenclassification(class-forming)methodsand compositionalmeth-
ods. In otherwords,they may be viewed asdividing attentionbetweerthe two funda-
mentalprocesse®f abstraction. This is perhapsmostnoticeablein machinelearning,
which is broadlydivided up into a subfieldfocussingon statisticalclassificationmeth-
ods (similarity-basedearning)and a subfieldfocussingon compositionalor relational
methodgdiscovery, analogyinductive logic programmingetc.) (10)

8 Explicit and implicit learning

Perhapshe mostfruitful areafor applicationsof the theoryis thatof cognitive psychol-
ogy. A lively debaten this areainvolvesthe problemof explicit v. implicit learning.In
part, this is concernedvith the questionof whetherknowledgeis storedin an abstract
or specific(i.e., instance-basedprm. It alsofocusseson the deggreeto which knowl-
edgeis the resultof consciousor unconsciouprocesses(ln somesensethe two parts
of the debatearereally one,with the formerfocussingon staticissuesandthe latteron
dynamic.)

Traditionally, the implicit/explicit issuehasbeenresearchedising experimentsin
which humansubjectsare eithertaught,or exposedto stringsgeneratedy an artificial
grammar By evaluatingthe subjects ability to classifytestcasespr to transferknowl-
edgefrom onegrammaito anotherdeductionsareattemptedhaoving thedegreeto which
abstractionsave or have notresultedfrom implicit learningprocesses.

The seminalwork in this areawas performedby Reber(11) andit was his main
conclusionthatunconsciougi.e., implicit) processesf learningcould produceinternal
abstractionsvith thesamefunctionalpropertiesasthoseacquiredhroughexplicit tuition.
The implicationsthat Reberdren from his resultshave beenwidely questionedwith
objectionsoftenfocussingon the fuzzinesf the supposedlichotomybetweenabstract
andspecificknowledge.

All businessasusual,perhapsBut from the point of view of quantitatve abstraction
theory it beginsto look asif the problemhere,aswith thedilapidatedype/tokerdistinc-
tion, mayreally be theresultof the attemptto apply anover-simplified, black-and-white
conceptualisatioto whatis in reality a complicatedmulti-dimensionsaissue.

Accordingto the theory abstractionsiave alogical structurewhich maybe arbitrar-
ily deep. The derivation of new abstractionswhetherclassificatoryor compositional,
may proceedat ary level within the treeof existing abstractionsOn this view, it makes
no senseto classify new knowledgeas eitherabstractor specific. Rather it shouldbe
identifiedashaving a particularlevel of abstraction.

Similar remarkscan be madewith respectto consciouss. unconsciougrocessing.
Assumingthatthelevel of ‘consciousnesghherentin cognitive processings afunction
of the abstractnessf the entitiesover which it is applied,we canapply the continuity
upgradeto the conscious/unconscioudichotomy’ too. On the basisof the assumption
statedwe cantreattheissueof theconsciousnessf processin@sa matterof degree,and
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judgeary specificcasesaccordingo elevationin therelevantabstractiortree.

9 Concluding comment

It would be aninterestingprojectto determinehow mary of the unresohedissuessur
roundingthe questionof implicit v. explicit learningwould evaporatein the presence
of suitableenhancements the terminology The projectwould certainlybe approved
by Alan Newell who nearlyforty yearsago admonishegsychologistdor their useof
simplistic, binary oppositesn their conceptualisatioof cognitive function (12) Rather
obviously, Newell’s criticismshave hada limited impact. In fact, the implicit v. explicit
debategainedits principalmomentuma full decadeafter Newell's publication. But the
fact thatcognitive psychologiststill adhereto black-and-whiteconceptanay be dueto
the fact thatworkablereplacementbave yet to be provided. In this contet, thelimited
but concretecontribution of the presentheorymay have aworthwhilefuture.
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