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Abstract 

 

In communicative situations, speech is often accompanied by gestures. For example, speakers 

tend to illustrate certain contents of speech by means of iconic gestures which are hand 

movements that bear a formal relationship to the contents of speech. The meaning of an iconic 

gesture is determined both by its form as well as the speech context in which it is performed. 

Thus, gesture and speech interact in comprehension. Using fMRI, the present study investigated 

what brain areas are involved in this interaction process. Participants watched videos in which 

sentences containing an ambiguous word (e.g. She touched the mouse) were accompanied by 

either a meaningless grooming movement, a gesture supporting the more frequent dominant 

meaning (e.g. animal) or a gesture supporting the less frequent subordinate meaning (e.g. 

computer device). We hypothesized that brain areas involved in the interaction of gesture and 

speech would show greater activation to gesture-supported sentences as compared to sentences 

accompanied by a meaningless grooming movement. The main results are that when contrasted 

with grooming, both types of gestures (dominant and subordinate) activated an array of brain 

regions consisting of the left posterior superior temporal sulcus (STS), the inferior parietal lobule 

bilaterally and the ventral precentral sulcus bilaterally. Given the crucial role of the STS in 

audiovisual integration processes, this activation might reflect the interaction between the 

meaning of gesture and the ambiguous sentence. The activations in inferior frontal and inferior 

parietal regions may reflect a mechanism of determining the goal of co-speech hand movements 

through an observation-execution matching process. 
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Introduction 

 

Meaningful hand movements (i.e. gestures) are an integral part of everyday communication. It 

seems once people become involved in a conversation they inevitably start to move their hands to 

illustrate certain contents of speech. Some of these co-speech gestures bear a formal relationship 

to the contents of speech and have therefore been termed iconic in the literature (McNeill, 1992). 

For example, a speaker might form a precision grip and make a quick turning movement when 

uttering a sentence such as: “I tightened the screw”. When producing such an iconic gesture, the 

speaker transmits meaning in two channels simultaneously. Previous research has shown that 

listeners make use of additional gesture information in comprehending language (Alibali et al., 

1997; Beattie and Shovelton, 1999, 2002). Furthermore, progress has been made in specifying the 

temporal characteristics of gesture-speech interaction in comprehension (Holle and Gunter, 2007; 

Kelly et al., 2004; Özyürek et al., 2007; Wu and Coulson, 2007). The present study investigates 

the neural systems involved in the interaction of gesture and speech in comprehension. 

 

Iconic gestures are a special subcategory of gestures (McNeill, 1992). It is helpful to see what 

delimits iconic gestures from other gesture types (e.g. pantomime, emblems, pointing). Iconic 

gestures and pantomime have in common that they often illustrate actions. A crucial difference, 

however, is that there is no speech during pantomime whereas iconic gestures are mostly 

produced in combination with speech (McNeill, 1992, 2000, 2005). Probably related to this 

difference is the fact that iconic gestures are less elaborate in their form than pantomimed 

movements. Iconic gestures are actions recruited in the context of another domain (i.e. speech, cf. 

Willems et al., 2006), therefore the timing of the gestures is deeply intertwined with the timing of 

speech (for more on this, see below). Their co-speech timing results in a limited time available 

for the production of an iconic gesture. Accordingly, pantomimed actions can give very detailed 

(or even exaggerated) descriptions, whereas iconic gestures tend to be much more casual in form 

and are often abstractions of the performed actions. Furthermore, in contrast to iconic gestures, a 

sequence of pantomimed movements can be joined together to create sentence-like constructions 

(Rose, 2006). Iconic gestures differ from another subcategory of gesture called emblems in their 

degree of conventionalization. Emblems, which are meaningful hand postures such as the victory 

sign, are so conventionalized in their form that they can be effortlessly understood in the absence 



 4 

of speech (Gunter and Bach, 2004). In comparison, iconic gestures are much less 

conventionalized. Studies investigating iconic gesture production typically find a great degree of 

interindividual variability in the form of these gestures (e.g. Kita and Özyürek, 2003). 

Nevertheless, iconic gestures contain additional information that is not found in speech. In the 

example described above, only the gesture gives an indication about the size of the screw 

(probably a rather small screw, because a precision grip was used). In a series of previously 

conducted ERP experiments, we have shown that such additional gesture information can 

modulate how the two word meanings of lexically ambiguous words (e.g. ball) are processed in a 

sentence context (Holle and Gunter, 2007). Thus, iconic gestures interact with speech during 

online language comprehension. Not much is known, however, about which brain areas are 

involved when gesture and speech interact. 

 

The interaction of iconic gestures and speech in comprehension can be approached from at least 

two different perspectives. First, given that many iconic gestures constitute re-enacted actions, 

one can adopt an action perspective. From this point of view, an empirical question is the extent 

to which the processing of iconic gestures recruits the brain network associated with action 

comprehension. Based on the findings that area F5 and PF of the macaque brain contain neurons 

that fire both during the observation as well as the execution of goal-directed hand movements 

(Gallese et al., 1996, 2002; Umiltà et al., 2001), it has been proposed that these so-called mirror 

neurons form the neural circuitry for action understanding (Rizzolatti et al., 2001). Although 

direct evidence (via single-cell recording) for mirror neurons in the human brain is still lacking, 

there is a substantial body of indirect evidence that a similar system exists in humans as well (for 

recent overviews, see Binkofski and Buccino, 2006; Iacoboni and Dapretto, 2006; Molnar-

Szakacs et al., 2006). In particular, the inferior frontal gyrus (IFG) including the adjacent ventral 

premotor cortex and the inferior parietal lobule (IPL) have been suggested as the core 

components of the putative human mirror neuron system (MNS) (Rizzolatti and Craighero, 

2004). According to a recent theoretical suggestion, the human MNS is able to determine the goal 

of observed actions by means of an observation-execution matching process (for a more detailed 

description, see Iacoboni, 2005; Iacoboni and Wilson, 2006). Because many iconic gestures are 

re-enacted actions, it is therefore plausible that the MNS also participates in the processing of 

such gestures. 
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Second, one can adopt a multimodal perspective on iconic gesture comprehension. As has been 

argued above, iconic gestures show little conventionalization, i.e. there is no “gestionary” that 

can be accessed for their meaning. Instead, the meaning of iconic gestures has to be generated 

online on the basis of gesture form and the co-speech context in which the gesture is observed 

(Feyereisen et al., 1988; McNeill, 1992, 2005). Thus, comprehending a co-speech iconic gesture 

is a process which requires a listener to integrate auditory and visual information. Within the 

multimodal view on iconic gestures, a further distinction can be made between local and global 

gesture-speech integration (see Willems et al., 2006). Because co-speech gestures are embedded 

in spoken utterances that unfold over time, one can investigate the integration processes between 

gesture and speech both at a local level (i.e. the integration of temporally synchronized gesture 

and speech units) as well as on a global sentence level (i.e. how greater meaning ensembles are 

assembled from smaller sequentially processed meaningful units such as words and gestures). 

 

Local integration refers to the combination of simultaneously perceived gestural and spoken 

information. Previous research indicates that the temporal relationship between gesture and 

speech in production is not arbitrary (McNeill, 1992; Morrel-Samuels and Krauss, 1992). Instead, 

speakers tend to produce the peak effort of a gesture, the so-called stroke, simultaneously with 

the relevant speech segment (Levelt et al., 1985; Nobe, 2000). This stroke-speech synchrony 

might be an important cue for listeners in comprehension, because it can signal to which speech 

unit a gesture belongs. Returning to the example given previously, the speaker uttering the 

sentence “He tightened the screw” might produce the gesture stroke simultaneously with the verb 

of the sentence. In this example, local integration would refer to the interaction between the 

simultaneously conveyed visual information (i.e. the turning-movement gesture) and auditory 

information (the word tightened).  

 

Although related to such local processes, the global integration of gesture and speech is a more 

complex phenomenon. Understanding a gesture-supported sentence relies not only on the 

comprehension of all individual constituents (i.e.: words and gestures), but also on a 

comprehension of how the constituents are related to one another (i.e.: who is doing what to 

whom, cf. Grodzinsky and Friederici, 2006). This relational process requires integrating 

information over time. The multimodal aspect in this integration over time is the extent to which 

the process recruits similar or different brain areas depending on whether the to-be-integrated 
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information is a spoken word or a gesture. Thus, local integration refers to an instantaneous 

integration across modalities, whereas global integration describes an integration over time, with 

modality as a moderating variable. Whereas interactions at the global level can be examined in an 

epoch-related analysis, an analysis of gesture-speech interactions at the local level can only be 

performed in an event-related design. More precisely, in order to investigate how gesture and 

speech interact at the local level, one first has to objectively identify the point in time at which 

gesture and speech start to interact. As will be outlined below, the gating paradigm may be used 

to determine such a time point. 

 

Willems et al. (2006) investigated the neural correlates of gesture-speech interaction on a global 

sentence level. In this experiment, subjects watched videos in which an initial sentence part (e.g. 

The items that he on the shopping list
1) was followed by one of four possible continuations: (1) a 

correct condition, where both gesture and speech matched the initial sentence context (e.g. saying 

wrote while producing a writing gesture), (2) a gesture mismatch (e.g. saying wrote while 

producing a hitting gesture), (3) a speech mismatch (e.g. saying hit, gesturing writing) and (4) a 

double mismatch (saying hit, gesturing hitting). In the statistical analysis, the complete length of 

the videos was modeled as an epoch. When contrasted with the correct condition, only the mid- 

to anterior portion of the left IFG (BA 45/47) was consistently activated in all three mismatch 

conditions. On the basis of this finding, Willems and co-workers suggested that the integration of 

semantic information into a previous sentence context (regardless whether the to-be-integrated 

information had been conveyed by gesture or speech) is supported by the left IFG. 

 

Whereas the Willems study investigated the interaction of gesture and speech at a global level, it 

is an open issue what brain areas are involved in local gesture-speech interactions. One candidate 

area might be the superior temporal sulcus (STS). There is a substantial amount of literature 

supporting the notion of the STS as an important integration site of temporally synchronized 

audiovisual stimuli (Beauchamp, 2005). For example, the STS seems to be involved in the 

integration of lip movements and speech sounds (Calvert et al., 2000; Wright et al., 2003). 

Furthermore, Skipper and colleagues (2005) observed that the activation in the posterior STS 

elicited by the observation of talking faces is modulated by the amount of visually distinguishable 

                                                 
1 The example is a literal translation of the original Dutch stimuli. 
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phonemes. In an experiment by Sekiyama et al. (2003) it was found that the left posterior STS is 

particulary involved in the McGurk effect, e.g. the fusion of an auditory /ba/ and a visual /ga/ into 

a perceived /da/. While in these examples, visual and auditory information can be mapped onto 

each other on the basis of their form, there is evidence that the STS is also involved in more 

complex mapping processes at a higher semantic level, such as the integration of pictures of 

animals and their corresponding sounds (Beauchamp et al., 2004b). Saygin and co-workers 

(2003) have reported that patients with lesions in the posterior STS are impaired in their ability to 

associate a picture (e.g. a cow) with a corresponding sound (e.g. moo).  

 

On the basis of these results, it is not unreasonable to assume that the STS is also involved in the 

multimodal interactions between gesture and speech. The integration of iconic gestures and 

speech during comprehension has some similarities with the integration of pictures and their 

associated sounds, as it was for instance investigated by Beauchamp et al. (2004b). In both cases, 

there is a temporal synchrony between auditory and visual information. In the audiovisual 

condition of the Beauchamp study, the pictures and the corresponding sounds were presented 

simultaneously. Likewise, as it has been introduced above, the stroke of a gesture tends to 

coincide with the relevant speech unit. Another similarity is that for both stimulus types, what is 

being integrated are not the forms of gesture and speech (or the forms of pictures and sounds), 

but the interpretations of the respective forms. That is, in both cases the integration is said to 

occur on a semantic-conceptual level. The stimuli used in the Beauchamp study required 

participants to identify the depicted visual object (e.g. a telephone). On basis of their world 

knowledge, participants could then activate a number of possible sounds associated with the 

perceived visual object and decide whether the currently perceived sound matched one of these 

expectations.2 Similarly, an iconic gesture first has to be processed unimodally to some extent 

before it can be associated with the co-expressive speech unit. Thus, the interactions of pictures 

and sounds and gesture and speech have in common that the unimodal information first has to be 

processed and semantically interpreted to some extent individually, before an interaction between 

auditory and visual information can occur. However, the two audiovisual interaction types differ 

                                                 
2 The sequential description of information flow from visual to auditory information suggested here is only 

for illustration. After an initial unimodal processing phase, there is probably a continuous interaction in both 

directions between auditory and visual information in the processing of such complex stimuli. The same holds true 

for the interaction between gesture and speech. 
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in complexity. In the Beauchamp study, the semantic relationship between auditory and visual 

information was fixed. The visual object was always presented with the sound that such an object 

typically creates. In contrast, the semantic relationship between iconic gestures and speech is not 

fixed. A sentence such as During the game, he returned the ball can be accompanied by a gesture 

that depicts the form of the ball, or a gesture that focuses on the returning motion. Moreover, the 

gesture might primarily depict the trajectory of the ball's movement, the manner (rolling, sliding, 

...) or a combination of trajectory and manner. Finally, the gesture can depict the scene from a 

character viewpoint (i.e. the person returning the ball) or from an observer viewpoint. How the 

gesture is related to speech is not defined a-priori, but has to be detected by the listener on an ad-

hoc basis. Thus, the comprehension of iconic gestures requires complex semantic interactions 

between gestural and auditory information. So far there are no studies that have investigated 

whether the STS also houses these complex multimodal processes underlying co-speech iconic 

gesture comprehension. 

 

 

The present study 

 

The present experiment aimed to locate brain areas involved in the processing of co-speech 

iconic gestures. As has been described above, one can approach the comprehension of iconic 

gestures from a multimodal perspective. Investigating the putative multimodal integration sites 

for gesture and speech would entail an experimental design with a gesture-only, speech-only as 

well as a bimodal gesture+speech condition, as it was for instance suggested by Calvert and 

colleagues (2004). However, the problem with such a manipulation is that it neglects the one-

sided dependency between the two information channels. Whereas understanding speech does not 

depend on gesture, iconic gestures are dependent upon the accompanying speech in that these 

gestures are only distinctly meaningful in their co-speech context. It is generally agreed upon that 

the meaning of decontextualized iconic gestures is very imprecise (e.g. Cassell et al., 1999; 

Krauss et al., 1991). Thus, when presenting a gesture-only condition to participants, one runs a 

great risk of inducing artefactual processing strategies. As McNeill has stated: “It is profoundly 

an error to think of gesture as a code or 'body language', separate from spoken language. [...] It 

makes no more sense to treat gestures in isolation from speech than to read a book by looking at 

the 'g's.” (McNeill, 2005, p. 4). Another independent group of researchers around Robert Krauss 
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have also come to the conclusion that decontextualized iconic gestures convey little meaning to 

the listener and that the relationship between auditory, visual and audiovisual information is not 

well captured by a linear model (Krauss et al., 1991, Experiment 3). 

 

Rather than adopting a strict multisensory perspective, the present study approaches the 

comprehension of co-speech iconic gestures by means of a disambiguation paradigm, where 

lexically ambiguous sentences (e.g. Sie berührte die Maus, She touched the mouse) are 

accompanied either by disambiguating iconic gestures or meaningless grooming movements. 

Such a disambiguation paradigm has several advantages. First, it has some external validity. 

Holler and Beattie (2003) have shown that speakers spontaneously produce a substantial amount 

of iconic gestures when asked to explain the different word meanings of a homonym. Second, in 

a disambiguation paradigm, the iconic gestures are not removed from their co-speech context, 

which excludes the possibility of a gesture-only condition inducing artefactual processing 

strategies. Third, the influence of the speech channel, which is certainly the channel with the 

highest information content, is perfectly controlled for, because the sentences are physically 

identical in the critical experimental conditions. 

 

Thus, all of the observed differences in a disambiguation paradigm can only be due the 

accompanying hand movement (i.e. the main effect) or the interaction between the hand 

movement and the spoken sentence. The challenge in interpreting the results is to determine 

which one – main effect or interaction – actually caused an observed activation difference. One 

can think of the present study as an exploratory study in the evolving field of co-speech gesture 

comprehension. It identifies regions possibly involved in the interaction between iconic gestures 

and speech in a paradigm with a high external validity. 

 

In the present experiment, only the gestures but not the meaningless grooming movements bias 

the interpretation of the sentence, resulting in a disambiguation of the homonym. That is, only in 

the case of gesture there is an interaction between the visually and the auditorily conveyed 

information. On the basis of the literature, we hypothesized that the processing of co-speech 

gestures would elicit greater levels of activation in the STS than the processing of the 

meaningless co-speech grooming movements. 
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To elucidate the role of the left IFG (i.e. BA 44, 45 & 47) in local gesture-speech interactions, we 

additionally included a manipulation of word meaning frequency in the present study. All 

sentences could either be interpreted in terms of a more frequent dominant meaning (e.g. the 

animal meaning of mouse) or the less frequent subordinate meaning (e.g. the computer device 

meaning of mouse). Because previous studies have shown that the processing of lexically low 

frequent words recruits the left IFG to a stronger degree than high frequent words (Fiebach et al., 

2002; Fiez et al., 1999; Joubert et al., 2004), we hypothesized that the processing of subordinate 

gestures would elicit greater levels of activation in the left IFG than dominant gestures. 

Alternatively, if the left IFG (and in particular the anterior inferior portion) is not only the site of 

multimodal gesture-speech interactions at the global level, as suggested by Willems et al. (2006), 

but also at the local level, greater levels of activation for gestures as compared to grooming 

should be observed in this region. 

 

Materials & Methods 

 

Participants 

 

Seventeen native speakers of German (10 females), age 21-30 (mean age 25.7, SD = 2.8) 

participated in this experiment after giving informed written consent following the guidelines of 

the Ethics committee of the University of Leipzig. All participants were right-handed (mean 

laterality coefficient 92.7, SD = 11.3, Oldfield, 1971) and had normal or corrected-to-normal 

vision. None reported any known hearing deficits. 

 

Materials 

 

Homonyms 

The present study is based on a set of unbalanced German homonyms (for a description of how 

the set was obtained, see Gunter et al., 2003). Each of the homonyms had a more frequent 

dominant and a less frequent subordinate meaning, which shared identical phonological and 

orthographical surface features (e.g. ball – dominant meaning: game; subordinate meaning: 
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dance). Target words representing the dominant meaning as well as target words representing the 

subordinate meaning were assigned to each of the homonyms. The relatedness of the target words 

to the homonyms has been tested previously. In that visual priming experiment, participants made 

lexical decisions to targets that were preceded by homonym primes (see also Wagner, 2003). The 

results showed that the lexical decision time for each target word was significantly shorter as 

compared to an unrelated item. 

 

A total of 52 two-sentence utterances were constructed. The utterances consisted of an 

introductory sentence introducing a character followed by a second sentence describing an action 

of that character. The second sentence always contained the homonym. The two-sentences 

utterances were constructed to be globally ambiguous, i.e. a given sentence could be interpreted 

both in terms of the dominant as well as the subordinate meaning (see Table 1. Further stimulus 

examples can be found in the online supplement). 

 

PLEASE INSERT TABLE 1 ABOUT HERE 

 

 

Gesture recording 

A professional actress was videotaped while uttering the sentences. The exact recording scenario 

was as follows. The actress stood in front of a video camera with her hands hanging comfortably 

in a resting position. In a first step, she memorized one two-sentence-utterance until she could 

utter it fluently. Then she was asked to utter the sentence and simultaneously perform a gesture 

that supported one of the two possible meanings of the sentence. The gestures were created by the 

actress and not choreographed in advance by the experimenter. She was instructed to perform the 

gesture to coincide with the second sentence (e.g. Sie berührte die Maus / She touched the mouse) 

and to return her hands to the resting position afterwards. About two thirds of all gestures re-

enacted the actions in the sentence from a first-person perspective (typing on a keyboard, 

swatting a fly, peeling an apple) while the remainder of gestures typically depicted salient 

features of objects (the shape of a skirt, the height of a stack of letters). To exclude the possibility 

that participants might use cues provided by the facial expression for disambiguation, the head of 
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the actress was covered with a nylon stocking. All gestures resembling emblems or gestures 

directly related to the target words were excluded. 

 

Additionally, the actress uttered each sentence set in combination with a simple grooming 

movement. The grooming was targeted at various body positions across the stimulus set (e.g. 

chin, ear, nose, back of head, chest, forearm, upper arm, stomach) and always coincided with the 

second sentence of each two-sentence utterance. 

 

Audio recording 

The speech of the sentences was re-recorded in a separate session to improve the sound quality. 

In order to maintain a comparable audiovisual synchrony between the three experimental 

conditions, the re-recorded audio was synchronized with the video stream according to the 

phonological synchrony rule, which states that “the stroke of the gesture precedes or ends at, but 

does not follow, the phonological peak syllable of speech” (McNeill, 1992, p. 26). The exact 

procedure for combining the re-recorded sentences with the gesture videos was as follows. First, 

the recording of each sentence that seemed most compatible with both word meanings was 

selected. Next, the most strongly stressed syllable in the second sentence was determined. For 

instance, in the stimulus example this was the second syllable of the verb berührte (see Table 1). 

Following this, a video segment was combined with the selected re-recorded sentence so that the 

onset of the stroke of each hand movement (dominant gesture, subordinate gesture, grooming) 

coincided with the peak syllable. In the resulting audiovisual stream, the onset of the sentence 

always marked the onset of the video. Thus, each sentence set was realized by combining one 

audio recording with three different types of hand movements: (1) a gesture supporting the 

dominant meaning, (2) a gesture supporting the subordinate meaning, (3) a grooming movement. 

 

Because the phonological synchrony rule was used, the gesture stroke coincided with different 

sentence positions across the stimulus set. While most stroke onsets coincided with the verb (59.5 

%) or the immediately preceding pronoun subject (32.5 %), only a smaller portion of strokes had 

their onset on or near the homonym (7.9 %). Since the main focus of the present study is on the 

local interaction of gesture and speech, it is important to provide an explanation of how the 

gesture may locally (i.e., at the position of the verb) bias the sentence interpretation, although the 



 13 

to-be disambiguated homonym has not yet been processed. One way of conceptualizing the effect 

that the gestures may have locally on the interpretation of the verbs is in terms of adding 

selectional restrictions (Chomsky, 1965). For instance, in a sentence, a verb like to phone places 

selectional restrictions on the upcoming direct object, because the object must be something 

‘phone-able’: A violation of the selectional restriction such as “He phoned the book” is not 

acceptable, and it has been proposed that during comprehension, listeners make immediate use of 

such selectional information (Tanenhaus and Trueswell, 1995). 

 

Because the sentences of the present stimulus set were constructed to be compatible with both 

word meanings, the verbs themselves placed very little selectional restrictions on the direct 

object. Examples of such low-constraining verbs used in our stimuli are to control, to touch, to 

observe, to adjust and so on. However, in combination with a gesture, the verbs received some 

selectional restrictions. Consider for instance the sentence Sie entfernte die Schale / She removed 

the bowl / peel (see supplementary example items). The dominant gesture depicted carefully 

removing a fairly large bowl, whereas the subordinate gesture reenacted peeling an apple. In both 

cases, the stroke of the gesture coincided with the second syllable of the verb entfernte. 

Perceiving the dominant gesture in combination with the sentence fragment Sie entfernte places 

some selectional restrictions on the upcoming direct object. The listener already knows that an 

entity with a diameter of approx. 30 cm, which requires delicate handling, is being removed. This 

rules out the possibility that an apple’s peel is being removed even before the homonym is 

encountered, and eventually results in a selection of the dominant word meaning of Schale. In 

this way, the gesture locally constrains the interpretation of the verb, which subsequently enables 

a disambiguation of the homonym. 

Pre-test 

The selected video material was edited using commercial editing software (Final Cut Pro 5). A 

pre-test was conducted to assess how effective the gestures were in disambiguating the 

homonyms. In this pre-test, the videos were displayed to thirty German native speakers. At the 

offset of each video, the dominant and the subordinate target word were displayed on the screen. 

The participants had to select the target word that fit best into the previous video context. 

Gestures (and the corresponding homonyms) which did not elicit the selection of the correct 

target word in at least 50% of all subjects were excluded from the experimental set. In this final 
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set of 42 homonyms, dominant gestures elicited a total of 88 % correct responses (SEM 2.23) 

whereas subordinate gestures elicited a total of 85 % correct responses (SEM 2.30). The 

difference was not significant (t(1,82) = 1.1, p > .27). After a grooming video, participants 

selected the dominant meaning in 56% (SEM 4.44) of all cases. The meaning selection after 

grooming was not significantly different from chance level (t(1,41) = 1.3, p > .19). 

 

Gating 

The point in time at which the gesture information reliably contributed to selecting the 

appropriate meaning of the corresponding homonym was determined in a separate experiment 

using a modified gating procedure (Grosjean, 1996)3. In this experiment, forty native speakers of 

German watched the gesture video clips without sound in segments of increasing duration. A trial 

started with the visual presentation of a homonym. Subsequently, a segment of a gesture video 

was displayed. Finally, the two target words of the homonym representing the dominant and the 

subordinate meaning were displayed on the screen. The task of the participants was to determine 

whether the homonym referred to the dominant or the subordinate meaning based on gesture 

information. The gesture segment at which participants chose the correct meaning without any 

changes in response thereafter was determined as the gating point. In this way, we obtained the 

gating points for all gesture clips used in the current experiment. 

 

 

Procedure 

 

The experimental items were randomly divided into three blocks with the constraint that each 

homonym appeared only once within a block. Each block was then pseudo-randomized 

separately with the constraints that (1) no more than two consecutive videos belonged to the same 

condition and (2) the regularity with which one conditions followed another was matched. The 

experimental lists were assembled from all three blocks. All possible block orders were realized 

yielding a total of six experimental lists. These were distributed randomly across participants. 
                                                 
3  Please note that the gating experiment will be part of a separate publication (Holle, Gunter & Obermeier, in 

preparation). Here we use the information obtained from gating to enable a more precise statistical modeling of the 

experimental video clips. 
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An experimental session consisted of three 10-minute blocks. Blocks consisted of an equal 

number of trials and a matched number of items from each condition. Each session contained 168 

trials, consisting of 126 critical trials (42 x each critical condition) plus 42 null events, in which 

no stimulus was presented and the BOLD response was allowed to return to a baseline state. 

 

The length of the trials in the critical conditions depended on the length of the video clip and 

ranged from 9.92 sec to 15.08 sec (mean 11.0 sec, SD 0.55 sec). The length of the video clips did 

not differ significantly between the three experimental conditions (F(2,123) < 1). Each trial 

started with the presentation of a video clip. Following this, two target words were presented 

visually for 3000 ms and cued participants to judge which of the two words fit better into the 

context of the previous video clip. Participants held a response box in their right hand and were 

requested to push one of two buttons depending on the relatedness of the target words. The side 

on the screen at which the related target word was presented (left or right) was randomly 

determined for each trial. Hence, participants could not anticipate during the video which button 

they were to press in the upcoming response phase. Participants were allowed 3 seconds to 

respond to the target words. Performance rates and reaction times were recorded. Following the 

presentation of the target words, the trial was ended by the presentation of a fixation cross for 

4000 ms. 

 

Null events consisted of a continuous presentation of a fixation cross for 10500 ms. 

 

 

 

FMRI Data Acquisition 

 

Participants were placed in the scanner in a supine position. Visual stimuli (i.e. the videos and the 

subsequent target words) were presented on a computer screen outside of the scanner, which 

participants could see via mirror-glasses. Simultaneously with the videos, the corresponding 

sentences were presented via a set of specialized headphones (Resonance Technology Inc.) that 

attenuate the scanner noise about 30 dB. Furthermore, each participant wore ear plugs, which act 

as an additional low-pass filter. Before the experiment was conducted, the primary investigator 
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(HH) tested whether the auditory sentences were clearly audible in the noisy scanner 

environment. Additionally, each participant was questioned after the experiment whether all the 

stimuli had been clearly audible and visible. Nobody reported any problems. 

 

Eighteen axial slices (4 mm thickness, 1 mm inter-slice distance, FOV 19.2 cm, data matrix of 64 

x 64 voxels, in-plane resolution of 3 x 3 mm) were acquired every 2 seconds during function 

measurements (BOLD sensitive gradient EPI sequence, TR = 2 seconds, TE = 30 ms, flip angle = 

90, acquisition bandwidth = 100 Hz) with a 3 Tesla Siemens TRIO system. Prior to functional 

imaging T1-weighted MDEFT images (data matrix 256 x 256, TR 1.3s, TE 10 ms) were obtained 

with a non-slice-selective inversion pulse followed by a single excitation of each slice (Norris, 

2000)4. These images were used to co-register functional scans with previously obtained high-

resolution whole head 3D brain scans—128 sagittal slices, 1.5 mm thickness, FOV 25.0 x 25.0 x 

19.2 cm, data matrix of 256 x 156 voxels (Lee et al., 1995). 

 

FMRI Data Analysis 

 

The accuracy data was analyzed by means of a repeated-measure ANOVA with the factor 

GESTURE_TYPE (dominant, subordinate) and BLOCK (1, 2, 3). The reaction time data was 

analyzed using a repeated-measure ANOVA with the factors MOVEMENT_TYPE (dominant 

gesture, subordinate gesture, grooming) and BLOCK (1, 2, 3). Greenhouse-Geisser correction 

was applied where appropriate. In these instances, we report the uncorrected degrees of freedom, 

the correction factor ε and the corrected p value. 

 

The functional imaging data was processed using the software package LIPSIA (Lohmann et al., 

2001). Functional data were motion-corrected offline with the Siemens motion correction 

                                                 
4 MDEFT (modified driven equilibrium fourier transform) refers to the pulse sequence used to obtain the T1-

weighted images prior to functional scans and was originally developed by Ugurbil et al. (1993). In comparison with 

the manufacturers pulse sequence for T1-weighted images (MP-RAGE), MDEFT as it is implemented in our institute 

has the advantage that the contrast is less dependent on the rf field. In MDEFT, each image has identical contrast and 

point spread function (Norris, 2000). The reduced power multislice MDEFT imaging sequence by Norris (2000) can 

be used at MRI scanners of several vendors (Siemens and Bruker) and it is therefore part of the standard protocol in 

our institute. 
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protocol (Siemens, Erlangen, Germany). Data were subsequently corrected for the temporal 

offset between slices acquired in one scan using a cubic-spline interpolation based on the 

Nyquist-Shannon-Theorem. Low-frequency signal changes and base-line drifts were removed by 

applying a temporal highpass filter to remove frequencies lower than 1/120 Hz. A spatial 

gaussian filter with 8 mm FWHM was applied. 

 

To align the functional dataslices with a 3D stereotactic coordinate reference system, a rigid 

linear registration with six degrees of freedom (3 rotational, 3 translational) was performed. The 

rotational and translational parameters were acquired on the basis of the MDEFT-T1 (Norris, 

2000) and EPI-T1 slices to achieve an optimal match between these slices and the individual 3D 

reference data set, which was acquired during a previous scanning session. The MDEFT-T1 

volume data set with 160 slices and 1 mm slice thickness was standardized to the Talairach 

stereotactic space. The rotational and translational parameters were subsequently transformed by 

linear scaling to a standard size. The resulting parameters were then used to transform the 

functional slices using trilinear interpolation, so that the resulting functional slices were aligned 

with the stereotactic coordinate system. The transformation parameters obtained from the 

normalization procedure were subsequently applied to the functional data. Voxel size was 

interpolated during co-registration from 3 x 3 x 4 mm to 3 x 3 x 3 mm.  

 

Because we were interested in the neural correlates of the interaction between gesture and speech, 

we modeled the gating points of the gestures as determined in the gating experiment as an event. 

In the case of grooming the mean gating point of the dominant and subordinate gesture of a 

sentence-triplet was used as event. Note that the gating point did not differ significantly between 

the three experimental conditions (F(2,123) < 1). The design matrix was generated with a 

synthetic hemodynamic response function (Friston et al., 1998; Josephs et al., 1997). The 

subsequent statistical analysis was based on a linear model with correlated errors (Worsley et al., 

2002). Trials which were followed by an incorrect response were excluded from the statistical 

analysis. 

 

For each participant three contrast images were generated: (1) Dominant gestures vs. Grooming, 

(2) Subordinate gestures vs. Grooming, (3) Subordinate gestures vs. Dominant gestures. Because 

individual functional datasets had been aligned to the standard stereotactic reference space, a 
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group analysis based on the contrast images could be performed. Single-participant contrast 

images were entered into a second-level random effects analysis for each of the contrasts. The 

group analysis consisted of a one-sample t-test across the contrast images of all subjects that 

indicated whether observed differences between conditions were significantly distinct from zero. 

Subsequently, t-values were transformed into Z-scores. To protect against false positive 

activation a double threshold was applied, by which only regions with a Z-score exceeding 3.09 

(p < 0.001, uncorrected) and a volume exceeding 12 voxels (324 mm3) were considered. This 

non-arbitrary voxel cluster size was determined by using the program AlphaSim (Ward, 2000) 

and is equivalent to a significance level of p < 0.05 (corrected). Larger clusters of activation were 

checked for the existence of local maxima. A voxel was defined to be a local maximum if its z-

value exceeded 3.09, if it was largest within a 12 mm radius and if the local volume of spatially 

contiguous activated voxels exceeded the cluster size threshold of 324 mm3. 

 

The time course of MR signal intensity was extracted for the most significant voxel of each 

cluster for each individual participant. Percent of signal change was calculated by dividing the 

MR signal by the constant of the linear model. Because the BOLD response typically peaks 6 

seconds after stimulus onset, we decided on the basis of the mean percent signal change between 

4 and 8 seconds post stimulus onset whether a given activation difference was due to either a 

positive or a negative BOLD response. 

 

Motion tracking 

 

Because of the possibility that some of the observed activations might be partially driven by 

kinematic differences between conditions, a post-hoc analysis of the amount of hand motion in 

the video clips was conducted in the following way. First, the position of the right hand was 

manually marked in each video frame. More precisely, the pixel coordinate of the junction point 

between index finger and thumb was recorded (or estimated, if occluded from sight). Next, the 

procedure was repeated for the left hand. Subsequently, the euclidian distance between adjacent 

frames was calculated, yielding the mean amount of distance traveled by the hand. For each 

video, the mean across both hands was modeled as an epoch into the design matrix. The 

parametric effect of hand motion vs. the constant of the linear model, as well as the potential 

impact of hand motion on the data are presented at the end of the results section. 
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Results 

 

Behavioral Results 

 

Accuracy of responses and reaction times were recorded during the functional measurement. 

Here, we first report the accuracy data, following by the reaction time data. 

 

In general, participants reliably selected the intended target word after both the dominant as well 

as the subordinate gesture videos (dominant: 91.6 % correct, subordinate: 88.2 % correct, see Fig. 

1). Differences in the performance of participants were analyzed in a repeated-measures ANOVA 

with the dependent variable performance rate and the independent variables GESTURE_TYPE 

(dominant, subordinate) and BLOCK (1, 2, 3). The ANOVA yielded a significant main effect of 

BLOCK (F(2,32) = 5.4; ε = .83; p < .05) indicating that accuracy increased across the 

experimental run. The main effect of GESTURE_TYPE (F(1,16) = 3.0; p = .10) and the 

interaction between GESTURE_TYPE and BLOCK (F(2,32) < 1) were not significant. 

 

Because there was no correct response possible after grooming videos, these data were analyzed 

separately. Overall, participants selected the dominant target word after 54.0 % (SEM 1.87) of all 

grooming videos. The corresponding ANOVA indicated that the selection of dominant target 

word was significantly above chance level (F(1,16) = 4.4; p = .05). No other effects of this 

ANOVA were significant. 

 

The reaction time data (see Fig. 2) was analyzed in a repeated-measures ANOVA with the factors 

MOVEMENT_TYPE (dominant gesture, subordinate gesture, grooming) and BLOCK (1, 2, 3). 

The ANOVA yielded a significant main effect of BLOCK (F(2,32) = 28.00; ε = .77; p < .0001), 

indicating that the reaction time decreased over the experimental run. Additionally, a significant 

main effect of MOVEMENT_TYPE (F(2,32) = 35.24; ε = .79; p < .0001) was observed. The 

interaction between MOVEMENT_TYPE and BLOCK was not significant (F(4,64) < 1). 

Bonferoni-corrected post-hoc tests were performed to further investigate the main effect of 

MOVEMENT_TYPE. These tests indicated that the reaction time was significantly shorter for 

the dominant gestures as compared to grooming (F(1,16) = 37.35; pBon < .0001) and also 
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significantly shorter for the subordinate gestures as compared to grooming (F(1,16) = 44.75; pBon 

< .0001). The difference between dominant and subordinate gestures was not significant (F(1,16) 

= 5.31; pBon = .10). 

 

PLEASE INSERT FIGURES 1 & 2 about here 

 

Imaging Results 

 

Dominant gestures vs. grooming 

 

The processing of dominant gestures vs. grooming elicited greater levels of activation in the left 

temporo-occipital cortex. The two local maxima of this activation were found in the posterior 

STS (see Table 2, Fig. 3) and the lateral part of the middle occipital gyrus. 

 

Increased levels of activation for dominant gestures as compared to grooming were also found in 

the inferior parietal lobule (BA 40) bilaterally and in the precentral sulcus bilaterally. 

Additionally, activations in the medial part of the left middle occipital cortex, the medial part of 

the left middle frontal gyrus (BA9), the right intraparietal sulcus and in the right fusiform gyrus 

were observed. 

 

In the reverse contrast (grooming > dominant gestures), greater levels of activations were 

observed in the putamen bilaterally. 

 

Please insert Fig. 3 about here 

Subordinate gestures vs. grooming 

 

The processing of subordinate gestures as compared to grooming was associated with increased 

activation in the left temporo-occipital cortex (see Table 2, Fig. 4). The two local maxima of this 

activation were located in the posterior STS and the temporo-occipital junction. Additionally, 

increased activation was observed in the inferior parietal lobule (BA 40) bilaterally and the left 
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fusiform gyrus. Upon reducing the activation threshold minimally (Z > 2.58; p < .005), it 

immediately became apparent that differences in the precentral sulcus bilaterally as well as the 

right fusiform gyrus were present in this contrast as well. 

 

In the reverse contrast (grooming > subordinate gestures), increased levels of activations were 

found in the putamen bilaterally, the right middle frontal gyrus and the left anterior cingulate 

gyrus. 

 

Please insert Fig. 4 about here 

Subordinate gestures vs. Dominant gestures 

 

There was no increased activation for subordinate gestures vs. dominant gestures (Sub > Dom). 

However, in the reverse contrast (Dom > Sub) we observed a significant activation difference in 

the left lateral middle frontal gyrus (BA9). The corresponding time-course analysis revealed that 

this difference was due to a negative BOLD response in the time range from 4 to 8 seconds which 

was stronger in the case of the subordinate gesture (see online supplementary material). 

 

Because the hypothesis for the present study specifically targeted the left IFG and the posterior 

STS, we additionally checked whether there were activation differences at a reduced significance 

threshold present in these brain areas (Z > 2.58, p < .005). No differences were observed when 

directly contrasting the two gesture types (neither for Sub > Dom nor for Dom > Sub).  

 

Additionally, we checked whether the processing of gestures as compared to grooming yielded 

significant activation differences in the left anterior inferior IFG, because this brain area has been 

suggested to support the global integration of gesture and speech (Willems et al., 2006). The time 

course of MR signal intensity was extracted from a spherical ROI of 10 mm diameter around the 

center coordinate of the IFG activations reported in the Willems study (Talairach coordinates: -

43, 11, 26 Willems et al., 2006, their Fig. 3b). The mean percent signal change between 4 and 8 

seconds was analyzed as dependent variable in a repeated-measures ANOVA with the factor 

MOVEMENT_TYPE (dominant, subordinate, grooming). The main effect of 

MOVEMENT_TYPE was not significant (F(2,32) < 1). 
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Please insert Table 2 about here 

 

Effect of Hand Motion 

 

Because some of the reported activations fall within areas that are associated with motion 

processing (Culham et al., 2001), we performed a post-hoc analysis of the amount of hand motion 

in the video clips. In a first step, we wanted to know whether the measure based on the pixel 

coordinates (see Methods) is a valid indicator of brain activity related to hand motion in the video 

sequences. To this end, the mean amount of hand motion for each video was modeled as an epoch 

in the design matrix. As can be seen from the results (see Table 2, Figure 5), this contrast yielded 

reliable activations in areas tightly associated with motion processing, including the lingual 

gyrus, cuneus and precuneus as well the right temporo-occipital junction, probably corresponding 

to the human homologue of the monkey MT complex (hMT+, see Culham et al., 2001). Thus, the 

variable seems to be a valid indicator for brain activity related to motion in video sequences 

(Dupont et al., 1997; Grill-Spector and Malach, 2004). 

 

Please insert Figure 5 about here 

 

In a next step, we tested for differences between conditions by subjecting the mean amount of 

hand motion across both hands for each video to a repeated measures one-way ANOVA with the 

factor MOVEMENT_TYPE (dominant gesture, subordinate gesture, grooming). A significant 

main effect of MOVEMENT_TYPE was found (F(2,82) = 1.12; p < .0001; � = .95). Bonferoni-

corrected post-hoc tests indicated that the dominant gesture videos contained more hand motion 

than the grooming videos (F(9,41) = 9.04, pBon < .05). Similarly, the subordinate gestures 

contained more hand motion than grooming (F(1,41) = 21.92, pBon < .0003. The difference 

between dominant and subordinate gestures was not significant (F(1,41) = 2.25, pBon > .42).  

 

Upon this discovery, the fMRI data was analyzed again, using only a subset of 99 videos (33 per 

condition), that on average did not differ significantly between conditions in the amount of hand 

motion, the video length and the position of the gating point (all F(2,96) < 1.89, all p > .16). All 
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of the activations discussed below were replicated in this matched subset of items (For a table 

comparing the fMRI results for both the complete as well as the matched subset, please see the 

online supplementary material). 

 

Discussion 

 

The present study investigated the neural correlates of the processing of co-speech gestures. 

Sentences containing an unbalanced ambiguous word were accompanied by either a meaningless 

grooming movement, a gesture supporting the more frequent dominant meaning or a gesture 

supporting the less frequent subordinate meaning. We had two specific hypotheses in mind when 

designing this experiment. First, we expected that the STS would be more involved in the 

processing of co-speech gestures than in the processing of co-speech grooming movements, 

because only in the case of gesture-supported sentences, there was a local interaction between 

auditory and visual information. Second, it was hypothesized that the processing of subordinate 

gestures would recruit the left IFG to a stronger degree than dominant gestures. We found 

support for the first hypothesis, but the second hypothesis was not supported by our data. The 

main results are that when contrasted with grooming, both types of gestures (dominant and 

subordinate) activated an array of brain regions consisting of the left posterior STS, the inferior 

parietal lobule bilaterally and the ventral precentral sulcus bilaterally. 

 

 

BEHAVIORAL DATA 

 

Before discussing the fMRI results, the behavioral data merit attention. Participants reliably 

selected the intended target word after the gesture trials, suggesting that gesture was able to bias 

the interpretation of the sentences. When the hand movements offered no helpful cue for the 

interpretation of the sentence (i.e., in the grooming condition), word meaning frequency had a 

significant (albeit small) influence on target word selection. These results are in line with our 

previous findings in showing that listeners use the information provided by iconic gestures to 

disambiguate speech (Holle and Gunter, 2007). In the absence of a cue for meaning selection, 
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word meaning frequency influences which meaning of the ambiguous sentence is selected (Holle 

and Gunter, 2007, Exp. 3). 

 

 

IMAGING DATA 

 

Gesture vs. Grooming 

STS 

 

When contrasted with grooming, the processing of both gesture types (dominant and subordinate) 

elicited greater levels of activation in the left posterior STS (see Table 2, Fig. 3 & 4). 

 

The human STS is known to be an important audiovisual integration site (Beauchamp, 2005). For 

example, the McGurk-Effect is associated with increased levels of activation in the left posterior 

STS (Sekiyama et al., 2003). The STS was also found to be crucial for the integration of letters 

and speech sounds (van Atteveldt et al., 2004), pictures and sounds (Beauchamp et al., 2004b) as 

well as videos of tool actions and their corresponding sounds (Beauchamp et al., 2004a). This 

suggests a rather broad spectrum of audiovisual integration processes that recruit this brain area. 

In the present study, the local maxima in the posterior STS for dominant and subordinate gestures 

are in close proximity to those coordinates reported for the integration of lip movements and 

speech (Calvert et al., 2000; Sekiyama et al., 2003). Given the interactive nature of iconic 

gestures (i.e. their dependency on a co-speech context in order to become distinctly meaningful), 

the increased activation for gestures vs. grooming observed in the left posterior STS is suggested 

to reflect the interaction of gesture and speech in comprehension. Because a gesture has to be 

interpreted to some extent before it can be associated with its co-speech unit, the interaction has 

to occur on a semantic level. In the present stimulus set, most local gesture-speech interactions 

occurred between the gesture and the verb of the ambiguous sentence. As has been argued 

previously, a likely way in which the gestures biased the interpretation of the sentence locally is 

by imposing selectional restrictions on the co-expressive verb. The combined information of verb 

and gesture enabled later on the disambiguation of the homonym. The multimodal matching of 

co-expressive gesture and speech is suggested to yield increased activation in the posterior STS. 
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In contrast, grooming did not interact in a meaningful way with the ambiguous sentence, hence 

the signal increase in the posterior STS is less pronounced. 

 

Because the contrast is based on the comparison of different stimuli (gesture vs. grooming), it is 

in principle possible that the posterior STS activation primarily reflects differences in the stimuli 

kinematics (e.g. amount of motion). We have some reasons to believe that this is not the case. 

First, the average length of the videos did not differ between the three experimental conditions. 

Second, although the posterior STS has been found to be involved in the processing of biological 

motion, these activations have been characterized as being markedly right-lateralized (Pelphrey et 

al., 2003). In contrast, in the present study, we found greater levels of activation in the left 

posterior STS for gesture as compared to grooming, suggesting that the activation was not 

primarily driven by biological motion. Third, activation in the left posterior STS is not modified 

when analyzing a subset of items matched for the amount of hand motion (see Results). All in all, 

it seems therefore rather unlikely that this activation is driven by kinematic differences between 

gesture and grooming. 

 

Another possible explanation of the posterior STS activation is that it reflects the difference of 

meaningful vs. meaningless hand movements (cf. Allison et al., 2000). However, as has been 

repeatedly stated in the literature, iconic gestures only become distinctly meaningful when 

accompanied by their co-speech context. There is a large variability in the meaning listeners 

attribute to decontextualized iconic gestures (Feyereisen et al., 1988; Hadar and Pinchas-Zamir, 

2004; Krauss et al., 1991), therefore it is rather unlikely that the STS activation reflects the 

processing of gesture meaning per se. 

 

Finally, the greater levels of activation for gesture vs. grooming might partially reflect a less 

attentive processing of the grooming videos. Participants may have, as soon as they realized that 

the sentence was accompanied by a grooming movement, put less effort on processing the 

stimulus and prepared themselves to respond at random. Such a strategy would result in shorter 

reaction times for grooming as compared to gesture. However, the reaction time after grooming 

was actually longer than after the gesture videos (see Results) suggesting that grooming videos 

were also processed attentively. 
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The processing of iconic gestures as compared to grooming did not elicit activation in the left 

anterior inferior IFG. Willems et al. (2006) have suggested that this brain area is involved in 

global integration processes at the sentence level. Although negative findings can occur for a 

variety of reasons, one possible explanation for the lack of activation in anterior inferior IFG in 

the present study is that the local integration of gesture and speech is anatomically distinct from 

global integration processes. The local integration of gesture and speech, presumably housed in 

the posterior STS, may be followed by an integration at the global level in the left IFG, where a 

supramodal representation of the sentence meaning is assembled from the individual meaningful 

parts of the sentence. Of course, other factors like the employed design (mismatch vs. 

disambiguation) or the type of analysis (epoch-related vs. event-related) might also be a reason 

for the divergent findings between the present study and the study by Willems and co-workers. 

Clearly, further research is needed to determine the interplay of these two brain regions in the 

processing of co-speech gestures. 

 

Frontal and parietal activations 

 

When contrasted with grooming, both types of gestures elicited increased activation in the 

inferior parietal lobule (IPL, BA 40). Only dominant gestures additionally elicited greater levels 

of activation in the precentral sulcus (BA 6), extending anteriorly into BA 44. However upon 

reducing the activation threshold minimally (Z > 2.58; p < .005), it immediately became apparent 

that differences in this area were present for subordinate gestures bilaterally as well (see Table 2). 

Please note also that there were no significant differences in the right fusiform gyrus and the 

precentral sulcus observed when the two types of gesture were directly compared (dominant vs. 

subordinate) suggesting that the pattern of activation in the precentral sulcus and the right 

fusiform gyrus is not qualitatively different between dominant and subordinate gestures. Because 

they fall within the specified area, the activation peaks in the precentral sulcus are henceforth 

referred to as ventral premotor cortex (vPMC)5.  

 

                                                 
5 The anatomical border between ventral and dorsal premotor cortex is still a matter of debate (see, for instance, 

Schubotz, 2004.). Here, we follow the suggestion from Rizzolatti et al. (2002), who locate the border at the upper 

limit of the frontal eye field, corresponding to z = 51 in Talairach space. 
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The frontal and parietal brain regions in which the processing of co-speech gestures elicited 

increased levels of activation have been described in the literature as core components of the 

putative human mirror neuron system (Rizzolatti and Craighero, 2004). It has been demonstrated 

previously that planning as well as execution of transitive gestures (i.e. gestured movements 

involving an object) activates the left premotor cortex and left BA 40 (Fridman et al., 2006). 

Lipreading, another instance where speech-related visual information has to be analyzed, has 

been found to be correlated with increased activation in the left IFG (Paulesu et al., 2003). Given 

that the majority of iconic gestures in the present study re-enacted the actions described in the 

sentence, we interpret this system of fronto-parietal activations as an involvement of the mirror 

neuron system in co-speech gesture comprehension. However, in which way might the mirror 

neuron system support the integration of gesture and speech? One recent theoretical suggestion is 

that the mirror neuron system determines the goal of observed actions through an observation-

execution matching process (Iacoboni, 2005; Iacoboni and Wilson, 2006). Translated to the 

context of the present experiment, determining the goal is equivalent to finding the answer to the 

following question: “Why did the speaker just produce this hand movement?”. In the case of 

grooming, the answer would be “because she wanted to scratch herself”. In the case of gesture 

(e.g. the clicking mouse gesture), the answer would be “because she wanted to show how the 

touching was done”. In both cases, there is a goal that can be attributed to the observed hand 

movement. However, the process leading to goal attribution might be more costly in the case of 

gesture. According the action-observation matching model (Iacoboni, 2005), the goal of an 

observed action has been determined when the predicted sensory consequences of the internal 

motor simulation matches the observed visual input. When there is no match, because the initial 

goal hypothesis was incorrect, a new goal has to be generated which entails a new simulation 

cycle. Iconic gestures are undeniably more complex hand movements than grooming and the 

meaning of these gestures is inherently vague. Because of this, the goal initially attributed to a 

gesture probably not always turns out to be the correct one, therefore the total number of 

simulation cycles needed for gesture is presumably larger than for grooming. Thus, the greater 

levels of activation in vPMC and IPL for gesture vs. grooming might reflect greater “simulation 

costs” for the processing of gestures. 

 

An alternative explanation for the activation in the precentral sulcus might be that participants 

used a verbalization strategy for the gestures but not for grooming. The observed activation 
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extended anteriorly into BA 44, an area known to be involved in verbalization processes (e.g. 

Nixon et al., 2004). However, we think this explanation is rather unlikely for two reasons: First, it 

is probably difficult to employ a verbalization strategy when the gesture is embedded in a co-

speech context, because the phonological loop is already busy with the processing of the sentence 

(Baddeley, 2002). Second, a verbalization account would actually predict increased left IFG 

activation for grooming, because the meaning of an iconic gesture is often difficult to name 

(Feyereisen et al., 1988) and it is probably easier to use a verbalizing strategy for the grooming 

movements (e.g. “scratch”). 

 

Fusiform gyrus 

 

We found increased levels of activation in the right fusiform gyrus for dominant gestures vs. 

grooming. For subordinate gestures vs. grooming, significant activation in the fusiform gyrus was 

restricted to the left fusiform gyrus, however, at a lower significance threshold (Z > 2.58, p < 

.005), differences in the right fusiform gyrus were present for the subordinate gestures as well. It 

has been suggested that the fusiform gyrus supports the processing of complex visual stimuli for 

which visual expertise has been developed (Gauthier and Bukach, 2007; Tarr and Gauthier, 

2000). In this view, the activation of the fusiform gyrus during face observation (Kanwisher et 

al., 1997) indicates that we are all experts in face processing. Participants who are experts in 

other domains, such as recognition of types of birds or cars, exhibited increased levels of 

activation in the fusiform region for those stimuli (Gauthier et al., 2000). Grooming movements 

tend to be very repetitive and most of them go unnoticed (Goldin-Meadow, 2003). The higher 

levels of activation for gestures vs. grooming in the right fusiform gyrus may therefore be due to 

the fact that participants have more expertise in the processing of gestures than in the processing 

of grooming movements. 

 

Subordinate > Dominant 

 

We hypothesized that the processing of subordinate gestures would elicit increased levels of 

activation in the left IFG than dominant gestures, because this brain area is known to be sensitive 
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to semantic processing difficulties like word frequency (Fiebach et al., 2002; Fiez et al., 1999; 

Joubert et al., 2004). However, no significant differences in this brain area were observed. In 

light of the rather low amount of dominant target word selections after grooming videos (just 

above chance level), it is a possibility that word meaning frequency was not effectively varied in 

this study. Note, however, that in a number of previous experiments, the same set of homonyms 

elicited strong effects of word meaning frequency (Gunter et al., 2003; Holle and Gunter, 2007). 

For example, Holle & Gunter (2007) used sentences containing a homonym that were 

disambiguated at a target word later in the sentence (e.g. She touched the mouse, which the cat / 

computer ...). Coincident with the initial part of the sentence, the speaker produced either a 

disambiguating gesture or a grooming movement. Following a grooming movement, the N400 

time-locked to the target words was significantly larger at subordinate target words as compared 

to the dominant targets. This suggests that at the position of the target word, the subordinate word 

meaning was less active in working memory than the dominant meaning. Thus, in the absence of 

a gestural cue for meaning selection, word meaning frequency governed the selection process. 

Why did we not observe a similar effect of word meaning frequency in the present experiment, 

although the gestures and the homonyms were identical and the sentence structure was highly 

similar? One explanation might be the nature of the task in the present experiment (two-

alternative forced-choice) which contrasts with the much more subtle measure of N400 amplitude 

in the experiment of Holle & Gunter (2007). Frequency effects are generally considered to 

influence the lexical access of a word. However, in the case of the present study, both word 

meanings of the homonym are explicitly presented to the participants (via the display of the two 

related target words during the response phase). Thus, there was no need for the participants to 

search their mental lexicon for the possible word meanings of the homonym and therefore little 

range for an effect of word meaning frequency to occur. Thus, we have some confidence in 

assuming that word meaning frequency was effectively manipulated in the present study, 

although the behavioral data suggest the opposite. Please note also that the statistical modeling of 

the fMRI data was performed at the gating point during the gesture video (see Methods) and not 

during the delayed response.6 

                                                 
6 Another potential explanation for the lack of a frequency effect in inferior frontal areas might be that the fMRI data 

was modeled to the gating point, but the frequency of word frequency could only occur later on at the homonym. 

Note, however, that there was also no evidence for a frequency effect when modeling the data to the onset of the 

homonym. 
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Conclusion 

 

The present study investigated the neural correlates of co-speech gesture processing. The 

processing of speech accompanied by meaningful hand movements reliably activated the left 

posterior STS, possibly reflecting the multimodal semantic interaction between a gesture and its 

co-expressive speech unit. The processing of co-speech gestures additionally elicited a fronto-

parietal system of activations in classical human mirror neuron system brain areas. The mirror 

neuron system is suggested to be involved in the decoding of the goal of observed hand 

movements through an observation-execution matching process. 
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Figure captions 

 

Fig. 1:  

Percentage of correctly selected target words for dominant and subordinate gestures. The blue 

line represents responses following dominant gestures, the red line responses following 

subordinate gestures. The error bars indicate the standard error of the mean. 

 

Fig. 2: 

Mean reaction time in ms for dominant gestures, subordinate gestures and grooming. 

 

Fig. 3: 

Illustration of brain regions showing an increased BOLD response to dominant gestures as 

compared to grooming. Time-courses are given for the most significant voxel of each cluster (for 

the Talairach coordinates of the voxels, see Table 2). 

 

Fig. 4: 

Illustration of brain regions showing an increased BOLD response to subordinate gestures as 

compared to grooming. 

 

 

Fig. 5: 

Illustration of brain regions showing a BOLD response that parametrically varied as a function of 

the amount of hand motion in the videos. (A): left infererior temporal sulcus (B) cuneus / 

precuneus bilaterally (C) right temporo-occipital junction (hMT+) 

 

 
 
 



 36 

Table 1: Stimulus examples 

Introduction:  Korinna streckte die Hand aus. 
  Korinna reached her hand out. 

Type of 

hand 

movement 

Ambiguous sentence 

Dominant 
meaning 

Sie berührte die Mausamb 
She touched the mouseamb 

 
Subordinate 

meaning 
Sie berührte die Mausamb 
She touched the mouseamb 
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Grooming Sie berührte die Mausamb 
She touched the mouseamb 

 
Introductory sentence was identical for all three conditions. Literal translation in italics. 
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Table 2: List of significantly activated regions 

 

Contrast Region Zmax Extent 

(mm
3
) 

x y z 

D > G Left medial middle frontal gyrus 3.95 1026 -8 45 36 

 Right precentral sulcus 3.98 1458 49 3 36 

 Left precentral sulcus 3.93 972 -47 3 33 

 Right inferior parietal lobule 4.35 1728 58 -36 30 

 Left inferior parietal lobule 4.16 1215 -59 -36 33 

 Right intraparietal sulcus 4.03 351 34 -39 42 

 Right fusiform gyrus 4.03 864 37 -48 -6 

 Left temporo-occipital cortex  3699    

     Posterior STS 4.08  -50 -54 15 

     Lateral middle occipital gyrus 4.2  -38 -75 24 

 Left medial middle occipital gyrus 3.51 1107 -8 -96 9 

G > D Left putamen -3.93 648 -20 9 3 

 Right putamen -4.25 972 19 9 3 

S > G Left precentral sulcus * 3.17 594 -47 6 27 

 Right precentral sulcus * 3.19 594 43 0 27 

 Right inferior parietal lobule 4.54 594 55 -24 39 

 Left inferior parietal lobule 4.38 837 -56 -36 33 

 Right fusiform gyrus * 3.29 513 40 -48 -9 

 Left fusiform gyrus 3.96 378 -41 -51 -9 

 Left temporo-occipital cortex  3861    

     Posterior STS 4.03  -47 -57 12 

     Occipito-temporal junction 4.66  -53 -72 12 

G > S Right middle/inferior frontal gyrus -3.59 486 46 39 -9 

 Left cingulate gyrus -4.51 783 -11 18 30 

 Left putamen -4.65 3888 -23 6 0 

 Right putamen -4.12 3834 19 3 -3 

S > D No significantly activated regions.      

D > S Left lateral middle frontal gyrus↓ -3.45 378 -35 24 36 

 White matter -5.03 459 -20 42 12 

 White matter -4.28 2268 28 -60 24 

Parametric Effect of 

Hand Motion 

 

Left inferior temporal sulcus 3.96 459 -38 -66 15 

 Right temporo-occipital junction  3.91 1188 37 -69 6 
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 Left lingual gyrus 4.28 1539 16 -75 0 

 Right cuneus / precuneus 4.67 4536 10 -84 45 

 Left cuneus 4.24 3159 -11 -99 15 

Results of fMRI experiment. Abbreviations: D = Dominant gesture; S = Subordinate gesture; G = Grooming; 

STS = Superior temporal sulcus. Significance threshold p < 0.001 (uncorrected); cluster size threshold 324 

mm
3
. Activations marked by * are significant at a p < 0.005 (uncorrected). The activation marked by ↓↓↓↓ was 

due to a negative BOLD response (see also online supplementary Figures), all other activations were found to 

be due to positive BOLD responses (see also Fig. 3 & 4). 
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Fig. 1 

Accuracy data
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Fig. 2 

Reaction time data
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Fig. 3 
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Fig. 4 
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Fig. 5 
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Supplementary Online Materials 

 

Supplementary Table showing fMRI results for all items as well as for a subset of items matched for hand 

motion 

 

  All Items Matched Subset 

Contrast Region Zmax Extent 

(mm
3
) 

x y z Zmax Extent 

(mm
3
) 

x y z 

D > G Left medial middle 

frontal gyrus 

3.95 1026 -8 45 36 4.28 1080 -5 51 30 

 Right precentral sulcus 3.98 1458 49 3 36 4.47 1539 49 3 33 

 Left precentral sulcus 3.93 972 -47 3 33 4.38 1485 -
44 

3 33 

 Right inferior parietal 

lobule 

4.35 1728 58 -36 30 4.31 1944 55 -
30 

33 

 Left inferior parietal 

lobule 

4.16 1215 -59 -36 33 3.88 1377 -
59 

-
39 

36 

 Right intraparietal sulcus 4.03 351 34 -39 42 3.91 405 34 -
39 

42 

 Right fusiform gyrus 4.03 864 37 -48 -6 3.83 1053 37 -
48 

-6 

 Left temporo-occipital 

cortex 

 3699     3672    

     Posterior STS 4.08  -50 -54 15 4.10  -

50 

-

54 

15 

     Lateral middle 

occipital gyrus 

4.2  -38 -75 24 4.49  -
38 

-
63 

21 

 Left medial middle 

occipital gyrus 

3.51 1107 -8 -96 9 3.77 999 1 -
87 

0 

G > D Left putamen -

3.93 648 -20 9 3 

-
3.83 

756 -
14 

9 6 

 Right putamen -

4.25 972 19 9 3 

-
4.13 

1026 19 12 6 

S > G Left precentral sulcus * 3.17 594 -47 6 27 2.76 162 -
44 

6 30 

 Right precentral sulcus * 3.19 594 43 0 27 3.21 216 52 3 33 

 Right inferior parietal 

lobule 

4.54 594 55 -24 39 4.49 405 55 -
27 

39 

 Left inferior parietal 4.38 837 -56 -36 33 4.74 999 - - 33 
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lobule 59 39 

 Right fusiform gyrus * 3.29 513 40 -48 -9 3.18 162 40 -

48 

-9 

 Left fusiform gyrus 3.96 378 -41 -51 -9 3.83 432 -
38 

-
51 

-9 

 Left temporo-occipital 

cortex 

 3861     2592    

     Posterior STS 4.03  -47 -57 12 4.12  -
44 

-
57 

15 

     Occipito-temporal 

junction 

4.66  -53 -72 12 3.98  -

53 

-

72 

12 

G > S Left cingulate gyrus -

4.51 783 -11 18 30 

-

3.89 243 

-

11 24 33 

 Left putamen -

4.65 3888 -23 6 0 

-
4.00 

2619 -
23 

9 9 

 Right putamen -

4.12 3834 19 3 -3 

-
5.39 

4185 16 12 6 

 Right middle/inferior 

frontal gyrus 

-

3.59 486 46 39 -9 

-

3.66 

216 40 33 -9 

S > D No significantly activated 

regions. 

          

D > S Left lateral middle frontal 

gyrus↓ 

-

3.45 

378 -35 24 36 -

4.04 648 

-

35 24 36 

 White matter -

5.03 

459 -20 42 12 -

3.85 

270 -

20 

42 12 

 White matter -

4.28 

2268 28 -60 24 -

5.27 2970 28 

-

60 24 

Columns 3 – 7 show results for the complete set of items, columns 8 – 12 show the Zmax, extent and location of 

the same clusters for a subset of items matched for the amount of hand motion (for more details, see text). 
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Supplementary Figure 

 



 48 

Supplementary Example Items 

 

Homonym Introductory sentence 

Ambiguous sentence / Hand 

Movement (Dominant, 

Subordinate, Grooming) 

Target 

words 

(Dom, 

Sub) 

Aufsatz 

Veronika sorgte für die nötigen 

Änderungen. Sie passte den Aufsatz an. 

Heft / 

Schrank 

   

 

   

 

   

 

Essay / Top piece 

Veronika took care of the necessary 

changes. She adjusted the essay / top piece. 

Booklet / 

Cupboard 
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Bremse Petra reagierte schnell. Sie entdeckte die Bremse. 

Fahrrad / 

Insekt 

   

 

   

 

   

 

Brake / horse fly Petra reacted quickly. She discovered the brake / horse fly. 

Bicycle / 

Insect 
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Fassung 

Thomas musste den Job zu Ende 

bringen. Er arbeitete an der Fassung. 

Artikel / 

Lampe 

   

 

   

 

   

 

Version / Socket Thomas had to bring the job to an end. He worked on the version / socket. 

Article / 

Lamp 
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Fliege Hubert war total genervt. Er beseitigte die Fliege. 

Mücke / 

Krawatte 

   

 

   

 

   

 

Fly / Bow tie Hubert was totally irritated. He got rid off the fly / bow tie 

Midge / 

Necktie 
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Flügel Sebastian war beeindruckt. Er staunte über den Flügel. 

Klavier / 

Papagei 

   

 

   

 

   

 

Grand piano / 

Wing Sebastian was impressed. He marveled at the grand piano / wing. 

Piano / 

Parrot 
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Futter Andreas machte sich nützlich. Er bereitete das Futter vor. 

Trog / 

Mantel 

   

 

   

 

   

 

Forage / Lining Andreas made himself of use. He prepared the forage / lining. 

Feeder / 

Coat 
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Kamm 

Marcos Entscheidung war 

eindeutig. Er bevorzugte den Kamm. 

Scheitel / 

Berg 

   

 

   

 

   

 

Comb / Ridge Marco’s decision was clear. He preferred the comb / ridge. 

Parting / 

Mountain 
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Linse Ina ging auf Nummer sicher. Sie probierte die Linse. 

Suppe / 

Brille 

   

 

   

 

   

 

Lentils / Lens Ina played it safe. She tried the lentils / lens. 

Soup / 

Eyeglasses 
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Pass 

Björn hatte so etwas noch nie 

gesehen. Er betrachtete den Pass. 

Grenze / 

Alpen 

   

 

   

 

   

 

Pass 

Björn had never seen such a thing 

before. He looked at the pass. 

Border / 

Alps 
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Pflaster Oliver wollte behilflich sein. Er half bei dem Pflaster. 

Arzt / 

Asphalt 

   

 

   

 

   

 

Paving / Plaster Oliver wanted to help out. He helped with the paving / plaster. 

Doctor / 

Asphalt 



 58 

 

Schale Meike war sehr vorsichtig. Sie entfernte die Schale. 

Kristall / 

Apfel 

   

 

   

 

   

 

Bowl / Peel Meike was very careful. She removed the bowl / peel. 

Crystall / 

Apple 

Table 1: Table listing the homonyms, the introductory sentence, the critical sentence containing the homonym, 

and the related target words. Whenever two words are separated by a “/”, the first word represents the 

dominant meaning, the second one the subordinate meaning. Literal English translations in italics. 

Translations were conducted using an online German-English dictionary (dict.leo.org). For each of the three 

experimental conditions, still frames are extracted from the stroke phase of the movement. The white arrows 

indicate the main trajectory of the movement, where applicable. 
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