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Modelling Active Bio-Inspired Object

Recognition in Autonomous Mobile Agents

Edgar Bermudez Contreras

Summary

Object recognition is arguably one of the main tasks carried out by the visual cortex.
This task has been studied for decades and is one of the main topics being investigated in
the computer vision field. While vertebrates perform this task with exceptional reliability
and in very short amounts of time, the visual processes involved are still not completely
understood. Considering the desirable properties of the visual systems in nature, many
models have been proposed to not only match their performance in object recognition
tasks, but also to study and understand the object recognition processes in the brain.
One important point most of the classical models have failed to consider when modelling
object recognition is the fact that all the visual systems in nature are active. Active
object recognition opens different perspectives in contrast with the classical isolated way
of modelling neural processes such as the exploitation of the body to aid the perceptual
processes. Biologically inspired models are a good alternative to study embodied object
recognition since animals are a working example that demonstrates that object recognition
can be performed with great efficiency in an active manner.

In this thesis I study biologically inspired models for object recognition from an active
perspective. I demonstrate that by considering the problem of object recognition from
this perspective, the computational complexity present in some of the classical models of
object recognition can be reduced. In particular, chapter 3 compares a simple V1-like
model (RBF model) with a complex hierarchical model (HMAX model) under certain
conditions which make the RBF model perform as the HMAX model when using a simple
attentional mechanism. Additionally, I compare the RBF and HMAX model with some
other visual systems using well-known object libraries. This comparison demonstrates that
the performance of the implementations of the RBF and HMAX models employed in this
thesis is similar to the performance of other state-of-the-art visual systems. In chapter
4, I study the role of sensors in the neural dynamics of controllers and the behaviour of
simulated agents. I also show how to employ an Evolutionary Robotics approach to study
autonomous mobile agents performing visually guided tasks. In addition, in chapter 5 I
investigate whether the variation in the visual information, which is determined by sim-
ple movements of an agent, can impact the performance of the RBF and HMAX models.
In chapter 6 I investigate the impact of several movement strategies in the recognition
performance of the models. In particular I study the impact of the variation in visual
information using different movement strategies to collect training views. In addition, I
show that temporal information can be exploited to improve the object recognition perfor-
mance using movement strategies. In chapter 7 experiments to study the exploitation of
movement and temporal information are carried out in a real world scenario using a robot.
These experiments validate the results obtained in simulations in the previous chapters.
Finally, in chapter 8 I show that by exploiting regularities in the visual input imposed
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by movement in the selection of training views, the complexity of the RBF model can be
reduced in a real robot.

The approach of this work proposes to gradually increase the complexity of the pro-
cesses involved in active object recognition, from studying the role of moving the focus
of attention while comparing object recognition models in static tasks, to analysing the
exploitation of an active approach in the selection of training views for a object recognition
task in a real world robot.
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Chapter 1

Introduction

When we open our eyes and the world is in front of us, many objects, shapes, and colours

appear in this three dimensional environment. This is something that could seem trivial

if we never stopped to carefully consider and analyse all the processes involved in this rich

visual experience. It is when we stop to do so, that we realise the necessary complexity of

the processes involved, and then it seems almost miraculous.

Figure 1.1: Brighton seafront on a Sunday morning.

The scene in figure 1.1 shows an example of how rich this visual experience can be.

There are different people standing, walking and jogging, further back, sail boats, a pebble

beach, and the sea in the background. This could be something that we see everyday and
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simply take for granted. However, the understanding of how we go from photons being

reflected by shapes and regions and forming a two dimensional image on our retina, to

being aware of people, stones, and the sea, seems significantly more complicated.

The processes involved in the description of the scene in the previous image, colour and

shape detection, object recognition, depth information acquisition, etc., together, make

up what is known as visual perception. Palmer (1999) defines visual perception as

“. . . the process of acquiring knowledge about environmental objects and events
by extracting information from the light they emit or reflect.”

In this work I will focus on the object recognition aspect of visual perception, which is

considered to be the ultimate goal of visual systems, due to its usefulness in the achieve-

ment of crucial tasks (Yantis, 2000). For example, object recognition has evolved in

animals to aid their survival by identifying food and avoiding predators, but also to aid

successful reproduction by identifying mates. Although some animals use multiple senses

to perform these tasks, in others, like humans, vision plays a predominant role.

Understanding the processes involved in visual object recognition is a non-trivial task.

Considering that vertebrates perform object recognition with exceptional reliability and

in very short amounts of time, many models have been proposed to not only match their

performance in object recognition tasks, but also to assist in the study and understanding

of the visual processes in the brain. While there have been great advances in the object

recognition models employed to perform different tasks, the visual processes involved in

object recognition are still not completely understood.

In order to study object recognition in the brain, it is necessary to have an understand-

ing of several disciplines such as neurophysiology and neuroanatomy in order to understand

the neural processes at the single neuron level, neuropsychology, to understand what the

different parts of the system do, and computation, in order to understand how all the

processes are carried out. For the purposes of this work I do not present a detailed review

of these disciplines (see (Booth and Rolls, 1998) for a detailed study of object recognition

from these perspectives), although many results and ideas will be explained from different

perspectives using terms and concepts from these fields.

One important point that most of the classical models have failed to consider when

modelling object recognition is the fact that visual systems in nature are embodied and

situated (Pfeifer and Scheier, 1999; Beer, 2003). Embodied and situated object recogni-

tion opens different perspectives in contrast with the classical isolated way of modelling

neural processes, such as the active exploitation of the body to aid the perceptual pro-

cesses, and the autonomous acquisition of the visual information. The fact that the visual

information is actively acquired by the system and not presented to it by the experimenter

has important consequences in the performance of the models (Bermudez-Contreras et al.,

2008; Pinto et al., 2008). An important consequence of having control of the acquisition

of visual information is the consequent selection of the visual information to be processed,

and therefore, the possibility of exploiting regularities in the incoming visual information.

Biologically inspired models are a good choice for the study of active object recognition,
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since animals are a working proof that object recognition can be performed with great

efficiency as an active embodied system.

In this thesis I study biologically inspired models for object recognition from an active

perspective. I demonstrate that by considering the problem of object recognition from this

perspective, the computational complexity of hierarchical models of object recognition can

be reduced. Additionally, I demonstrate that the exploitation of variations in scale and

rotation in the visual information imposed by movement can play an important role in

the performance of models of object recognition studied. Furthermore, I show that tem-

poral information can be exploited to improve object recognition performance in visually

guided tasks using movement strategies. In addition, I validate the results obtained from

simulated experiments in the real world. Finally, I show that the complexity of the RBF

model can be reduced to some degree when the regularities in the visual information are

exploited, via movement, by actively selecting the training views.

The approach presented here proposes to gradually increase the complexity of the

processes involved in active object recognition, from studying the role of moving the focus

of attention while comparing object recognition models in static tasks, to analysing an

active object recognition task in a real world robot.

1.1 Structure overview

Chapter 2 introduces the main concepts, approaches and methodologies used throughout

this dissertation. Chapter 3 presents a deep study of two models of object recognition,

the HMAX and RBF models. The first model is a biologically inspired model resembling

the hierarchical structure of the ventral pathway in the visual cortex. In contrast, the

RBF model is a V1-like model which represents objects using a combination of low-pass

filters with different sizes and orientations. In this chapter the performance of the models

is compared to some state-of-the-art models in a static general purpose object recognition

task using the COIL-100 object library. Additionally, the role of a simple attentional

mechanism is analysed for the RBF and HMAX models in static conditions. In chapter

4, a study of neuro-controllers for the exploitation of movement in simple visually guided

embodied simulated agents is presented. Additionally, a methodology to use evolutionary

techniques when simulating complex visual information is proposed. Chapter 5 and 6

investigate the exploitation of the variation in rotation and scale that simple movement

strategies impose over the visual information in active visual systems that use the RBF

and HMAX models. Chapter 7 validates the results and predictions from the simulation

experiments by analysing the role of movement in the RBF model using a real robot.

Chapter 8 analyses whether a reduced version of the RBF model can regain performance

by exploiting regularities in the incoming visual information in the selection of training

views using a real robot. In chapter 9, the contributions and limitations of this thesis are

summarised. Finally, interesting avenues of research are proposed that would extend this

work in several directions, followed by a general overview of the thesis.



Chapter 2

Active object recognition and autonomous

mobile robots

In this chapter I introduce the main concepts that will be used throughout this thesis.

First I will describe what should be understood as object recognition in this work and the

main theories used to explain it. In the subsequent section, I will review some popular

models for object recognition, both computer vision based models and biologically inspired

models, particularly focussing on the HMAX and RBF models. Next, I will highlight

important concepts to consider when studying visual processes in mobile agents and their

implications for object recognition artificial systems. Finally, I will briefly describe the

methodologies used in this thesis.

2.1 Object recognition

Object recognition is a very complex computational task that has been widely studied.

Whereas visual systems in nature solve this task with exceptional reliability and speed,

the performance of artificial visual systems is still far from their counterparts in nature,

and the visual processes in the brain are far from being completely understood. Therefore,

current research on object recognition serves two purposes. The first purpose is to extend

our understanding of the visual processes in natural systems, which some researchers argue

is a way to understand the brain in general (Ullman, 1996; Edelman, 1997). The second

purpose is to build artificial systems that perform visually guided tasks, for example,

navigation of vehicles on land, air or under the sea, in the supervision or assembly of

manufactured parts in industry or in the analysis of microscopic or x-ray images (Arman

and Aggarwal, 1993).

According to the literature, object recognition is generally understood as two distinc-

tive tasks, identification (or labelling) and categorisation (or classification). Identification

is understood as when, for example, I can identify “my shoe” rather than any shoe. In

contrast, categorisation is understood as when, for example, I can determine if the object

I am looking at is a “dog” rather than a “bird”. Although these tasks were originally

proposed separately, they are recently being considered as two points in a continuum of
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generalization levels (Riesenhuber and Poggio, 2000; Palmeri and Gauthier, 2004). In

this work I take this perspective and distinguish between the two only in the level of

generalisation which the current object recognition problem needs.

Object recognition problems have generally, in the literature, been considered as su-

pervised learning problems (Riesenhuber and Poggio, 2000; Palmer, 1999). A typical

instantiation of this problem is to present an image to the system and its output is the

label for any object in the image. There are two phases, during the first phase (training

phase), the system is “trained” with a set of examples that are accurately labelled. The

second phase (test phase) consists of presenting images to the trained system which labels

objects present in the image.

Various object recognition models have been proposed with the purpose of under-

standing the visual processes in the brain or, in order to design artificial visual systems

to solve different tasks. In this section I describe some of the main approaches to model

object recognition. Both, for the understanding of neural processes or with the purpose

of designing visual systems.

Most of the current object recognition theories assume that there are certain regular-

ities within the object views that can be exploited by the recognition process. Therefore,

most approaches for recognition can be classified based on how they deal with the variabil-

ity across object views. For example, Ullman (1996) divides the approaches into invariant

properties methods, parts decomposition methods and alignment methods. The first cate-

gory assumes that certain simple properties remain invariant under object transformations

(invariances, feature spaces, clustering, etc). The second category relies on the decompo-

sition of objects into parts (structural decomposition, feature hierarchies, etc). The third

class relies on the compensation between the viewed-object transformations and a stored

template.

Booth and Rolls (1998) consider a more extensive classification of the models, namely,

feature spaces, structural descriptions, template matching, invertible networks and feature

hierarchies based on views. Their classification adds the last two classes to the classification

of Ullman, considering invertible networks that can reconstruct their inputs and compare

them with the presented view, and secondly, another class that includes models that use a

hierarchy that starts with low-level descriptions and builds more complex features based

on what was represented in lower layers (Booth and Rolls, 1998).

Another classification is proposed by Riesenhuber and Poggio (2000), who consider that

object recognition models can be classified as view-based or object-centered categories. In

the first class, objects are represented as a set of view-specific features so that the object

recognition process is based on previously seen object views. In contrast, the models in

the object-centered category “extract” structural features or parts of the object that are

view-invariant in a 3D coordinate system centred on the object. The recognition system

then matches the extracted parts with the stored structural descriptions of the objects

(Marr and Nishihara, 1978; Biederman, 1987). One of the most important recent models

using this approach is the recognition by components (RBC) approach. This approach

uses primitive 3D structures called ‘geons’ to create descriptions of objects that are view-
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independent (Biederman, 1987; Palmeri and Gauthier, 2004; Riesenhuber and Poggio,

2000).

Finally, Wallis and Bulthoff (1999) summarise some of the current and popular recog-

nition theories with four categories which include, extraction of 3D information, projective

invariants, active shape matching and 2D-image-feature based. The first category proposes

the extraction of 3D information from a scene which is then compared to 3D models (ob-

ject based approach). The second category charaterises intrinsic elements of shape that

are unaffected by projections onto surfaces. The third category proposes to match stored

models with the stimulus using 3D or 2D transformations (anchor points). The fourth

category proposes to extract features from multiple views to represent an object (feature-

based multiple views). For a more detailed review of models and theories of perception see

(Palmeri and Gauthier, 2004; Riesenhuber and Poggio, 2000; Peters, 2000; Palmer, 1999;

Booth and Rolls, 1998). In this work I will employ the view-based approach to extract

features to represent objects using multiple views for each object (view-based or feature

multiple views based). In the next section I present a brief overview of some of the popular

models of view-based object recognition employed currently.

2.2 Object recognition models

Most state-of-the-art object recognition models are view-based. There is neurophysiologi-

cal and psychophysical evidence that supports that this type of model as more biologically

plausible than object-based models (Logothetis et al., 1994, 1995; Booth and Rolls, 1998).

Given that part of the motivation of this work is to study biologically inspired models, I

only consider those that are view based. These view-based models are divided based on the

way they extract the view-based features and how they represent objects. Although it is

possible to find models that share features from both fields, computer-vision (machine vi-

sion) based models generally use statistical regularities extracted from the images, mainly

using template or histogram systems (local patches, bag-of-features, nearest-neighbour,

etc.) (Wang et al., 2006; Zhang et al., 2006a; Lazebnik et al., 2006), whereas biologi-

cally inspired models resemble, to some extent, the current understanding of the visual

processes in animals (Riesenhuber and Poggio, 1999b; Poggio and Edelman, 1990; Serre

et al., 2005b; Mutch and Lowe, 2006).

2.2.1 Computer vision approaches

In this section I briefly review some of the popular state-of-the-art computer vision meth-

ods for object recognition. This area is constantly growing, with pragmatic improvements

and extensions of methods, showing excellent results in specialised object recognition re-

lated tasks.

A popular and successful computer vision model is the scale invariant feature trans-

form (SIFT) which was proposed by Lowe (2004). This method transforms image data

into scale-invariant local features points. It uses differences of Gaussians to detect points

of interest across multiple scales of an image. It then selects the most stable points across

locations and scales to different orientations. Using such local feature detectors for object
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recognition has proven to be a successful option in the computer vision community. Since

it has been proposed, this method has been extended and evaluated under different con-

ditions. For example, Mikolajczyk et al. (2005) compare several descriptors and detectors

for categorisation tasks in which extended SIFT descriptors perform best.

Another popular computer vision method, called the local patch based approach (bag-

of-features), has been recently used for class object recognition. This method is based on

the use of extracted information at various regions in the image (local patches) which is

used as building blocks of an image (Wang et al., 2006; Teynor et al., 2006). Lazebnik

et al. (2006) proposed an extension of the bag-of-features method using an histogram based

detection of local features to compute rough geometric correspondence at global scale.

Another method in this class is the nearest-neighbor approach which uses similar-

ity measures to construct prototype category examples(Rosh, 1973). These similarity

measures are based on different image features, for example, colour, shape, texture, etc.

Recently, Zhang et al. (2006b) proposed an extension of the nearest-neighbour approach

using support vector machines (SVM).

Most of the computer vision models use templates or histograms to extract features

from the object views. Template-based models perform very well on object recognition of

a single object category (e.g. faces, cars, etc.). However, these methods show limitations

when the object is subject to appearance modifications, suffering from high specificity and

therefore, lacking invariance to object transformations. Histogram-based models show a

large amount of invariance to transformations but their performance drops for general

object recognition tasks (i.e. with multiple object categories) (Serre et al., 2005b). Given

that the purposes of this work is not only to study models of object recognition from an

embodied and situated perspective, but also possibly gain some understanding of visual

processes in animals, I will not concentrate on computer vision models. Rather, I will

focus on biologically inspired models of object recognition, which are explained in the

next section.

2.2.2 Biologically inspired approaches

Biologically inspired approaches consist of trying to understand or solve a problem by

resembling organisms or their processes in nature. This approach is based on the observa-

tion that in many cases, organisms in nature are living proof of solutions for complicated

problems. Object recognition in real time is one example of this. Following this type of

approach has two beneficial aspects. On the one hand, it can serve the purpose of gaining

better understanding of processes in nature. On the other hand, it can help to provide

design ideas or solutions for complex problems.

Biologically inspired models of object recognition have been gaining interest because

they perform very well for general purpose object recognition tasks (Pinto et al., 2008).

The main purpose of these models is to gain or to extend the current understanding of the

visual processes in animals. Furthermore, some researchers try to understand the brain

by studying these visual processes. Therefore, this type of model is intentionally designed

to resemble, to some extent, the processes in the visual system in animals.
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Figure 2.1: Ventral and dorsal pathways in the visual cortex. The activity of the ventral pathway
is generally associated with the identification of objects while the dorsal pathway is commonly asso-
ciated with the localisation and actions related to objects in space (image adapted from wikipedia).

The visual processes involved in object recognition in animals consist of high level

vision computations which are associated with learning and classification tasks (related

to object encoding schemes), as well as early vision processes where the features used to

represent objects are extracted (Booth and Rolls, 1998; Wallis and Bulthoff, 1999).

In most of the current biologically inspired models for object recognition, objects are

encoded as combinations or ensembles of simultaneously firing cells, in contrast with the

early perspective of the ‘grandmother neuron’ in which every object is encoded as the

response of a single neuron (see (Wallis and Bulthoff, 1999) for a review of object encoding).

This is not meant to contradict the fact that there are cells in the brain with high specificity

which respond to particular stimuli like faces (face-selective cells). Rather, instead of

having only one cell responding to a particular face (grandmother cell), there is a set of

face-selective cells which respond to a face. Furthermore, these cells do not respond to only

one particular face but to a subset of faces (Booth and Rolls, 1998; Wallis and Bulthoff,

1999).

In general, biological inspired models can be divided in two types based on their use

of extracted features. The first type of model matches views against simple templates.

This type of model reflects the computationally economic visual systems of insects that

actively align their body or eyes to match the current view to a template (Land and

Nilsson, 2002; Cartwright and Collett, 1983). In contrast, hierarchical models try to

reflect the current understanding of the visual system in primates. In this approach, a

hierarchy is proposed where the complexity of the features increases through the levels of

the hierarchical structure using combinations of features from the previous layers (Booth

and Rolls, 1998; Riesenhuber and Poggio, 1999b, 2000). In particular, hierarchical models

have been reported to be better than holistic single-template-based systems for static

object recognition tasks (Serre et al., 2005b). Serre et al. (2005b,a) presented a modified

hierarchical model based on (Riesenhuber and Poggio, 1999b) and reported it to be at

least comparable to the best computer-vision based systems.

For the majority of this work, I am going to consider primate inspired and insect in-
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spired models for object recognition. On the one hand, a hierarchical model that resembles

the current knowledge about the ventral pathway in the visual cortex and, on the other

hand, a simpler V1-like model which uses a template match based on simple features.

First, I describe hierarchical models that resemble the ventral pathway in the visual

cortex in primates. Although there are many open questions about the neural processes

underlying object recognition and categorisation in the visual cortex, there are some basic

facts that are commonly accepted. Visual information comes from the retina to the pri-

mary visual cortex. Subsequently the processing of visual information is divided into two

pathways: ventral and dorsal. The ventral pathway is associated with object identification

and the dorsal pathway is associated with object localisation. The ventral pathway goes

from the primary visual cortex V1 through extrastriate visual areas V2 and V4, to infer-

otemporal cortex, IT, and to prefrontal cortex (PFC), which plays an important role in

linking perception to memory (Riesenhuber and Poggio, 2003). This pathway is a hierar-

chical structure with both the size of the receptive fields and the complexity of the detected

features increasing as the information moves along the ventral pathway (Logothetis et al.,

1994; Booth and Rolls, 1998).

There are several models that describe how this hierarchical structure in the ventral

pathway can perform object recognition. These models are important because they have

desirable properties for visual systems like scale and translation invariance. For example,

Booth and Rolls (1998); Stringer and Rolls (2002) proposed a hierarchical model based on

local inhibition and competition to describe feedback connections (and not only feedfor-

ward) to incorporate attentional processes in the model. For the purposes of this work,

only feedforward models have been considered to explain low-level driven recognition.

The HMAX model

An important hierarchical model for object recognition is the HMAX model. It is a

neuroscientifically inspired model, introduced by Riesenhuber and Poggio (1999b), that has

recently gained attention by offering possible explanations for neuroscientific phenomena

in the visual cortex (Deco and Lee, 2004; Riesenhuber and Poggio, 1999a). In its original

version, the HMAX model describes a feed-forward hierarchical structure resembling the

ventral pathway in the visual cortex (Riesenhuber and Poggio, 2000). Some modifications

to this model have even incorporated attentional information by taking into consideration

a winner-takes-all competition in the different levels of the model (Walther et al., 2002).

(Serre et al., 2005a) reported that a version of the HMAX reflects physiological data and

performs at the level of humans for restricted visual tasks not involving attention (Serre

et al., 2005a). It is important to note that in this model the visual processing is driven by

a bottom-up manner, the low-level information from the image drives the visual processes.

This model represents objects as the combined activation of a group of representatives

of object classes. The activation of each of these groups is given by lower level patterns.

Specifically, this model uses low-pass filters with different orientations over the image to

be analysed and performs pooling operations over the output of these filters, having at

the end, groups of representatives of object classes as shown in figure 2.2.

The different layers that describe the hierarchical nature of this model are S1, C1, S2
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HMAX

RBF

Figure 2.2: Hierarchical structure in the HMAX model. (adapted from (Riesenhuber and Poggio,
1999b))

and C2 (the details of the implementation will be described in the next chapter). The S1

(simple) layer applies low pass filters with orientation sensitivities and differing sizes over

the image. Then, the output of the S1 layer is pooled in the C1 (complex) using the MAX

operation over the different sizes and orientations. The MAX operation is defined as a

nonlinear pooling operation over units (cells) in which the strongest afferent determines

the output. After that, in the S2 layer, the output of the C1 layer is combined using

different orientations of the filters in the windows and the Gaussian activation of the

result is applied. Finally, in the C2 layer, the MAX operation is employed again over the

output of the S2 layer. This will be described in detail in section 3.2.1.

In general, the HMAX model has desirable properties observed in visual systems. It

shows a significant degree of translation and scale invariance (Logothetis et al., 1994) and

it has shown a good performance compared with state-of-the-art computer vision systems

(Serre et al., 2005b).

The RBF model

Another biologically inspired model which will be used throughout this thesis is referred

to as the RBF model. This model is a template matching type model (more similar to the

models used to explain snapshot matching in insects (Land and Nilsson, 2002; Cartwright

and Collett, 1983)). The RBF model is a V1-like model in the sense that it consists of

only the first layer of the HMAX model (see figure 2.2). This means that the output of

this model consists of the application of low pass filters with multiple orientations and

sizes to the incoming images. The performance of this type of model has proven to be at

least as good as (if not better than) several state-of-the-art computer vision based models

for particular conditions (Bermudez-Contreras et al., 2008; Pinto et al., 2008). In the rest

of the thesis, this model and the conditions in which it exploits visual information will be

extensively studied.
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2.3 Active perception, embodiment, and situatedness

Having contextualised the models that will be studied throughout this thesis, it is im-

portant to discuss some of the conditions considered when studying biologically inspired

models. Given that one of the main purposes of these models is to understand processes in

animals, it seems natural to take into account the role of embodiment and situatedness as

well as active perception. As brains are always embodied and situated, they autonomously

interact with their environment using their bodies actively. Active perceptual processes

are everywhere in animals, not only in visual perception, but in multiple sensory modal-

ities which consists of movement of the sensory system or the body itself. For example,

active echolocation in dolphins and bats, active touch during whisking in mice, active

depth estimation in honey bees and praying mantis. In mammals, directable gaze is an

important part of visual information acquisition (Land and Nilsson, 2002).

Even though taking into consideration the interaction between environment and body

while modelling biological processes, such as object recognition, could seem obvious, histor-

ically, this has not been the case. Many models and theories of perception have considered

visual processes as an analysis of 2D images where the visual information acquisition is

static, influenced by the perspective of David Marr where he states that “vision is the

process of discovering from images what is present in the world and where it is” (Marr

and Nishihara, 1978). However, perception has also been considered as an active process

(eg J.J. Gibson) where the active control of the sensory system determines the information

to be processed (Bajcsy, 1988; Aloimonos, 1993; Ballard, 1991). Furthermore, it has been

proven that the study of many neural models (including object recognition) have benefited

by the consideration of these concepts (Pfeifer and Scheier, 1999; Aloimonos, 1993; Webb,

1996; Ballard, 1991). Below I describe these concepts and explain how they are employed

through out this thesis.

2.3.1 Active vision and object recognition

In active vision, the control of acquisition of visual information is part of the system. It is

well known that the restrictions imposed by the interaction between body and environment

can facilitate visual processing. For example, problems that are ill-posed and nonlinear for

static vision perspective, can become well-posed and linear from an active vision perspec-

tive (Aloimonos, 1993). There are several studies which use active visual processes. In

artificial systems, for example, active vision has been mainly used for navigation, obstacle

avoidance and perceptual discrimination. Nolfi and Marocco (2000) used evolutionary

techniques to control robots that exploit proximity sensors actively to perform perceptual

discrimination. Similarly, Harvey et al. (1994) evolved sensory and neural systems to dis-

criminate triangles and squares in a gantry robot by actively sensing the arena. Suzuki

(2007) used evolutionary techniques to find controllers that exploit body movements to

study the development of receptive fields. In these experiments it was demonstrated that

it was possible to exploit the interaction between body, brain and environment using an

autonomously active approach. However, in all these experiments only very simple visual

sensors were used. The visual systems employed were not complex enough to perform
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complex object recognition.

Several studies have examined active perception in more complex visual systems from

an active perspective. For example, Gvozdjak and Li (1998), highlighted the importance

of active vision in an agent for recognition tasks using a pyramidal template-based model.

This work uses an object-based structural description of the objects. Andreasson and

Duckett (2003) presented an exploratory study of object recognition using a mobile robot

with an omni-directional camera. The robot tracks extracted low-level-feature points that

are used to build histogram-based high level features for object identification. However,

this work presents constraints on possible movements, orientation-dependent objects and

hand pre-segmented images. Moreover, these methods which show promising results ex-

ploiting active vision in object recognition, do not consider biologically inspired models of

object recognition.

Attention and recognition

An implication of taking into account the active control of the sensory system, is the active

selection of the incoming visual information. This selection process is referred to as visual

attention. In this work I consider that active vision includes both covert and overt forms

of attention. The first one refers to, for example, moving our eyes towards a person in the

room. The second one occurs when, for example, in a single retinal image we select a part

of it without moving our eyes. See (Booth and Rolls, 1998; Palmer, 1999) to review this

concept.

In this work, I explore attention as a mechanism to reduce the amount of visual in-

formation being processed by selecting parts of the visual field, rather than modelling

mechanisms of attention per se. Additionally, attention can be regarded as a mechanism

to provide translational invariance in the object recognition processes, as a consequence

of an active vision approach. The need for such mechanisms for translational invariance

is suggested by evidence from neurophysiology that raises doubts about our ability to

perform position-independent object recognition (Kravitz et al., 2008). In particular it

was shown that object recognition is significantly impaired in the parafovea and periph-

ery (from as close as 2◦ from the original object). Therefore, this suggests that in order

for an object to be encoded, the gaze has to be directed to within 2◦ from the object in

a scene (Findlay and Gilchrist, 2003). In this work I employ an on-line blob detection

mechanism (BDM) as a proxy for attention when studying object recognition processes

(this mechanism is explained in detail in section 3.2.3).

2.3.2 Embodied and Situated visual systems

An important consideration when studying neural processes is the fact that they exist

within a body which in turn is used by an agent to interact with its environment. Embod-

iment is a concept that stresses this fact. By considering the body as the medium through

which an agent interacts with its environment, the regularities exploited by the sensory

system, including the visual system, are determined by the characteristics of this dynamic

interaction (for example movement). Additionally, the interaction between agent and en-

vironment is carried out autonomously, a concept referred to as situatedness (Pfeifer and
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Scheier, 1999). A common baseline in the evaluation of the models for object recognition

is that the visual information is presented to them and restricted by the experimenter,

rather than the systems acquiring it by themselves. In some cases, these imposed restric-

tions can play an important role in the recognition process and hence, in the performance

and evaluation of models (Pinto et al., 2008). On the other hand, a visually guided sit-

uated agent acquires the visual information solely on its own (without the experimenter

completely determining which visual information is processed). One of the implications

of autonomously acquiring the sensory information is the active control of the sensory

systems. In this thesis, the concepts of embodiment and situatedness are not considered

to be a discrete property (either present or not) but a continuum in the degree of embod-

iment and situatedness. For example, in chapter 3, the visual information is presented to

the visual system as images and the visual system has a simple attentional mechanism

(or blob detection mechanism) which determines which region in the image will be pro-

cessed. This case would be less situated than the case of the simulated experiments in

chapter 4, in which the visual information captured by a simulated video camera, which

is attached to the body of autonomous agent, is determined by the autonomous control

of its motors. Analogously, the restrictions imposed by the body of the agents, affect to

different degrees the visual processing in the different experiments thought the thesis. The

important point is to stress the the fact that the restrictions imposed by the way the visual

information is presented to the system, have also to be considered in the analysis of the

object recognition processes. This concept is analysed in chapters 7 and 8 in which the

role of the features in the visual information determined by different movement strategies

in the object recognition process is evaluated.

2.3.3 Movement and object recognition

Active vision considers the active selection of the incoming visual information. This se-

lection process can be done by moving the sensory apparatus or moving the complete

system. Insects, for example, perform characteristic eye, head or complete body move-

ments to extract features to help recognition of depth, shape and size (Collett and Rees,

1997; Cartwright and Collett, 1983; Land and Nilsson, 2002; Bianco et al., 2000; Lehrer

and Bianco, 2000).

In artificial systems, there have been relatively few studies where the exploitation of

movement to aid object recognition processes has been considered. Some examples include,

Bianco et al., proposed a model to exploit the vector fields produced by visual behaviors

to explain how visual landmark learning works(Bianco et al., 2000). Borotschnig et al.

(2000) use an active approach to use multiple views using the eigenspace approach (Murase

and Nayar, 1995) to help the discrimination processes when a single view is not enough to

unambiguously recognise an object. Another study, done by Arbel and Ferrie (2002, 2001)

proposes a paradigm to facilitate object recognition in a supermarket checkout scenario

when objects are presented to it by a human. In (Arbel and Ferrie, 2001), the authors

propose an algorithm to recognise objects with a camera mounted on a mobile server. They

use an entropy map to guide the camera along a trajectory to minimise the ambiguity in
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recognition. Finally, in (Roy et al., 2004) a review of active recognition approaches using

view planning when a single view is not enough to recognise an object unambiguously is

presented.

Movement has also been used in visual recognition, not only as a mechanism to extract

or match features, but as a feature itself in the discrimination process. For example, in

structure from motion (SFM), the structure extracted from 3D coordinates of moving

objects is used for recognition. In contrast, motion based recognition approaches extract

movement information from a sequence of images for the purpose of recognition. In (Cedras

and Shah, 1995), the authors present a complete review of motion based recognition.

In this work I consider active object recognition as processes that extract features and

regularities in the incoming visual information that are explited for object recognition and

they are imposed by the control of the visual sensors (via body movement or attentional

mechanisms in the visual system). These regularities and features are not only imposed in

space, for example the object features that are exploited in visual stimuli but also in time,

in the case of the exploitation of changes in the visual information imposed by movement.

2.3.4 Temporal information and object recognition

From an active vision perspective, mobile visual systems exploit visual regularities as they

gather information by moving, not only in space but also in time. The role of temporal

information has also been considered in visual recognition. For example, Watanabe et al.

(1996) use optic flow analysis to perform object recognition in moving objects using their

MOROFA model. Additionally, Chen and Chen (2004) proposed a framework for object

recognition based on image sequences using the nearest feature line (NFL) method. This

method is based on a collection of lines passing through every pair of points in the feature

manifold used to represent the objects. Even when this work uses sequences of images to

recognise objects, the changes of the objects in the image sequences are not necessarily

produced by a particular motion of the visual system. In this thesis, I will exploit the

extraction of visual features in sequences of images for visual object recognition. This

concept will be analysed and expanded further in the chapters 6 and 7.

2.4 Controllers for autonomous visually guided mobile robots

In this thesis I will study object recognition for autonomous mobile agents. These agents

acquire visual information by themselves (rather than through the experimenter) and

exploit regularities by actively extracting features not only in space but also in time. The

study of autonomous mobile robots has been an active research field with a wide range of

applications, from robots exploring Mars, to robots cleaning floors. Like their counterparts

in nature, mobile artificial agents need to control sensory and motor information in order

to navigate and carry out tasks.

However, the design of artificial neural controllers for such machine systems is not

an easy task. Over several decades, various approaches have been developed for the

design and study of these kinds of neural controllers (Saffiotti, 1998; Bekey, 2005). Hand-

designing is a very simple strategy to produce successful controllers for autonomous agents
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(e.g. Braitenberg vehicles). However, in some situations the sensory-motor interactions

required in order to perform a particular task are not evident. In these situations, there

are different approaches to find this type of controller. One such approach is Evolutionary

robotics (ER), where simulated evolutionary processes are used to design controllers for

autonomous agents. This approach has proven to be useful not only in the study and

design of robot controllers (Harvey et al., 1994; Floreano et al., 2004; Nolfi and Floreano,

2002) but also in shedding some light on the understanding of cognitive phenomena (see

(Beer, 1995, 2000; Harvey et al., 2005)) as well as in the exploration of vision morphologies

(Cliff and Miller, 1996) and visual properties of sensors (Liese et al., 2001).

The Evolutionary Robotics (ER) approach uses evolutionary techniques (e.g. genetic

algorithms, GAs) as a search algorithm to explore the parameter space of the controllers.

The search of parameters is driven by a fitness function that selects the most successful

controllers for the particular task to be studied. The controllers most commonly used

in this approach are artificial neural networks (ANNs). This is a formalism inspired by

computational model of cells in the brain. In this work I will use a commonly used model

of ANN, a Continuous Time Recurrent Neural Network (CTRNN) (Beer, 1995; Funahashi

and Nakamura, 1993; Beer, 2003).

There are two ways of carrying out experiments using this approach, using simulated

agents and using real robots. In simulation the more important aspects are abstracted.

The advantage of this version is that the evolutionary processes are not restricted to run

in real time but can be faster. Additionally, the experimental conditions are easier to

control and reproduce. However, the main disadvantage of this version is that finding a

successful controller in simulation does not guarantee its success in a real robot. This is

important if the processes we are interested in studying occur in the real world. On the

other hand, using real robots allows us to study the phenomena we are interested in, in

real world conditions. However, the disadvantages of this option is that sometimes the

evolutionary process takes too long or the conditions for the experiments are difficult to

reproduce or control.

In this work I will employ simulated visually guided agents in order to study biologically

inspired models of object recognition and their exploitation of movement and temporal

information. Furthermore, I will use a real robot implementation to validate the results

and test predictions made using the simulation of visual processes.



Chapter 3

A first comparison: HMAX and RBF

models in realistic conditions

3.1 Introduction

Object recognition is not a static process but rather, a continuous dynamic flow of infor-

mation with variations in scale, illumination, rotation, occlusions, etc. These variations

in the incoming visual information make object recognition a complex problem to solve

for artificial visual systems. In contrast, visual systems in primates for example, perform

object recognition tasks in complex environments with impressive robustness and reliabil-

ity. Studying and modelling visual systems using inspiration from natural visual systems

might be beneficial, not only to understand how neural object recognition processes work,

but also as a way of providing useful insights in the way artificial visual systems are de-

signed and evaluated. The HMAX model is a successful bio-inspired model proposed by

Riesenhuber and Poggio (1999b) which resembles the hierarchical structure of the ventral

pathway in the visual cortex. This model has been reported to have a certain degree

of translation and scale invariance (Serre et al., 2005b,a). However, the computational

complexity of the HMAX model makes it difficult to use in real time vision experiments.

Natural systems use attentional mechanisms to reduce the amount of visual information

to be processed (Itti and Koch, 2001; Walther et al., 2002). Here we therefore, study the

role of a simple attentional mechanism by comparing a version of the HMAX model and

the RBF model, a simple V1-like model, in an object recognition task.

In this chapter the two models for object recognition that will be studied through

this thesis, the RBF and the HMAX models, will be presented. After that, these models

will be compared to state-of-the-art visual systems and a validation of the version of the

HMAX model used in this thesis will be presented. Once a performance baseline has

been established for the versions of the object recognition models used in this thesis, an

evaluation of the RBF and HMAX models incorporating an attentional mechanism for

translation and scale invariance is presented. This evaluation shows that a simple V1-like

model (RBF) can show comparable scale and translation invariances to the HMAX model

when using an attentional mechanism under conditions that approximate a real world
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scenario in a mobile agent.

3.2 Visual system

Before explaining the details about the RBF and HMAX models, I will present the ex-

perimental setup in which these models are evaluated. The visual system implemented

for the experiments in this chapter consists of two modules, the analysis module and the

classifier module. The former is in charge of the analysis and processing of the incoming

visual information, the latter is in charge of simulating the memory processes and the

recognition output (see figure 3.1).
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Figure 3.1: The visual system consists of the Analysis module (a) which can be either the HMAX
or RBF model, and the Classifier module (c). The object recognition process starts with visual
information coming into the visual system, then the Analysis module processes this information
and outputs a vector (b) that the Classifier module analyses and characterises into the set of known
objects. The output of the classifier module is the identifier (label) with the highest response for
the input image.

3.2.1 The Analysis module

This module analyses the incoming visual information and outputs a vector that represents

the object detected in the visual field. In this chapter, two models were implemented to

process the incoming visual information, the RBF model and the HMAX model. The

RBF uses a set of low pass filters to process the incoming visual information, providing a

response similar to simple cells in primary visual cortex, V1 (see figure 3.2). In addition

to processing the incoming visual information with low pass filters like the RBF model,

the HMAX model has a more complex hierarchical resembling complex cells in the visual

cortex (see figure 2.2).

The main difference between the two models is that the RBF model only filters the

input visual information (similarly to the cells in V1) and uses this information to represent

an object view. In contrast, the HMAX model has other layers that, by further processing,

build a more abstract representation for each object view. The details about the two

models are given below.

RBF model

This model consists of the application of low-pass filters with four different orientations

and sizes over the incoming visual information, emulating the primary visual cortex, V1
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(Howell and Buxton, 1995). The output of this model is a vector of all the outputs of the

different filters applied over the input image. This process is illustrated in figure 3.2.

Figure 3.2: RBF model: The representation of an object view is given by the filtered incoming
visual information using low-pass filters of different sizes and orientations. Three sampled regions
are shown here.

The filters used are derivatives of Gaussians with four orientations (0, 45, 90 and 135

degrees). Every filter consists of a n× n matrix Fn×n, where n can be 7, 11, 15, 21. Every

element fij in the filter F is calculated:

fi,j = g(u, σu) · g′(v, σv) (3.1)

where g(x, σ) = e(−x2/2σ2)

σ
√

2π
and g′ is the derivative of g. The values of sigma σu = σv

were 1.75, 2.75, 4.25 and 5.75 for the different filter sizes, respectively. The values of u, v

were worked out as follows:

(

u

v

)

= r ∗

(

j − n+1

2

i − n+1

2

)

and r is the rotation matrix

r =

(

cosθ −sinθ

sinθ cosθ

)

Finally, the filter F was normalised F = F
‖F‖ and ‖ · ‖ is the Euclidian norm. An

example of these filters is shown in figure 3.3. Although different filters were tested (second

derivative of Gaussians and Gabor filters), all the experiments reported in this thesis

correspond to the filters in equation 3.1.1.

The output of every unit in the RBF model (s1i cell) is the normalised filtered image

1The choice of this type of filter was based on the reported filters in the HMAX paper (Riesen-
huber and Poggio, 1999b). However, later on, the authors of HMAX admitted to have used second
derivatives instead. This mistake is reported in the Simple Filters section of the HMAX webpage
http://maxlab.neuro.georgetown.edu/hmax.html
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Figure 3.3: Example of filters with a particular size and four different orientations.

patch falling into its receptive field. That is, the S1 layer (or RBF model) is the collection

of the convolved training views with the filters F with different orientations and filter sizes

in equation 3.1.

s1i =
Fo,s ⊗ Ii
∑

I2
i

(3.2)

where Fo,s is a filter as in equation 3.1 with orientation o and size s, ⊗ is the convolution

operator and Ii the image patch falling into the receptive field of the S1i unit. The

orientations and sizes of the filters determine the edges detected and the smoothness of

the result (see figure 3.5 (a) and (b)). The S1 units are therefore sensitive to bars of

different orientations, roughly emulating the response of simple cells in V1.

HMAX model

The HMAX model is inspired by physiological experiments in monkeys that suggest that

object recognition in the cortex is mediated by the ventral visual pathway from primary

visual cortex, V1, through extrastriate visual areas V2 and V4, to inferotemporal cortex,

IT, where at each level of the hierarchy cells show an increase in the complexity of their

preferred stimuli. Whereas V1 shows responses to small receptive fields and prefers bar-

like stimuli, IT shows preference to more complex stimuli like faces with larger receptive

fields (Riesenhuber and Poggio, 1999b, 2000). Based on these ideas, the HMAX model

proposes a hierarchical structure composed of layers S1, C1, S2 and C2 (see figures 3.4,

2.2) . This hierarchical structure is similar to the structure found in the ventral pathway

from V1 to IT. Each layer performs one of two operations: a weighted combination of

simple features to build more complex ones or a maximum operation (MAX) in which

the output of a unit is its strongest activated input unit. According to Riesenhuber and

Poggio (1999b), the former operation increases the selectivity over the detected features by

increasing their complexity through the different layers in the model. The MAX operation

increases the translational invariance of the model by pooling over windows of the visual
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field with different sizes and locations.

Figure 3.4: HMAX model: The representation of an object view is given by a more complex
processing using a hierarchical structure. Figure adapted from (Riesenhuber and Poggio, 1999b)

The following description of the HMAX model and its implementation for this thesis

are based on (Riesenhuber and Poggio, 1999b; Schneider and Riesenhuber, 2002; Serre

et al., 2005b) and on the publicly available code in the HMAX web page2. Four different

layers describe the hierarchical nature of this model S1, C1, S2 and C2.

S1 layer. This layer is in charge of convolving the image using filters with different

sizes and four orientations (0, 45, 90 and 135 degrees). As mentioned previously, this

layer corresponds to the RBF model. In the original version of HMAX (Riesenhuber and

Poggio, 1999b), the sizes of the filters are organised in groups (or bands) of sizes (7 × 7

to 9 × 9 pixels; 11 × 11 to 15 × 15 pixels; 17 × 17 to 21 × 21 pixels; 23 × 23 to 29 ×

29 pixels in two-pixel steps) described in table 3.1. However, for this thesis only one filter

size is used for each band: 7× 7 for the first band, 11× 11 for the second, 15× 15 for the

third one and 21 × 21 for the fourth band (see column sizes∗ in table 3.1). This change

in the implementation made it possible to have a faster implementation of HMAX. An

analysis of these changes in the responses of the model and an evaluation of the impact in

the performance of the HMAX model are presented in the following section.

The description of this layer corresponds to the description given for the RBF model.

The output of the S1 layer is obtained as described in equation 3.2.

C1 layer. This layer takes the maximum activation of different groups of S1 units

(pool) for different filter sizes with the same orientation (resembling the response of com-

plex cells in striate cortex). The number of S1 units in each group (pooling range) which

feed into each C1 unit is determined by the filter band (see table 3.1). For band 1, 4×4 S1

neighbouring units (for each size and orientation) are pooled into one C1 unit. For band

2http://maxlab.neuro.georgetown.edu/hmax.html#code
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band sizes sizes∗ pooling
units

1 7, 9 7 4
2 11, 13, 15 11 6
3 17, 19, 21 15 9
4 23, 25, 27, 29 21 12

Table 3.1: The band describes the sizes of the filters used and the dimensions of the pooling
window. There are two columns for filter sizes, the second column corresponds to the original
version of HMAX. The third column corresponds to the sizes used in this thesis. For example, in
the first band, the filters employed had a size of 7× 7 and 9 × 9 in the original version of HMAX.
However, in the version implemented for this thesis, the filter size for band 1 was only 7. The size
of the pooling window is 4 × 4, 6 × 6, 9 × 9 and 12 × 12 for each band respectively.

2, S1 neighbouring units of 6×6 are pooled into one C1 unit. For band 3, S1 neighbouring

units of 9×9 are pooled into one C1 unit and for band 4, S1 neighbouring units of 12×12

are pooled into one C1 unit. Only S1 units with the same orientation are pooled into a

C1 unit to preserve feature specificity. The pooling operation that the C1 units use is the

MAX operation which returns the strongest activation of the pooled S1 units. That is, a

C1 unit c1i responds to stimuli with the same orientation of the S1 pooled units s1j that

fed into it, but with the space and size invariance corresponding to the spatial and pooling

range used for the respective band. In addition, C1 units are invariant to contrast reversal

because before taking the MAX, the C1 units take the absolute value of the activity of

the S1 input units. Each c1j unit response is given by

c1i = maxj(|s1j |) (3.3)

where max selects the highest response over a pool of neighbouring s1j units. The

activity of the C1 units is between 0 and 1. The receptive fields of C1 units have a 2-pixel

overlap. That is, half of the S1 units in a pooling window were used also as input units of

the adjacent C1 unit in each direction. Effectively, in the C1 layer the edges of the objects

are highlighted (segments with higher pixel intensities). The MAX operation makes the

detected borders expand. The thickness of the border depends on the number of pixels

in the area considered when applying the MAX operation (number of units). This area

can be imagined as a window shifting over the entire image. Every time this window is

shifted, the maximum pixel value (brightest pixel) is stored in a C1 unit (see figure 3.5

(c)).

S2 layer. In this layer, a combination of the outputs of the previous layer is fed into

S2 units. Within each filter band, a window of four adjacent non-overlapping C1 units is

grouped as the input of the S2 units. The four possible positions of the C1 grouped units

with four possible orientations give 44 possible configurations of units. The response of a

S2 unit s2k has a Gaussian transfer function with mean 1 and standard deviation of 1.
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s2k = exp(−[
4
∑

m

(c1m − 1)2/2]) (3.4)

where c1m are the four C1 units in a one of the 256 configurations. The S2 layer

provides the dictionary of features detected by the HMAX model, which is the combination

of 2 × 2 arrangements of C1 units with four different orientations.

C2 layer. The highest layer of the model pools the MAX operation over the S2

units activation. This pooling operation gives the model size invariance over all filter

size bands and position invariance over the whole visual field (resembling the response of

cells in extrastriate area V4 or posterior IT). The result of this layer is a vector with 256

elements, each with the highest response for each type of S2 units (of the 44 combinations)

at all positions and scales (see figure 3.5 (d)).

c2n = maxm(s2m) (3.5)

Every c2n unit corresponds to the maximum activation of all s2m units of each of the

256 configurations. The C2 units provide the input to the view-tuned units (VTUs), which

is where the learning occurs in the visual system (for both the RBF and HMAX models).

The VTUs form the classifier system and will be explained in the following sections.

In general, the output of the analysis module is a representation of the object (a

vector) being analysed in terms of certain features. The complexity and abstraction of

these features is dependent on the model employed in this module. This representation

(or view) of the object is characterised into the different classes of objects by the classifier

module.

Differences in HMAX implementations. As previously mentioned, the implemen-

tation of the HMAX model for this thesis was based on the original version of the HMAX

model (Riesenhuber and Poggio, 1999b) and the original implementation (HMAXo) pub-

licly available in the HMAX webpage3. Other implementations exist but were adapted

for face recognition (Thomas Serre’s implementation), or use different filtering parameters

(Jim Mutch’s implementation uses localised intermediate-level features), or increase the

complexity and computational cost significantly (Minjoon Kouh’s implementation uses

more layers and soft-max operations). These versions of HMAX were not suitable for this

thesis for different reasons. The implementation of HMAX used in this thesis (HMAXm),

although it is based on the original version of HMAX, differs from the original implemen-

tation of HMAX (HMAXo) in two aspects:

• The number of filter per band. Due to computational complexity and time, in
HMAXm, one filter size was used per band (as opposed to several filter sizes per
band in HMAXo). See table 3.1.

• In HMAXm the default filters used are first derivatives of Gaussians. In contrast, in
HMAXo the default filters are second derivatives of Gaussians. This difference was

3http://maxlab.neuro.georgetown.edu/hmax.html#code
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(a)
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(b)
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v e c t o r

Figure 3.5: Illustration of HMAX layers shown in figure 3.4: (a) original picture. (b) image
filtered after S1 layer, using a filter sensitive to horizontal segments. (c) image after layer C1,
using the max pooling operation. (d) image after layer S2, applying the gaussian smoothing and
subsampling. Finally, by taking the max operation over a combination of scales and sizes, a vector
is obtained as a result of the max pooling operation.
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due to an error in the report of the original paper (Riesenhuber and Poggio, 1999b)
which is documented in the Simple Filters section of the HMAX webpage.

Here the main differences between the HMAXo and HMAXm are only outlined. An

analysis of the differences in the outputs and performances of the implementations HMAXo

and HMAXm will be presented and discussed in section 3.3.2.

3.2.2 Classifier module

The classifier module is based on the work of Edelman and Duvdevani-Bar (1997); Poggio

and Edelman (1990). It uses view tuned units (VTU) to recognise objects. Each VTU is

trained to respond according to the proximity (similarity) between the test view and the

training views (see figure 3.12). That is, the more similar the test view to the training

views, the stronger the response of the VTU. There is one VTU per object. Each VTU

(see figure 3.6) is a set of radial basis functions (or RBF unit). A RBF unit is a Gaussian

function G centered on each training view ci for each object, that is, the centers were

located at every training view. The response of each RBF is given by:

G(ci, v) = e−‖ci−v‖2/σ2
i (3.6)

where ci is the centered-view vector and v is the vector that is being evaluated (test view).

Figure 3.6: View Tuned Unit (VTU): each training view ci is the centre of a Gaussian function.
The more similar a vector x is to a centre, the stronger the response of the unit. The output of
the VTU, y =

∑

i WiG(ci, x)

The response y of each VTU for a test vector x is given by

y =
∑

i

G(vi, x)Wi (3.7)

where G is the activation of each Gaussian function centered on each view of each

object. The response of the module y is the linear combination of weights Wi and the

Gaussian G. The optimal weights Wi are computed in order to respond with higher values
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for similar views to views of the target object for a specific VTU and with lower values

for the rest.

The procedure to work out the optimal weights is a well known optimisation method

(described in (Orr, 1996; Rawlings et al., 2001)). In order to find the optimal weights W

in

f(x) =
∑

i

hi(x)wi (3.8)

with training set {(xi, ŷi)}, we use the least squares method to minimise the sum-squared-

error S =
∑

(ŷi − f(xi))
2.

Therefore, in order to find the optimal weights that minimise S, we need to find the

points where the derivative of S, with respect to the wights W , is zero. That is, we

are looking for the values of W such that 0 =
∑

i(f(xi) − ŷi)
∂f
∂wj

(xi), which is a number

of linear equations with the same number or variables. And since ∂f
∂wj

(xi) = hj(xi),

then
∑

i f(xi)hj(xi) =
∑

i ŷihj(xi). In matrix notation, HT F = HT ŷ. Since F = HW

(equation 3.8), then HT HW = HT ŷ, then W = (HT H)−1HT ŷ. The solution is the so-

called normal equation ŵ = A−1HT ŷ where A = HT H. Given that this is a well known

method, just a brief explanation was given here, a detailed explanation of this method can

be found in the appendix in (Orr, 1996).

For simplicity, the number of centers for each VTU was the same as the number of

training views for each object. However, it is possible to optimise the classifier using

different numbers of centres (Haykin, 1994). Given that one value for the width (sigma) of

each Gaussian function was used for every center, sigma was selected initially as σ = dmax√
2m

where dmax is the maximum distance between the training views and m is the number

of centers, which is the number of training views (Haykin, 1994). After, σ was optimised

using a simple gradient descendant algorithm over a range of values to maximise the

performance of the system around the initial point. This way of choosing the centers and

width is considered “sensible” according to Haykin (1994), however, there are different

methods of optimising the position of the centers and its width (Orr et al., 2000; Orr,

1998) which are more efficient. It is important to note that the goal of this work was not

to achieve the optimal set of parameters but to get a sensible good performance.

This feature space described by the VTUs gives a parametric invariance (Edelman and

Duvdevani-Bar, 1997), meaning that it employs different views from different perspectives

(view point invariance) or illumination to recognise objects viewed from points with differ-

ent illumination. This is sufficient in practice to support many different object recognition

tests using similarity (Duvdevani-Bar et al., 1998). That is, using this multiple views

approach, the visual system shows some degree of rotation and illumination invariance

(Edelman and Duvdevani-Bar, 1997; Poggio and Edelman, 1990; Duvdevani-Bar et al.,

1998) given by the parametric space generated by using multiple views to describe the

object classes.

The visual system described so far presents the following limitations: 1) Difficulty in

dealing with multiple objects in the visual field (some of them reported in (Schneider and
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Figure 3.7: Classifier module: each object is represented by a View-Tuned unit (VTU). When a
vector is analysed, the output of the classifier module is the maximum of all VTU responses.

Riesenhuber, 2004) for HMAX) and 2) not a large degree of translation and scale invariance

when using the RBF module in the analysis module (less than 20 % for a translation range

of more than 10 pixels, see figure 3.13(I) and figure 3.14(I)). In order to deal with these

constraints, a simplified foveation mechanism was implemented.

3.2.3 The attentional and foveation mechanisms

Visual systems in nature are highly robust and reliable. An agent that is able to explore its

environment requires a large degree of scale and translation invariance to perform object

recognition tasks in realistic conditions. Given that an agent is able to move around

its environment, the position and size of the object varies within the visual field. In

many situations, the latency of response for such visual systems is crucial. Attentional

mechanisms allow natural systems to reduce the amount of information to be processed.

Similar requirements are needed for computer visual systems involved in object recognition

tasks. Given the complexity and huge amount of visual information, in a natural scene for

example, attentional and foveation mechanisms are usually employed for object recognition

tasks in realistic situations (Itti and Koch, 2001; Paletta et al., 2005).

In the experiments for this chapter, a blob detection mechanism (BDM) was used to

select or attend to a point in the visual field (Aloimonos, 1993; Bernardino and Santos-

Victor, 2002). This attentional mechanism consisted of detecting blobs in the image using

an edge detection function, then selecting a particular blob based on a certain criteria,

and finally cropping and resizing the region with the selected blob. The criteria used to

select regions in the image depended on the experiment to be carried out. In this chapter

for example, the criteria used was to select the blob with the largest area.

The pseudo-code in table 3.2 shows the way the BDM was implemented for the exper-

iments in this thesis.
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Step Description

1) Threshold the image See figure 3.8B
and detect the edges using graythresh()

the canny edge detector edge()

2) Dilate edges using a See figure 3.8C
gradient mask strel()

imdilate()

3) Fill the holes in the See figure 3.8D
dilated regions imfill()

4) Select the connected See figure 3.8E
components (blobs) using bwlabel()

a criteria (ie
eccentricity, area, pixel
intensity)

5) Resize the selected blob See figure 3.8F
imcrop()

imresize()

Table 3.2: Blob Detection Mechanism. The first column shows the steps in the BDM and the
second column shows the image for the corresponding step in figure 3.8 and the MATLAB function
employed for each step.

BA C

D E F

Figure 3.8: Blob detection mechanism. A) Image B) edges detected C) dilated edges D) Filled
holes E) Connected components (detected blobs) F) Resized selected blob (in this case the largest
area criteria was applied to select the blob).
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The BDM was implemented in MATLAB. The graythresh() function was used to

calculate the threshold of the input image. Then the canny edge detection function edge()

was used to detect the edges. Following this, the edges where dilated in vertical and

horizontal directions with the strel() and imdilate() functions. After that, the holes

were filled with the imfill() function. The connected components (blobs) were obtained

with the function bwlabel(). If more than one blob was detected, the blob with the largest

area was selected. Other criteria were used in other experiments, for example calculating

their area (chapter 3), pixel intensity (chapter 4), or eccentricity (chapter 7). Once a blob

was selected, it was cropped from the original image using the imcrop() function, and

finally it was resized to a standard size with the imresize() function.

The results reported in section 3.4 were obtained using a foveated area of 100 × 100

pixels (roughly the size of the largest object in the image database) and the visual field

was 200x150 pixels.

3.3 Model evaluation

Once the RBF and HMAX models were described, a performance comparison of these

models with state-of-the-art computer vision systems will be presented in this section.

This comparison was carried out for object recognition task using a well-known image

database. Furthermore, since the version of the HMAX model used in this thesis differs

from the original version of HMAX (as mentioned at the end of section 3.2.1), a comparison

of the outputs of these versions will be presented in this section.

3.3.1 State of the art comparison

The HMAX model is important not only because it allow us to study object recognition

using a bio-inspired hierarchical structure of the visual cortex, but also because it shows

useful properties like translation and scale invariance. The performance of the HMAX

model has been compared to several state-of-the-art systems in the literature. For ex-

ample, Serre et al. (2005a) has reported that a particular implementation of the HMAX

outperforms several state of the art computer vision systems in several tasks using different

conditions and databases (CalTech database: leaves, cars, faces, airplanes, motorcycles.

Also they use the MIT-CBCL databases for faces and cars). The benchmark systems they

used are a part-based generative model termed the constellation model (Fergus et al.,

2003; Weber et al., 2000), a hierarchical SVM-based architecture (Heisele et al., 2002)

and a system that uses fragments and AdaBoost (Leung, 2004). For details about the

implementation of these systems and the comparison see (Serre et al., 2005a, 2004).

Table 3.3 shows that all the systems are significantly outperformed by the HMAX

model (the details and references about the systems and datasets used in this comparison

are in (Serre et al., 2005a)). This demonstrates that for standard object recognition tasks

in specific controlled conditions, HMAX performs well. However, due to the complexity

and time costs of the original version of the HMAX model, in this thesis a modified

version of the HMAX model was used. In order to evaluate the differences between the

original version of HMAX and the modified version used in this thesis, a comparison of
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Dataset AI system HMAX

(CalTech) Leaves (Weber et al., 2000) 84.0 97.0
(CalTech) Cars (Fergus et al., 2003) 84.8 99.7
(CalTech) Faces (Fergus et al., 2003) 96.4 98.2
(CalTech) Airplanes (Fergus et al., 2003) 94.0 96.7
(CalTech) Motorcycles (Fergus et al., 2003) 95.0 98.0
(MIT-CBCL)Faces (Heisele et al., 2002) 90.4 95.9
(MIT-CBCL)Cars (Leung, 2004) 75.4 95.1

Table 3.3: Performance comparison between the HMAX implementation of Serre et al using stan-
dard object libraries. The AI systems that they used in this comparison are a part-based generative
model termed the constellation model (Fergus et al., 2003; Weber et al., 2000), a hierarchical SVM-
based architecture (Heisele et al., 2002) and a system that uses fragments and AdaBoost (Leung,
2004). This table was extracted from (Serre et al., 2005a).

the performance of the particular implementation of the HMAX and RBF models used

in this thesis and the reported performance of several state of the art object recognition

systems using a well-known standard object recognition library is presented. The library

employed for this comparison is the Columbia Object Image Library (COIL-100) (Nene

et al., 1996).

3.3.2 HMAX implementation validation

As mentioned previously, the two differences between HMAXm and HMAXo are the

number of filters per band and the type of filter employed. The former difference is

related to the computational speed in the original experiments carried out in this thesis.

As mentioned previously, in HMAXo, the number of filters sizes employed per band varied

between 2 and 4. In contrast, in HMAXm only one filter size per band was used. The

latter difference is the result of the reported mistake made by the authors of HMAX in

the original paper. At the time the experiments of this chapter of the thesis were carried

out, this error had not been reported.

The default type of filters in HMAXo is second derivatives of Gaussians (Riesenhuber

and Poggio, 1999b) but originally it was reported to have used first derivatives of Gaussians

(this error is documented in the Simple Filters section of the HMAX webpage). In contrast,

the HMAXm uses first derivatives of Gaussians as default filters.

Figure 3.9 shows the output mean of the HMAXm, HMAXo and HMAX′
m implemen-

tations over 100 random 32×32 pixels COIL-100 images. The outputs of HMAXm and

HMAXo are significantly different, which is not surprising given that the type of filters are

different and also the amount of filters used per band is also reduced in HMAXm (1 filter

size per band) compared to HMAXo. However, if we use the same type of filter in our

HMAX implementation HMAX′
m and compare it to HMAXo, 90% of the entries of the

HMAX outputs are not significantly different (df=199, p¡0.05). Therefore, we conclude

that the matlab implementation of the HMAX model is not significantly different to the

original implementation when the same parameters are used.

Additionally, we can also see that the difference between the outputs of HMAXo and

HMAXm is smaller when using the same images than when we compare different randomly
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Figure 3.9: HMAX implementation output comparison. The lines represent the mean of the
HMAX implementation outputs over 100 random 32×32 pixel black and white images from the
COIL-100 library. The green line represents the output of HMAXm (one filter size per band and
first derivative of Gaussian filters), the blue line represents the output of the original version of
HMAX (HMAXo) and the red line represents the HMAXm implementation but using the same
type of filter as in the original version.

selected images.

Figure 3.10 shows that the difference between the two implementations of HMAX

(first column bar) is smaller than the difference between random pairs of different images

being processed by the different implementations (second, third and fourth columns).

The norm of the difference between random views after being processed by the HMAX

implementations is compared. Namely, the outputs of HMAXo and HMAXm are compared

using two sets I and J of 100 randomly chosen 32×32 grey-scale images each of the COIL-

100 library.

Besides comparing the difference in their output, and after showing that if the same

parameters are used, the original implementation is not significantly different to the im-

plementation used in this thesis, we also evaluate how different in performance HMAXo

and HMAXm are. We compared the performance of HMAXm and HMAXo with reported

results for different object recognition systems using the COIL-100 library. The COIL-100

library has one view for every object at every 5 degrees of vertical rotation (72 views for

each object). There are 100 objects (7200 views in total). Each view is a colour 128 × 128

pixels image. This library has been widely used to evaluate and compare object recog-

nition models (Nene et al., 1996; Nayar et al., 1996; Chen and Chen, 2004; Roth et al.,

2002).

In order to be able to compare the performance of the systems reported in (Roth

et al., 2002) and the RBF and HMAX models, the images in the COIL-100 libreary were

converted to 32×32 pixels grey-scale images (as reported in (Roth et al., 2002)). See some

examples of object vies in this library in figure 3.11.
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Figure 3.10: Difference in the output of HMAX versions. The first column is ||HMAXo(i)
- HMAXm(i)||, the second is ||HMAXo(i) - HMAXm(j)||, the third one is ||HMAXm(i) -
HMAXm(j)|| and the fourth one is ||HMAXo(i) - HMAXo(j)||, where i ∈ I and j ∈ J and || · || is
the Euclidean norm.

Figure 3.11: Coil library examples. Ten views of different objects of the COIL-library.
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Table 3.4 shows the performance of several models reported in (Roth et al., 2002) using

the COIL-100 library (first three rows). Additionally, this table shows the performance

of the original version or HMAXo(described in section 3.2.1), RBFo which is the RBF

model using the same number of filters as the HMAXo implementation and, lastly, the

RBFm and HMAXm which are the implementations of RBF and HMAX used in this

thesis. The classifier was optimised in each model for the overall performance following

the approximation method described in section 3.2.2. However, the RBF and HMAX

parameters were kept the same as in the original description, even though the images’ size

for this comparison was only 32× 32 pixels. We observe that, even though the outputs of

the HMAXm and HMAXo are significantly different (when the same parameters are not

used), their performance is not that different.

Model 4 views 8 views 18 views

SNoW w conjuntion of edges 88.28 89.23 94.13
Linear SVM 78.50 84.80 91.30
Nearest Neighbour 74.63 79.52 87.54
RBFo 65.79 82.57 91.35
HMAXo 60.05 76.09 88.31
RBFm 67.41 81.82 86.66
HMAXm 53.35 74.10 84.67

Table 3.4: Performance (%) comparison using the COIL-100 library. The models were trained
using 4, 8 or 18 training views and tested with the rest of the images in the image set (library),
6800, 6400 and 5400 testing views respectively. The results for the first three visual systems were
obtained from (Roth et al., 2002).

The performance of the RBFm and HMAXm is lower than the rest of the models.

However, the performance of RBFo and HMAXo is closer to the performance of the rest

of the models (particularly when using 18 training views). It could be possible that

an optimised version of the models could improve their performance, for example by

decreasing the size and width of the filters, or the size of the pooling windows. However,

the purpose of this part of the thesis is not to find an optimal model performance for the

COIL-100 library for these particular conditions, but only to have a rough estimation of

the performance of the models in comparison with other standard systems using a well-

known image library. This estimation shows that both models are suitable for general

purpose object recognition under these conditions.

It is important to note the conditions in which this comparison was carried out. The

objects in the COIL-100 database are centred with a uniform background. The rotation of

the objects is uniform and controlled, similarly, the distance from the object to the camera

is always the same in every image in the database, the images are histogram-stretched

(see figure 3.11). These conditions are the same during testing. These restrictions are

difficult to maintain in real vision, particularly in the case of a visually guided autonomous

agent. The conditions in which the visual information is presented to the visual system

are important because they can affect the performance of the visual systems in object

recognition tasks (Pinto et al., 2008).

In this section we showed that the outputs of HMAXm and HMAXo implementations
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are significantly different. However, we also showed that when we use the same parameters,

the output of the implementations are not significantly different. Additionally, we showed

that their performance is not very different. Regardless these differences between HMAXm

and HMAXo, it is important to note that the point of this chapter is to compare the

performance of a simple V1-like model and a complex hierarchical model that was proposed

to resemble to some extent the ventral pathway in the visual cortex (Riesenhuber and

Poggio, 1999b) when a simple attentional mechanism is added to the models. Therefore,

these differences are not relevant for the purpose of this chapter. Hereafter, we therefore

use HMAX and RBF to mean HMAXm and RBFm respectively.

3.4 Comparison of the models in more realistic conditions

The experiments reported in (Riesenhuber and Poggio, 1999b) show that HMAX has

a degree of invariance for 2-D transformations like translation and scale. The results

in the previous sections show that the versions of the HMAX and RBF models show

a decent performance when using multiple views and controlled conditions for general

purpose object recognition tasks, which suit the initial requirement of a visual system for

an autonomous visually guided agent. However, in contrast with the conditions of the

previous experiments where the complete visual field corresponds to the object image,

visual systems in nature deal with massive amounts of incoming information. In order

to deal with this amount of visual information natural visual systems employ attentional

mechanisms. Therefore, in this section I explore the impact of adding a simple attentional

mechanism with the RBF and HMAX models.

There is evidence that suggests that not all the invariance in visual perception in nat-

ural visual systems is completely carried out by the visual processing itself. For example,

there are mechanisms that facilitate the visual processing such as attentional mechanisms

that reduce the amount of visual information that is processed. The advantage that an

organism obtains from the cost of the additional developmental complexity required for a

directable visual system is a reduced need for complexity in its neural circuitry and the

concomitant energy requirements (Laughlin and Sejnowski, 2003). The analogous benefit

of an active component to a vision system implemented on a serial processor is a reduction

in computational load and, hence, an improvement in its latency of response. Although

the HMAX model shows a significant degree of translation invariance (Logothetis et al.,

1994; Riesenhuber and Poggio, 1999b, 2000), this property in a visual system can be pro-

vided by additional mechanisms that direct the visual processing into particular locations

in the visual field (Aloimonos, 1993; Ballard, 1991; Bernardino and Santos-Victor, 2002).

In this case, there is a possibility that the required complexity of the model, in order to

perform object recognition, can be reduced.

3.4.1 Methods

In this experiment, a comparison of the translation and scale invariance is made between

the RBF and HMAX models when aided by a simple attentional mechanism under certain

conditions. Examples of training views of the objects are shown in figure 3.12.
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Figure 3.12: Image Set: object 1 (rubber wheel), object 2 (usb adaptor), object 3 (phone con-
nector), object 4 (pencil sharpener), object 5 (deck of cards), object 6 (light sensor), object 7 (IR
sensor). 8 views for each object.

The visual system described in section 3.2 was trained and tested in four different

scenarios using both the RBF and HMAX models. The four training scenarios system-

atically increased the number of views, added the attentional mechanism, added natural

illumination and changed the position of the objects. During the testing scenarios the

translation and scale were varied systematically.

Training phase

Scenario I The objects were manually cropped and placed over a synthetic uniform grey-

scale background (similarly to experimental conditions in the original clip-like experiment

(Riesenhuber and Poggio, 1999b)). Every pixel in the background has the same pixel

intensity (200 from a scale 0-255). For this scenario no attentional mechanism was used.

Instead, the analysis of the visual information was carried out over the entire visual field.

Every object was represented using only one view (the first column in figure 3.12).

Scenario II The uniform background employed in scenario I was replaced with a non-

uniform background with natural illumination as the visual field. The attentional mech-

anism was employed and every object was represented by only one view (again using the

first column of figure 3.12). The amount of visual information was reduced by the BDM.

Scenario III Eight training views (8 columns in figure 3.12) and the attentional mecha-

nism were used in this scenario. This means that not only was the background no longer

uniform due to realistic illumination, but the multiple training views proportioned rota-
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tional variance to the visual system.

Scenario IV Eight views 8 and the BDM were used during training with natural illu-

mination conditions as in scenario III. However, in this scenario the objects were placed

in three different positions in the visual field before being processed by the BDM. In the

previous scenarios, the object was always in the centre of the visual field (as figure 3.12

shows). The variation in the object location provided some degree of spatial invariance in

the training view for this scenario.

The importance of these different scenarios is the fact that the local information around

the objects in the visual field is increasing: in the first scenario there was no local infor-

mation in the sense that all the pixels around the object had the same value. Then, the

amount of information was increased in the second scenario using realistic illumination. In

the third and fourth scenarios, the role of using multiple training views and the attentional

mechanism is evaluated.

Testing phase

The conditions presented in the scenarios during the training phase were tested under the

corresponding conditions described in the following scenarios.

Scenario I During testing, only one view per object is presented to the visual system

over the same artificially uniform background as during training. For the translation

experiments, the objects were shifted along the image by 1-pixel in each presentation. For

the scale experiment, the image size was increased uniformly 1% every presentation.

Scenario II The artificially uniform background was replaced by a non-uniform back-

ground using natural lighting conditions. For the translation invariance experiment, the

centre of foveation was shifted 1 pixel along the visual field in each presentation. For the

scale invariance experiment, the size of the image before being processed by the BDM was

increased 1% in each presentation.

Scenario III The background with natural illumination and the BDM were used in this

scenario. During testing, a training view was randomly selected and modified according

to the type of experiment. For translation, the centre of foveation was shifted 1 pixel in

every presentation. For the scale invariance, the size of the image before being processed

by the BDM was increased 1% in each presentation.

Scenario IV The testing of this scenario was the same as in scenario III. However, in

this scenario the exploitation of local information was evaluated since during training the

views had some degree of spatial variance.

The results of the translation and scale experiments described by the four scenarios is

presented in the following sections.

3.4.2 Results

Translation Invariance

The results of the experiments in this section show how the performance of the HMAX

and RBF models change under the conditions of the scenarios described previously. For
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scenario I, due to the fact that the artificial background was uniform and no attentional

mechanism was used, the results of the MAX operation were the same everywhere in the

visual field, allowing the performance of the HMAX to be high even after translating the

object 20-30 pixels across the visual field. In contrast, given that the output of the filters

in the RBF model contain spatial information (show clearly the edge, the shape of the

object, etc), see figure 3.5b, this model is more sensitive to the position of the object in

the visual field and its shape because the whole visual field is processed in this scenario.

So, when the test views are translated in the visual field, the performance of the RBF

model decreases considerably (see figure 3.13(I)).
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Figure 3.13: Translation invariance experiments. Scenario I: Uniform background, no foveation,
7 objs, 1 view. Scenario II: Non-uniform background, foveation, 7 objs, 1 view. Scenario III: Non-
uniform background, foveation, 7 objs, 8 views. Scenario IV: Non-uniform background, foveation,
7 objs, 8 training views, testing in various positions, foveation.

For scenario II, we used natural lighting, a non-artificially uniform background and

a single training view. The BDM (foveation) was used in this scenario instead of using

the complete visual field as the input to the models (scenario I). When a non-uniform

background (due to realistic illumination) was used, more local information was available.

That is, the values of the pixels in the image around the objects were not the same in every

position (in contrast with scenario I). As a consequence, the generalisation of the HMAX

was not as effective as in the previous scenario. In contrast, as a consequence of attention

and foveation mechanisms, the RBF model increased its robustness to translation in this

scenario and its performance increased. See figure 3.13(II).
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When more views were presented to the system in scenarios III and IV, more variance

in illumination and pose were present in the training views (see figure 3.12). The variation

in the local information (pixels surrounding the objects in the training views) increased

with the employment of more training views. Again, this increase in the local information

was exploited by the RBF model but decreased the performance of the HMAX model as

shown in figure 3.13(III) corresponding to scenario III.

With more realistic conditions, where the object of interest can vary its position in the

visual field, a system with an attentional mechanism can show performance benefits for

object recognition tasks (Aloimonos, 1993; Floreano et al., 2004; Spier, 2004).

For scenario IV, the conditions during training were the same as in scenario III, however

the objects were positioned in three different locations in the visual field during training

in scenario IV. With this increase in the spatial variation in the training views, the per-

formance of the HMAX model decreases significantly even for small shifts of the centre of

foveation (see figure 3.13(IV)). In contrast, the RBF model is more robust to small shifts.

This ‘region of advantage’ describes an interval where the foveation mechanism allows the

RBF model to perform better than the HMAX model as long as the foveation centre is

within a distance of 15% of the size of the object (the average size of the objects is 40

pixels and the largest foveation error in the ‘region of advantage’ is 6 which corresponds

to 15% of the average size of the objects).

This experiment shows that when using a simple attentional mechanism, a simple

model such as the RBF model can be more robust to translation shifts than a complex

model such as the HMAX model certain conditions.

Scale Invariance

Another transformation in 2-D, where the HMAX model shows some degree of invariance

according to Riesenhuber and Poggio (1999b), is the scale change of the objects analysed.

We analysed the scale invariance of the two models described. The results found are

similar to the translation experiments. In ideal conditions, HMAX performs better than

the RBF model but when more realistic conditions are added, the RBF shows a better

performance for a region of small perturbations.

Again, the experiments for scenario I, where the ideal conditions for the HMAX model

show that when there is no noise (local information) on an uniform background, the HMAX

model exploits the generalisation over scale to a moderate degree (10%). In contrast, the

performance of the RBF model decreases faster, as is shown in figure 3.14(I).

When adding noise to the background (realistic illumination) and using attentional

mechanisms in scenario II, the results show that HMAX decreases its performance while

the RBF model keeps its performance very similar to the previous scenario, as is shown

in figure 3.14(II).

In scenario III, when the diversity of the local information increases by adding more

views, the performance of the models show that the RBF model can have a better perfor-

mance than the HMAX model for very small values of scale change (see figure 3.14(III)).

As before, the region described for these values where the performance of the RBF model

is higher than the HMAX model is called the ‘region of advantage’.
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Figure 3.14: Scale invariance experiments: scenario I, scenario II, scenario III, scenario IV (pre-
viously described in figure 3.13).
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Finally, in more realistic conditions, with different views and different illumination

in scenario IV, the results show that using foveation as an attentional mechanism can

improve the performance of the RBF model to some degree, similarly to the results for

translation invariance. For this scenario, the ‘region of advantage’ goes from 0 to 2 % of

scale, see figure 3.14(IV)). This illustrates the degree of scale invariance found when using

low-pass filters and no other additional organisation in the model, suggesting that it is

possible to reduce the computational complexity of the model and still have a degree of

scale invariance using an attentional mechanism.

The explanation of the results of the translation invariance experiments also applies

here but as the scale change represents more dramatic changes in the structure of the

borders detected by the filters, the performance is affected more easily.

3.5 Conclusion

In this chapter, the performance of the RBF and HMAX models is compared in two sets of

experiments. In the first set of experiments the performance of the HMAX and RBF mod-

els was compared to state-of-the-art computer vision models for general purpose object

recognition using a well known object recognition database. Although it has been reported

that the HMAX model outperformed most of the state-of-the-art models in single class

object recognition tasks (Serre et al., 2005a), in this chapter it was demonstrated that the

RBF and the version of HMAX implemented in this thesis have similar performances to

three other visual systems when using the COIL-100 library. It is important to note that

the HMAX and RBF models were not completely optimised for the particular characteris-

tics of the COIL-100 images used in this experiment. However, there is room for a deeper

optimisation of the models for this particular comparison using the COIL-100 library, for

example, since the images were only 32×32 pixels, the filters could be optimised for small

images, and the classifier could be optimised for the particular topology of the RBF and

HMAX spaces with these characteristics. The reason for this was that the main purpose

of carrying out this comparison was not to find the optimal parameters for the HMAX

or RBF models when using the COIL-100 library, but to evaluate if the implementations

of these models were comparable to other visual systems. Since one of the final aims

of this work is to evaluate object recognition models for a mobile agent in a real world

scenario, there is little value on concentrating on optimising the parameters of the models

for this particular configuration. Additionally, in order to evaluate the difference between

the original version of HMAX and the version employed in this thesis not only in perfor-

mance, the outputs of these two versions of HMAX were compared using the COIL-100

library. It was shown that the implementation of the HMAX model used in this thesis is

not significantly different to the original version of HMAX.

The second set of experiments in this chapter explored the translation and scale in-

variance of the RBF and HMAX models for object recognition tasks using an attentional

mechanism. The conditions of these experiments were changed systematically according to

four different scenarios. For conditions where no noise was present in the background (by

using pre-segmented images) and where every object was presented using only one view
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(scenario I), the performance of the HMAX model was better than the RBF model. When

an attentional mechanism was added, which simply cropped an area of the image around

the object and resize it (scenario II), the performance of the HMAX model decreased

with small perturbations in translation or scale (see figures 3.13II and 3.14II). In contrast,

the performance of the RBF model was maintained for small perturbations when using

the attentional mechanism, in comparison with the case when the whole visual field was

considered. This is because within a subregion of the visual field, the invariance provided

by the filters is enough for the RBF model to account for small perturbations. However,

when the variance is increased during training by providing the models multiple training

views (scenario III), the performance of the models decreases in a similar manner for small

perturbations (see figures 3.13III and 3.14III). That is, a certain degree of robustness to

perturbations is provided by using multiple training views. Finally, when the objects are

positioned in different locations in the visual field during training (scenario IV), the per-

formance of the RBF model was better than the HMAX model for small perturbations in

the centre of foveation (translation) or small perturbations in scale.

To conclude, this chapter shows that in certain conditions, a simple model, like the RBF

model, can maintain a degree of translation and scale invariance comparable to the ones

in the HMAX model when using an attentional mechanism. This attentional mechanism

also permitted a decrease in the latency of response of the visual system running on a

computer. It is important to mention that even though the HMAX was not originally

designed considering attentional mechanisms (Hung et al., 2005; Logothetis et al., 1994),

vision systems in nature use these kinds of processes to deal with large amounts of visual

information. Hence, it is important to consider these processes in biologically inspired

models of the visual cortex. This consideration has proven to improve the performance

of the HMAX (Walther et al., 2002), however, the role of the attentional mechanism in

the performance of the model itself had remained unexplored (ie would the attentional

mechanism improve the performance of a simple model as well?). In these experiments

it was also shown by contrasting the two models analysed (HMAX and RBF), that when

considering the attentional mechanisms and realistic conditions, the performance of a

simple model can be as good as the performance of a hierarchical model like the HMAX.

Employing a simpler model such as the RBF model rather than the HMAX model

can be useful for two reasons: 1) the visual information processing is less complex, and

consequently has a shorter latency of response and 2) the position of the object, the shape

of the object, details about texture, etc. are available in the RBF model, in contrast

with the higher layers in HMAX where information is lost. Although the loss of this local

information in the higher levels of HMAX allows it to have a larger degree of translation

and scale invariance, the presence of local information in the RBF model could be useful to

discriminate objects in complex scenes (Deco and Lee, 2004; Lee, 2003; Zhaoping, 2002).



Chapter 4

Simulated Embodied Visual Systems

4.1 Introduction

In the previous chapter I demonstrated that a simple V1-like model can maintain a sig-

nificant degree of translation and scale invariance when using an attentional mechanism

in realistic conditions. This therefore provides an example that an active vision strategy

can reduce computational processing by exploiting attentional mechanisms.

In order for such a simple model to perform object recognition with the desired levels

of translation and scale invariances in an autonomous mobile agent, it is necessary that

the controller of such agent can provide the required movement strategies to perform the

visual processing. The basic movement strategies required for this task are for example,

to approach the object, and to maintain the object in the visual field. In this chapter I

therefore explore the properties of neuro-controllers for autonomous mobile agents that

can provide these required movement strategies.

Visual systems in animals evolved from primitive light detectors into directional and

spatial light sensors when motility represented a great advantage with the appearance

of predators (Fernald, 2004; Land and Fernald, 1992; Land and Nilsson, 2002). In this

experiment, this evolutionary process in visual sensors in nature is mimicked.

In the first experiment of this chapter, controllers are evolved to perform phototaxis

using panoramic or directional sensors. In this experiment it is shown that by restricting

the sensory system, a simplification not only of the interaction between the environment

and the agent, but also of the neural controller, can be achieved. The behavioural result

of this restriction in the visual sensors improves the performance of the agents for this

task by producing more reactive agents. Even when the visual system used by the agents

is very simple, the results of this chapter stress the relation between sensors, controllers

and motors from an active perception perspective.

In the second experiment possibility of using an evolutionary approach to find con-

trollers for autonomous agents using simulated video cameras is explored. However, since

the employment of that type of visual system imposed the simulation to run in real time

and such a restriction makes the ER approach not suitable (Jakobi, 1998), a solution is
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proposed to overcome this problem. In this solution, I construct a simplified simulations

of simulations. I illustrate the value of this by evolving controllers to perform object

approaching and object discrimination using the simple simulation and show that such

controllers transfer successfully into the rich visual simulation, despite significant differ-

ences in the structure of their sensory input.

4.2 Experiment 1: Using an active approach in a

simple simulated agent.

This experiment compares the neural controllers and behaviour of artificially evolved

agents using panoramic and directional sensors. I first introduce the methodology used in

this chapter, I then describe the task and the experimental set up. Following this, I anal-

yse the neural dynamics of the successful controllers and show that the use of directional

sensors makes the required neural controller less complex than when panoramic sensors

were employed. Finally, I conclude Experiment 1 with a discussion about how the sensors

used affect the dynamics of the neural controller but also in the agent’s behaviour.

4.2.1 Methods

The first experiment was carried out in an unlimited simulated arena. An object (target)

was placed in the centre of the arena. This object emits a signal uniformly dispersed in the

arena. For the purposes of this work, we assume that this signal is light. At the beginning

of each trial, an agent was placed in a random position and random orientation within

an area of 10 × 10 units around the object. Agents were evolved to perform phototaxis,

that is, to approach the light source (object) guided by the intensity of the light emitted

by the object. During the evolutionary phase, the agents fitness was evaluated as average

performance over 5 trials of 300 time steps each. During the testing phase, the best evolved

controllers were analysed over trials of 800 time steps.

The agent

The agent has a circular body with radius of 0.5 units and two wheels on each side driven

by independent motors. The agent is able to sense the signal emitted by the object through

two sensors placed at ±π/4 radians from the line of orientation of the body (see figure

4.1). The body of the agent was symmetrical with respect to the axis of orientation.

A primitive visual system

The two sensors in the agents can be panoramic, or directional. In the first case, the

sensors perceive light coming from any direction (even from behind the agent). In the

second case, the sensors only perceive light coming from a particular region in front of the

agent (see figure 4.1). For both cases, the activation of the sensors S is the inverse of the

distance d between sensor and object:

S =
1

d
(4.1)
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Figure 4.1: Agent body: two wheels on each side driven by independent motors. Two sensors
placed at ±π/4 radians from the line of orientation of the body. For directional sensors the agent
can only perceive light coming from objects in the grey area. For panoramic sensors the light can
be perceived from any direction.

Controller

The controllers for the agent are Continuous Time Recurrent Neural Networks (CTRNN).

These kinds of artificial neural networks show desirable properties as robot controllers. A

CTRNN shows complex dynamics and is a universal approximator (any smooth dynamical

system can be approximated by a CTRNN with any degree of accuracy) (Funahashi and

Nakamura, 1993). See (Beer, 1995, 2003) for a discussion and examples of how to use this

type of controller to analyse cognitive phenomena using dynamical systems.

The state y of neuron i changes in time according to the differential equation:

τi
dyi

dt
= −yi

∑

j

wjiφ(yj + βj) + g · Ii (4.2)

That is, the state of each neuron is the integration of the weighted sum of all incoming

connections (plus a gained input g · I for input neurons, where g = 2). φ is the sigmoid

activation function, τi is a time constant, βj is a bias, and wji represent connection weights

from neuron j to neuron i. Parameter values for all neurons were randomly uniformly

initialised in the following ranges: τ ∈ [0.2, 2.0], β ∈ [−10, 10], and connection weights

wij ∈ [−5, 5]. Solutions of y was calculated by numerical integration using the Euler

method with time step dt = 0.01.

Initially, the controller consisted of eight neurons, specifically, two sensor neurons,

four fully connected interneurons and two motor neurons. Another set of experiments was

carried out using a neural controller with six neurons, two sensor neurons, two interneurons

and two motor neurons (see figure 4.2).

The sensor neurons were activated by light (sensed as the inverse of the distance

between each sensor in the agent and the object). The motor neurons received activation

from every interneuron only. The output of the motor neurons was connected to the

motors of the wheels of the agent with a gain of 2. Due to the nature of the body of the

agent, a bilateral symmetry was imposed on the neural controller of the agent. Due to

the symmetry of the controller, if the activation is the same in all neurons, the agent is

going to go in a straight line indefinitely. However, any difference in the sensors breaks the

symmetry due to the mutual inhibitory connection in the interneurons. So this repellor
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Figure 4.2: Neural controller: a CTRNN with 8 nodes. Neurons 0 and 4 are the sensor nodes,
neurons 2, 3, 6 and 7 are fully connected interneurons and neurons 1 and 5 are the motor neurons.
The width of each arrow represents the strength of the connection (weight). The solid lines in
the arrows represent excitatory connections and the dotted lines in the arrows represent inhibitory
connections.

occurs only when the line of direction of the agent intersects with the center of the object

(being exactly in the middle, in front or behind). In that case, the activation of both

sensors is exactly the same. In order to avoid this situation in the controller, random

noise was added to the sensors.

Genetic Algorithm

A standard distributed mutation-only GA (using only mutation, no crossover) was em-

ployed to evolve the neural controllers for a phototactic task. A population of 400 in-

dividuals was evolved with mutation probability of 80% and 20% for mutation for each

component and an elitism probability of 80%. The genome of each individual was coded in

a real vector of 25 elements, 4 for the time constants of each neuron, 4 for the bias of each

neuron, 1 for the sensor gain and 16 for the weights. Each element was coded as a real

number in [0, 1] and linearly scaled according to the parameters described in section 4.2.1.

The fitness function F was defined as F = 1/df where df is the distance from the agent

to the object at the end of the trial. The final fitness of each individual is the averaged F

over 5 independent trials. In this way the evolutionary pressure was towards individuals

finishing as close as possible to the light source.

4.2.2 Results

The controllers were evolved to perform phototaxis in order to explore the role of different

types of light sensors and different configurations in the neural controllers.1

Panoramic light sensors

After several thousands of generations, the evolved agents performed phototaxis success-

fully using panoramic sensors and 8-neuron controllers. It is important to mention that

1Neural controllers were also evolved using light sensed as 1/d2 under the same scenarios showing
qualitatively the same results as the ones presented in this section.
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controllers with less neurons were also initially used (5 and 6 neurons) but it was not pos-

sible to find successful controllers using such setup in a reasonable amount of experimental

time (tried up to 20 thousand). Of course, this does not meant it is impossible to evolve

controllers with panoramic sensors using less than eight neurons for phototaxic behaviour

but rather, that it is difficult to evolve them, suggesting that more neural resources could

be needed.

Most of the successful agents approached the object in a straight line and then remained

close and continuously circled or “patrolled” it . This bevaviour can be understood by

examining the internal dynamics of the best evolved controllers (see figure 4.3).
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Figure 4.3: Dynamics of an evolved controller of 8 neurons using panoramic sensors (left panel).
Neurons 0 and 4 are sensor neurons, neurons 1 and 5 are motor neurons and neurons 2, 3, 6 and
7 are interneurons. (A) Positions of an evolved agent during a test run. The object (target) is
placed in the center of the arena (0,0). (B) Distance between the agent and the object during the
test run (timestep vs distance).

Around timestep 190, the agent gets very close to the object (figure 4.3B). However,

the sensor neurons were saturated well before this and remained so even after the agent

passed the object. If we observe what happens after timestep 190, when the agent passes

the object (so the distance increases), we can see that just before timestep 300 (see the

output of the neurons 1 and 5 in figure 4.3A) the agent starts to change direction and

returns to the object. This time corresponds to the time when the sensor neurons start

to deactivate again (so the searching behaviour is once again triggered).

How can we explain the behaviour of the agent? How are these decisions made? A

full dynamical systems analysis of the 8 differential equations that describe the system

seems too complex to be able to explain the behaviour of the agent in general. Also,

it seems too difficult to analyse the network structure of the controller (figure 4.2) as a

way to explain the interactions and roles of the neurons. However, we can understand

the evolved controller if we analyse all the possible states the agent can be in using a

steady-state map.

We generate this map by placing the agent in a fixed position and record the neural

activity after the network has stabilised (after approximately 50 time steps). Then we

change the position of the object and record the neural activity of the stabilised network
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Figure 4.4: Long term steady state of the neural controller: the agent was fixed in a position
facing right (indicated by a line) and the object was moved around it. After 50 timesteps the
activation of each neuron is stored. Red regions represent 1 in the output of the neuron when the
object is in that position and blue regions represent 0 in the output of the neuron when the object
is in that position.

and so on, until having the neural actitvity for all the possible object positions around

the agent. Thus neural activations are then plotted in the object position which generates

them (figure 4.4). Red regions represent high activation and blue regions represent no

activation.

With this map we can observe the activation of each neuron for all the situations that

the agent can find the object (within a limited range). For instance, when the object is

to the left of the agent (see the upper region of the neurons in figure 4.4), the left sensor

neuron (neuron 0) is very active (red) and, therefore, the left motor neuron (neuron 1) is

inhibited (blue) and the right motor neuron (neuron 5) is excited (red), so the agent turns

to the left. Following that movement, the object is in front of the agent and the activity

of the neurons is uniform (middle right region of the neurons) and the agent approaches

the object. Due to symmetry, the analogous situation happens when the object is located

to the right of the agent.

Directional light sensors

As previously mentioned, visual systems in animals evolved from primitive light detectors

into directional and spatial light sensors. Mimicking this evolutionary development, we

restricted the light sensors to be directional in the simulated mobile agents, and evolved

controllers in the same conditions as the last experiment. After restricting the sensory

activity to a particular angle, and finding successful agents in 200 generations (compared

to thousands when using panoramic sensors), the best evolved controllers were again tested

systematically. Typical results of such evolved controllers are shown in figure 4.5.

This time, the agent can sense the object only when the latter is in front of the former,

therefore, the agent has to rotate to be able to locate the object. A typical example is

shown in figure 4.5. Thus, the agent has to be active, in contrast to the panoramic sensors

case where the agent did not need to move to start sensing the object. This is shown

by the neural dynamics which oscillate much more than in the previous case (compare
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Figure 4.5: Neural activity of an evolved controller of 8 neurons using directional sensors during
a test trial. Neurons 0 and 4 are sensor neurons, neurons 1 and 5 are motor neurons and neurons
2, 3, 6 and 7 are interneurons. (A) Positions of an evolved agent during a test run. The object
(target) is placed in the centre of the arena (0,0). (B) Distance between the agent and the object
during the test run.

sensor neurons 0 and 4 in figures 4.5 and 4.3). However, when using directional sensors,

interneurons 3 and 7 are saturated during the test trial, suggesting that these neurons

might be redundant (see the figure 4.5).

A simpler controller with six neurons was therefore evolved to perform phototaxis

using directional sensors. Successful evolved controllers were found around the hundredth

generation. These agents had a similar behaviour to the 8 neuron agents with directional

sensors. A typical controller dynamics and behaviour example for 6 neuron controller

agents with directional sensors are shown in figure 4.6.
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Figure 4.6: Neural activity of an evolved controller using 6 neurons and directional sensors during
a test. Neurons 0 and 3 are sensor neurons, neurons 1 and 4 are interneuron and neurons 2 and 5
are motor neurons . (A) Positions of an evolved agent during the same test. The object (target)
is placed in the center of the arena (0,0). (B) Distance between the agent and the object during
the test run.

With a simple neural controller, it is possible to analyse its neural dynamics and fully

explain the phototactic behaviour of the evolved agents. The interaction between the agent

and the environment can be described by two general situations: (1) when the object is
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not within the visual field and (2) when the object is within the visual field. The most

important aspect to explain is how the agent “decides” when to turn and navigate to find

the object. This is carried out by a modulatory process of sensors and motors done by

the interneurons since there are no feedback connections in the controller.

Figure 4.7: Simplified neural network: 6 nodes. Only two interneurons. The dotted line arrows
represent inhibitory connections and solid arrows represent excitatory connections. The width of
the arrows is proportional to the strength of the connection.

If the object is not within the visual field (situation 1), neurons 1 and 4 play the

modulatory role. If the sensor activity is different (due to random initialisation), the

interneuron that is more active overcomes the other one due to the inhibitory connections

between interneurons (see figure 4.7). And since the interneurons (1 and 4) are connected

to the motors, the dominance of one of the interneurons is then reflected to the motors

and finally translates into a steady spinning of the agent which brings the object to the

visual field (situation 2).

Once the agent is spinning, the sensor which corresponds to the side where the object

appears in the visual field is then activated first. This difference in the activation of

the sensor neurons will balance the interneurons until an equilibrium in their activity is

reached and the agent goes towards the object. For example, if neuron 1 was more active

than neuron 4, the left motor would be more active than the right motor, so the spin

would be clockwise until the object was within the field of view. At this point the left

sensor is increasingly more until an equilibrium is reached between neurons 1 and 4 due to

their mutual inhibitory connections (see figure 4.7). This regulatory process also happens

to the motors so that the agent starts to go in straight line, which roughly corresponds

to the direction of the object. Once the agent has passed the object and the latter is no

more within the visual field, the agent is back to situation 1 in which the difference of the

sensor activity makes it start the spinning behaviour.

The performance of the evolved controllers for phototaxis is shown in figure 4.8. The

averaged population fitness over the first 500 generations for the controllers with 6 neurons

(6ND) and directional sensors is higher than both, agents with controllers with 8 neurons

using panoramic sensors (8NP) and agents with 8 neuron controllers using directional

sensors (8ND). This is because, 6 neuron controller agents with directional sensors are

more reactive and stay closer to the object, so they score higher than 8 neuron controller

agents, which in contrast, have to unsaturate the sensor neurons and go away from the
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Figure 4.8: Average fitness of the population for the first 500 generations for different controllers
and types of sensors. Controllers with 8 neurons and panoramic sensors (8NP), controllers with
8 neurons and directional sensors (8ND) and controllers with 6 neurons and directional sensors
(6ND).

object for most of the trial. However, by having panoramic sensors, in general, it is

easier to find the object since it can be always sensed, in contrast, 6 neuron agents with

directional sensors require to spend time finding the object first (search behaviour) and

then approaching it.

Since we tried to find 6 neuron controllers using panoramic sensors but the evolution-

ary process was not able to find successful controllers in several thousands of generations,

therefore it is easier for the evolutionary process to find successful 6 controllers with direc-

tional sensors. Additionally, with the directional restriction of the sensors, the reduction

of the complexity in the neuro-controller (from 8 neurons to 6) was also beneficial because

it was possible to analyse and understand the neural dynamics of the controller and the

behaviour of the agent.

The type of sensor used determined a different type of problem to solve to perform

phototaxis. For directional sensors, the agents had to find the object first before approach-

ing it. For panoramic sensors, it was required to disambiguate between the two possible

positions of the object. That is, the activation of the sensors would be exactly the same

for situations where the object is in front or behind but with the same distance from the

agent as shown in figure 4.9.

Figure 4.9: Ambiguous situation: the activation in the sensors when the object O is in front
of the agent, is equivalent to the activation generated from the object O’. The distance
from O to the sensors is the same as the distance from O’. That is A = A’ and B = B’.

This experiment shows that an ER approach is viable to find successful controllers for
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solving a simple visual guided task and it produces an active strategy that uses a simple

controller. However, the visual system of the agents is very simple, so we now want to see

if the results using such approach can be “scaled” to a more complex visual system such

that object recognition is possible.

4.3 Experiment 2: Increasing the complexity of the visual system.

In this experiment I use a simulated camera to acquire the visual information in au-

tonomous agents to perform object recognition. In the previous experiment the ER ap-

proach was used to find successful controllers. However, when using cameras, the visual

information processing imposes a restriction in time over the evolutionary processes. To

overcome this problem, an alternative approach is proposed in this experiment which con-

sisted of using the ER approach and a simulation of the rich visual information to find

successful controllers for “object approaching” and “object colour discrimination”. The

former task requires the agent to approach an object placed in the arena and remain as

close as possible to it at the end of a fixed period of time. The latter task requires the

agent to discriminate between two different objects by approaching only one of them and

remain as close as possible to it at the end of a period of time.

4.3.1 Methods

In order to have a visually guided autonomous mobile agent performing object recognition,

it is needed to have a visual system rich enough such that the incoming visual information

contains useful visual information, and also, a controller capable of provide the required

movements to perform object approaching and object discrimination. However, because

we employ an ER approach and the information from the simulated video camera is

given in real time, two types of agents were simulated, one with a visual system using a

simulated camera, called the “rich simulated agent” (RSA) and another using a simplified

visual system called the “simple simulated agent” (SSA). The idea is to find successful

controllers using ER for the SSAs, and analyse whether these controllers can be transferred

to the RSAs.

Rich simulated agent (RSA)

The RSA has a circular body with radius of 0.5 units and two wheels driven by two

independent motors, and a camera on top of its body. The visual system of the RSA has

a visual field which is a grey-scale (0-255) region from the simulated camera. This region

is 512×32 pixels (see figure 4.10). The visual system has a blob detection mechanism (is

described in 3.2.3) and two types of sensors. The blob detection mechanism selects visual

subregions of consistent pixel intensity with area in the range 10-50 pixels. Only one ‘blob’

is selected at any time. In cases where there is more than one blob in the visual field, the

visual system selects the blob with the largest area.

Two types of sensor respond to a selected blob. The first is a “location sensor” which is

activated by the inverse of the distance (L or R) between the object and the corresponding

edge of the visual field (see figure 4.10). The RSA has a left location sensor and a right

location sensor. The second sensor type, used only in the object discrimination task, are
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A

L R

Simulated agent visual field

output of the simulated camera

Figure 4.10: Simulated visual system. The visual field of the agent is a region of 512×32 pixels.
L is the distance from the object to the left edge of the visual field and R is the distance from
the object to the right edge. The inset A in the figure shows the detected blobs (from a distance
of 2.5 to the dark object and 3.0 units to the light object) containing the light and dark objects
respectively. In this example, the dark object is the largest and so the sensor neurons will respond
to this object.

“colour sensors” that return the pixel intensity of the centroid of the selected blob. Due to

the fact that the rich visual simulation incorporates directional illumination and reflectance

properties of the objects in the arena, the pixel intensity at any time is a complex function

of intrinsic properties of the object detected and the reflectance of the object in the

corresponding region of the visual field. Although the two colour sensors receive identical

input (unlike the location sensors), they may still produce different outputs depending on

intrinsic neuron properties (see below).

At the beginning of each evaluation, an RSA was randomly positioned within a region

of 12x12 units in an unlimited arena. For object approaching experiments, a visual object

(a dark-coloured kettle) was placed in a fixed position in the arena. For the object dis-

crimination task, a light coloured kettle (target) and a dark coloured kettle (distracter)

(see inset A in figure 4.10) were placed in the arena in positions (0, -4) and (0, 4), re-

spectively. During the test phase, each trial lasted for 200 time-steps; during analysis of

evolved controllers, each evaluation lasted for 800 time-steps.

Simple simulated agent (SSA)

The SSA has a circular body with radius of 0.5 units and two wheels on both sides of the

agent, driven by two independent motors. The simplified simulated visual system of this

agent has a visual field that is restricted to a region of fixed width V . This region is also

limited by two lines originating from the center of the agent extending ±45 deg from the

orientation of the agent (see figure 4.11). It is important to emphasize that this region is

spatial, in the sense that it is defined in terms of a subregion of the arena, rather than,

as is the case for the RSA, as a subregion of a visual image. This difference means that

sensory signals for the two agents will have different dynamical structures. For example,

it is possible that a visual object will move in and out of view for the SSA (because of

the fixed width V of the visual field) while remaining constantly within view for the RSA.
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(One situation in which this may occur is as an agent spins.)

It is also important to notice that there is a spatial region near to the agent where the

SSA is blind (the light gray region in figure 4.11). As we describe below, this blind region

is important in the explanation of the evolved behaviour of the SSA.

A

O

B

V

L R

blind region

Figure 4.11: Visual field of the SSA: the object (O) can only be sensed if it is within the dark
brown region. This region is limited by two lines extending from the center of the agent at ±45 deg
from the agent’s orientation and a width of V . L and R are the distances between the object and
the left and right edges of the visual field, respectively.

As with the RSA, the SSA has two types of sensors which take input from the visual

system. The location sensors of the SSA are activated by the inverse of the distance (L or

R) between the object (if it is within the visual field) and the corresponding edge of the

visual field. The colour sensors of the SSA return a similar value to the pixel intensity

of the objects (40 and 130 for the dark and light kettles, respectively) used for the RSA.

To deal with the variation in values of colour sensors for RSAs (resulting from changes in

reflectance and in intrinsic properties of the selected blob), colour sensors for SSAs were

modulated by a random value [-30, 30] (distributed uniformly).

The activation of the sensors in the RSA and the SSA worlds are different. For example,

the blind regions in the SSA (in any case where the object is not in the brown region

in figure 4.11) does not exist in the RSA (as previously explained). That is, there are

instances where the object is not seen by the SSA, but it visible for the RSA for the same

position in the arena. Additionally, the colour sensors activity is different, the variation

in the RSA sensor activity is given by the reflectance properties of the object and the

variation in the centroids detected by the visual system. In contrast, variation in the

colour sensor activity in the SSA is given by uniform noise around arbitrary values.

Controller

The controllers for both types of agents were again CTRNNs. As previously mentioned,

in a CTRNN, the state y of each neuron i changes in time according to the differential

equation:

τi
dyi

dt
= −yi

∑

j

wjiφ(yj + βj) + gi · Ii
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where φ is the sigmoid activation function, τ is a time constant, β is a bias, and wij

represent connection weights from neuron i to neuron j. The state of each neuron is

therefore the integration of the weighted sum of all incoming connections (plus a gain

modulated input gi · Ii for input neurons).

For the object approaching task, the CTRNN consisted of eight neurons, specifically,

two sensor neurons, four fully connected interneurons and two motor neurons. For the

discrimination task, two more sensor neurons corresponding to the colour sensors were

added (see figure 4.12). Parameter values for all neurons were initialised in the following

ranges: τ ∈ [0.2, 2.0], β ∈ [−10, 10], and connection weights wij ∈ [−5, 5]. In the object

discrimination task, neurons 8 and 9 used τ ∈ [0.2, 10.2] and bias β ∈ [−30, 30]. All

parameter values were shaped by the GA (see below).

Sensor neurons
Interneurons

motor neurons

0

1

2 3

8

9

4
7

5

6

Figure 4.12: Controller. Neurons: 0 and 4 are location sensors; 8 and 9 are colour sensors.
Neurons 1,2, 5 and 6 are fully connected. Neuron 3 is the left motor neuron and neuron 7 is the
right motor neuron. Note that the colour sensor neurons 8 and 9 were not used for the object
approaching task.

The controllers were symmetrical (i.e., same parameters were used for each pair of

sensor neurons, 0 and 4; 1 and 5; 2 and 6 and so on. See figure 4.12.), except for neurons

8 and 9 which had independent parameters.

Genetic algorithm

The same distributed GA used in the previous experiment was used to evolve CTRNNs

to perform the visually guided tasks in this experiment. In this case, the genome of each

individual was coded as a real vector of 32 elements for the object approaching controller

and 39 elements for the object discrimination controller. For the 32 element vector, 4

elements were used to code the time constants of each neuron, 4 for the bias of each

neuron, 2 for the sensor gains and 22 for the weights. Each element was coded as a real

number in [0, 1] and linearly scaled according to the parameters previously described in

section 4.3.1. For the 10 neuron controller 7 elements were added, 2 for the bias of the two

extra sensor neurons, 2 for the time constant, 1 for a sensor gain for these neurons and 2

for the weights. A population of 400 individuals was evolved with mutation probability

of 80% for each genotype and 20% for mutation change for each vector element and an

elitism probability of 80%.
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Two fitness functions F1 = 1/df and F2 = 1/dl − 1/dd were used. F1 was used for

the object approaching task and F2 for the object discrimination task. In F1, df is the

distance from the agent to the object at the end of the trial and in F2, dl and dd are

the final distances between the agent and the light and dark objects respectively. The

fitness of each individual was calculated as the average across 5 independent trials (of 200

time-steps each).

4.3.2 Results

After several thousands of generations controllers were successfully evolved for both tasks.

As mentioned previously, controllers were evolved using the SSA and then tested in both

types of agents, SSA and RSA.

Object approaching task

For this simple task successful controllers were found quickly (before 2000 generations). As

we can see in figure 4.13B, the agents used an exploratory strategy, first spinning until the

object was within the field of view and then approaching the object and rotating around

or very close to it.
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Figure 4.13: Object approaching by an SSA. [A] shows the neural activity during a test trial of
800 time-steps. [B] shows the distance between the agent and the object during the trial and [C]
shows the distance between the agent and the object during the trial.

Successful controllers for SSAs were successfully transferred to agents using the rich

visual system (RSAs). These evolved controllers also performed the object approaching

task successfully (see figure 4.14B). The behaviour of the RSAs was similar to that observed

for SSAs: rotate or explore until the object is within the visual field, approach the object

and then rotate close to it. In the particular case shown in the figures, the circle described

by the trajectory of the RSA at the end of the trial is bigger than that described by the

trajectory of the SSA. This observation is highlighted by figures 4.13C and 4.14C, where

the distance to the object is shown during the test trial.
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Figure 4.14: Object approaching performed by an RSA using the evolved controller shown in
figure 4.13. [A] shows the neural activity during the test trial of 800 time-steps. [B] shows the
trajectory of the agent during the trial and [C] shows the distance between the agent and the
object during the trial.

Object discrimination task

In this case the task was to discriminate the objects using pixel intensity information. Suc-

cessful discrimination was reflected by approaching the target object (the light-coloured

object). SSAs were successfully evolved to perform this task in 200 generations approxi-

mately. Figure 4.15 shows a SSA performing the object discrimination task during a test

trial.
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Figure 4.15: Object discrimination performed by an SSA. [A] shows the neural activity during a
test trial of 800 time-steps. [B] shows the trajectory of the agent during the trial and [C] shows
the distance between the agent and the object during the test trial.

As shown in figure 4.15, the dark (distractor) object is initially within the field of view

but the agent nevertheless turns towards the target object and then approaches it. At

the end of the trial the agent rotates in close proximity to the target object. The same
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controller transferred successfully to the RSA. Figure 4.16 shows an RSA performing object

discrimination task using this evolved controller. As in the first task, the behaviour of the

RSA is similar to that of the SSA. The agent rotates until the object is within its visual

field and then approaches it. In the trial shown in figure 4.16, the dark object is closer

to the agent at the beginning of the trial but, after a short time, the agent moves away

from the dark object and subsequently approaches the target. Note that for the object

discrimination task, both SSAs and RSAs stay very close to the target object (compare

figures 4.15C and 4.16C).
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Figure 4.16: Object discrimination performed by an RSA using the evolved controller shown
in figure 4.15. [A] shows the neural activity during a test trial of 800 timesteps. [B] shows the
trajectory of the agent during the trial and [C] shows the distance between the agent and the light
object during the trial.

It is important to emphasize that, for this task, certain aspects of simulation of the

colour sensors were critical for the successful transfer of controllers. Specifically, evolu-

tionary runs in which random variance in these sensor values was not incorporated (see

section 4.3.1) showed considerably decreased performance when transfer to an RSA was

attempted. During attempted transfer in these cases, variance in the RSA colour sensor

values (due to the richness of the visual simulation) resulted in these agents approaching

both object types equally often.

4.3.3 Analysis

In general the strategies of both SSAs and RSAs can be described as follows. First, agents

rotated until an object was within the field of view, then agents approached the object,

and finally, agents rotated either close to or around the object, until the end of the trial.

In order to better understand the dynamics of evolved behaviours and the factors

underlying successful transfer between simulations, I now examine evolved behaviours

in terms of neural activity. For both agent types, the initial rotating behaviour can be

attributed to the random initialisation of the CTRNN. This was shown by initialising the

neurons uniformly, in which case both SSAs and RSAs navigated in a straight line at an
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arbitrary heading (data not shown). The approach behaviour of both agent types can

be attributed to sensor activation corresponding to an object perturbing the equilibrium

point in neural dynamics corresponding to the spinning behaviour. This was shown by

testing SSAs and RSAs without any object in the arena (data not shown).

For the object approaching task, neurons 2 and 6 were always constantly saturated

for both agent types and therefore can be discarded from the analysis (see figure 4.13A

and 4.14A and figure 4.12), leaving only neurons 1 and 5 as modulators of motor neuron

activity (see figure 4.12). For the object discrimination task, all the sensor neurons are

constantly saturated except for neuron 8 (again for both agent types). Since this type

of neuron has a different weight for each connection, it is still able to modulate neuron 6

which in turn is responsible for regulating the motor neurons (see figure 4.15 and 4.16).

The final segment of successful agent behaviour involved rotating close to an object.

This behavior was related to the initial rotating (described previously). Once the agents

were sufficiently close to the object so that the object was within the “blind region”

(see section 4.3.1), they reverted to spinning. In the object approaching task, when this

happens, the agent could no longer sense any object and the situation was equivalent

to the one where no object was present. For the object discrimination task, once the

agent was spinning very close to the target object but was not able to sense it, the agent

could still sense the dark (distracter) object (see neuron 8 in figure 4.16A, the small peaks

correspond to the dark object and high peaks to the light object) but the activation of the

sensor neuron was not high enough to trigger approaching behaviour. This situation is

not shown in figure 4.15 because the agent is spinning too far away from the dark object

to be able to detect it, however the same situation applies to both SSAs and RSAs.

In general, the behaviour of the evolved controllers shows that despite the differences

in the dynamical structure of sensory signals between SSAs and RSAs, evolved controllers

transferred successfully from one to the other. As the neural analysis shows, this transfer

was possible because evolved agents relied on consistent features of sensory activity, and

not on those aspects that varied between the agent types (see section 4.3.1).

4.4 Conclusion

In the first experiment of this chapter, controllers were evolved to perform phototaxis using

panoramic or directional sensors. It was shown that by restricting the sensory system, a

simplification of the neural controller, can be achieved. In particular, it was possible to

evolve a controller with less neurons to perform the same task. By this reduction of the

dimensionality of the problem, it was easier to analyse the neural dynamics of the controller

and the behaviour of the evolved agent. The behavioural result of this restriction in the

visual sensors improved the performance of the agents for this task by producing more

reactive agents. Even when the visual system used by the agents is very simple, the results

of this chapter stress the relation between sensors, controllers and motors from an active

perception perspective.

The directional sensors employed in this experiment correspond to a simple form of

attentional techniques in primitive visual systems. This experiment is important because
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it demonstrates how an active approach can reduce the complexity of an autonomous

agent. These results encourage the exploration of more complex visual systems using this

methodology in order to study the role of active vision approaches to object recognition

in mobile agents.

The second experiment of this chapter consisted of an extension of the approach used

in the previous experiment to study autonomous mobile agents using more complex visual

systems. It was shown that evolved controllers for agents using a simplified visual system

(SSAs) could be successfully transferred to agents using more complex visual information

(RSAs). The behaviour of both agents (SSAs and RSAs) for object approaching and

discrimination was fully explained by analysing the dynamics of their neural activity. In

this way, it was shown that the complexity gap between SSAs and RSAs was crossed.

This work demonstrates how the ER approach to study autonomous mobile agents with

a rich visual system could be used. The development of increasingly complex simulations

blurs the distinction between simulation and reality. A hierarchy can be envisaged in which

controllers are initially evolved in simple simulations and then are incrementally refined in

progressively more complex simulations until final deployment in a real world environment.

In addition, rich simulations offer the possibility of exploring detailed agent-environment

interactions which do not exist in real-world situations, thereby supplying potentially valu-

able comparison conditions for understanding mechanisms of adaptive behaviour. Future

work in this area could usefully consider the development of minimal simulations of rich

simulations, in the sense described by Jakobi (1998). Minimal simulations incorporate

extremely high levels of noise in specific loci in order to ensure that evolved controllers

cannot rely on these aspects of agent-environment interaction. This method might extend

the ‘complexity gap’ between simulations that can be feasibly traversed by evolutionary

approaches.



Chapter 5

Active acquisition of visual information

5.1 Introduction

In chapter 3 we show that the complexity of the HMAX model can be reduced through

the exploitation of an active mechanism. We then show that, in principle, we can generate

controllers through ER which can produce simple movement patterns. The next stage, and

the goal of this chapter is to determine whether the HMAX and RBF models can exploit

the variation in the visual information through simple movements and, specifically, how

the variation in the training and testing views is exploited by the models. In particular,

we want to investigate whether the variation in scale and/or rotation provided through

simple movement strategies impacts the models differently. Following this, we study the

conditions under which the models are robust to noise in the visual system.

In this chapter I therefore employ a simulated agent to acquire the training and test

views through simple movements which will be analysed by the the RBF and HMAX

models. I first analyse the potential of this approach by examining the training views

acquired by the agents. In particular, I assess robustness to noise when more training

views are used, since it has been reported that increasing the number of views increases

robustness (Edelman, 1997). I then investigate the performance of the models when a

different trajectory is used during testing than the trajectory used to acquire the training

views. Finally, I assess whether or not the models can exploit movement to improve the

recognition performance by examining different test trajectories.

5.2 Methods

This experiment consisted of training and testing the models under different conditions.

During the training phase, the models were trained using views collected while the agent

was traversing a circular trajectory (figure 5.3). The conditions during training were

investigated by both increasing the number of views used and adding random noise to the

agent’s visual system. During the testing phase, the models were tested while the agent

was following one of two different trajectories (figure 5.6). In this chapter, the views used

during the training of the models will be referred to as training views, similarly, the views
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obtained during the testing trials will be referred to as testing views. Views that were

processed by the HMAX model will be called HMAX views and, similarly, if processed by

the RBF model, the views will be called RBF views.

5.2.1 Agent, arena and objects

The experimental set up described in this chapter is very similar to the one used in chapter

4. The simulated agent is the same, except that the visual system of the agent is the one

described in chapter 3. Specifically, the visual system consists of an analysis module

and a classifier module. The former can be either the HMAX model or the RBF model.

The latter is a RBFN with centres specified by the training views (see details in sections

3.2.1 and 3.2.2). Additionally, the visual system employed the blob detection mechanism

(BDM) described in section 3.2.3 to attend to selected regions in the visual field of the

agent. Blobs with larger area were attended to first. The patch extracted with the blob

detection mechanism was resized to a uniformly sized (60×80 pixel) grey image (see figure

5.4 for an example of resized blobs detected).

The arena is an unlimited planar surface containing two simulated objects, a teapot and

a bolt-like object (see figure 5.4) which the models are trained to discriminate. Different

views of these objects (referred to as views or training views, depending on whether or

not they were processed by the models) were used to train the models.

Analysis module. The analysis module processes visual information coming from the

BDM (explained in section 3.2.3). These views are processed by either the HMAX or the

RBF model (previously described in section 3.2.1). The RBF model emulates simple cells

in the primary visual cortex, V1, based on the function of receptive fields implemented by

using Derivative of Gaussian filters with different orientations and sizes. The RBF model

uses four different sizes of square filters with sides of 7, 11, 15 and 21 units and 0, 45, 90,

and 135 degrees of orientation. There are therefore 16 different filters in total with outputs

responding to oriented ’edges’ at different spatial scales. Therefore, this model responds

only to a collection of simple primary features. In contrast, the HMAX model proposed in

(Riesenhuber and Poggio, 1999b) is a hierarchical model resembling the ventral pathway

in the visual cortex. Briefly summarised (and already mentioned before in this thesis), the

HMAX model consists of four layers (S1, C1, S2 and C2) resembling simple and complex

cells in the ventral pathway. Units in S1 would correspond to simple features detected by

the different filters of the RBF model. The next layer C1, responds to the most salient

features in S1 at each orientation and spatial scale. It achieves this by applying max

pooling operations (extracting the most salient features across the different orientations

and spatial scales) over the selected features in S1. The next layer, S2 combines the

output of C1 into a higher order features sets which are passed into C2 where the outputs

are again max pooled to produce a vector of the dominant features detected along the

hierarchy. By virtue of its hierarchical structure, this model shows a degree of translation

and scale invariance.

Classifier module. The classifier module is based on the work of Edelman and

Duvdevani-Bar (1997); Poggio and Edelman (1990). The classifier employed here is the
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same as described previously in section 3.2.2. Briefly, the classifier module uses view tuned

units (VTU) to recognise objects. There is one VTU for each object. Each VTU is trained

to respond so that it responds strongly to test views that are similar to the training views

of the object. Each VTU (see figure 5.1) corresponds to a set of radial basis functions

(RBF unit). A RBF unit is a Gaussian function G centered on each view ci collected

during the training phase. The response of each RBF is given by G(ci, v) = e−‖ci−v‖2/σ2
i

where v is the vector that is being classified and ci are the centers, which were located at

every training view.

Figure 5.1: View Tuned Unit (VTU): each view vector ci is the centre of a Gaussian function.
The more similar a vector x is to a centre, the stronger the response of the unit.

The response y of each VTU for a test vector x is given by y = ΣiWiG(vi, x), that is, y

is a linear combination of weights Wi and G(vi, x). The optimal weights Wi are computed

using an inversion matrix procedure (the details were described previously in section 3.2.2

and also in (Orr, 1996)).

B

Object 2Object 1Visual field

A

Figure 5.2: (A) Visual field of the agent: shows object 1 in the field of view. (B) Sample views of
object 1 and object 2: object 1 is a rounded object so it does not have a significant variability to
rotation, in contrast, object 2 has a significantly higher variability to rotation due to its vertical
inclination.

5.2.2 Training phase

The models were trained under one of four scenarios, namely using either eight or sixteen

training views of each object in the absence or presence of noise in the BDM (see figure

5.4 for an example of the training views for scenario 1). The training views were obtained

while the agent was moving around the object following a circular trajectory of 2.5 units

of distance to the object, this trajectory is referred to as the training trajectory (see figure
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5.3). In order to measure the robustness of the models to noise in the views, a random

variation was added to the coordinates of the centroids (x, y) of the blobs detected. The

noise was a uniform random variable in the range δ ∈ [−3, 3], making the new centroid

(x + δ1, y + δ2). Table 5.1 shows the conditions employed for each of the four scenarios

in the training phase. The noise was added to the centroid of the blob detected (after

being processed by the BDM) and not by the movement of the agent because the visual

variation induced by the motion of the agent was likely to be corrected by the BDM.

scenario description

1 8 views, no noise
2 8 views, noise
3 16 views, no noise
4 16 views, noise

Table 5.1: Training scenarios for the embodied comparison of the models. The second column in
the table shows the number of views that the models used and whether or not noise was added to
the centroid of the blob detected by the BDM.

Figure 5.3: Training trajectory. The agent follows a circular trajectory while collecting the
training views. The number of views used (8 or 16) for each object determines the positions
around the object. Solid lines show 8 different positions where the snapshots (training views) are
taken. Similarly, dotted lines show the case where 16 training views are taken.

Figures 5.4 and 5.5 show the training views for scenarios 1 and 3 respectively. Note

that the views of object 1 are more similar to each other than in the case of object 2. In

scenarios 1 and 2, 8 training views were used. In scenarios 3 and 4, 16 training views were

used. The sizes of the images in figures 5.4 and 5.5 were scaled so that the examples could

be presented in this thesis.
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1 2 3 4 5 6 7 8

views of object 1

views of object 2

Figure 5.4: Training views for scenario 1. 8 views per object. Object 1 is a teapot and object 2
is a bolt-like object. Every view is 80 ×60 pixels.

1      2       3        4       5        6        7       8       9      10    11      12     13     14     15     16

views of object 2

views of object 1

Figure 5.5: Training views for scenario 3. 16 views per object. The sizes of the images are the
same as the ones presented in the previous figure.
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5.2.3 Testing phase

Both the RBF and HMAX models were tested using one of two trajectories, both different

from the training trajectory (see figure 5.6). In trajectory 1, the two objects are present in

the arena. In contrast, in trajectory 2 only one object is present at a time. For trajectory

1, the test trial consisted of 200 time steps during which the point of view and the distance

to the object changed continuously during the trial. In contrast, trajectory 2 was 140 time

steps long and while the distance to the object changed, the point of view was constant.

This discrepancy in the way the point of view changed allowed us to test the models in

different ways: rotation and scale invariance were both tested during trajectory 1, while

in trajectory 2 only scale invariance was tested.

Figure 5.6: Trajectories followed by the agent during the testing phase. In trajectory 1, the agent
approaches the two objects following an arc trajectory (dotted line). The objects are within the
visual field in the shadowed regions in the trajectory. The initial position of the agent is (3,0) and
the positions of the objects 1 and 2 are (0,4) and (0,-4) respectively. In trajectory 2, the agent
approaches the objects following a straight line (dotted line). The object is always within the field
of view. The initial position of the agent is (0, 0.5) and the position of the object is (0, 4).

A final difference is that while the object is constantly within the field of view in

trajectory 2, in trajectory 1, there are two periods where the objects are within the field

of view. Period 1 is the first grey segment of the trajectory where object 1 is within the

field of view. Period 2 is the second grey segment which represents the time when object

2 is within the field of view (see the grey regions in trajectory 1 in figure 5.6).

The blob detection mechanism used in the training phase was also used to extract

patches in the visual field during the testing trials. However, in contrast with the training

phase, no noise was added to the centroid of the blobs detected.

5.3 Results

In this section I analyse the way the HMAX and RBF models exploit the differences in the

training views acquired through the agent’s movement. I investigate how this exploitation

affects the performance of the models when they are tested using the two different testing
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trajectories. First, the performance of the models are presented when tested in trajectory

1 and then the models are tested using strategy 2 (see figure 5.6). For both cases, the

models were trained under the conditions described for each of the four different scenarios

(see table 5.1). After that, a study of the similarity between the training views of the

objects is presented. The study of the similarity of the views is important because the

difference between views determines the responses of the classifier module, which is the

recognition response of the system. Following that, an analysis of the model activity for

each of both cases is presented.

Model performance for trajectory 1. The number of correct guesses made by the

RBF and HMAX models when using trajectory 1 for each scenario is presented in table

5.2.

Scenario RBF HMAX

1 105 63
2 84 64
3 100 63
4 90 66

mean 94.7 ± 9.5 std 64 ± 1.4 std

Table 5.2: Number of correct guesses by the RBF and HMAX models for each scenario (out of
110 presentations during the test phase) when tested using trajectory 1. The RBF model performs
better than the HMAX model in the four scenarios.

With the increase in the number of views used in the training phase, the performance

of the RBF confirms that this model shows better robustness to noise in the BDM than

when trained with less views (see the difference between the performance for RBF in

scenarios 1 and 2 in contrast with the difference of the performance in scenarios 3 and 4).

The performance of the HMAX model is lower than the RBF model for most of the cases

in the different scenarios for trajectory 1 and the performance of this model is practically

unaffected by the number of views or the presence of noise used during training. The

difference in the performance of the models when tested using trajectory 1 suggests that

the HMAX model suffers when no scale variance is provided during the training phase

when the model is tested with significant changes in scale and rotation.

Model performance for trajectory 2. When using trajectory 2 during testing, the

performance of the RBF is similar to the previous case. However, the performance of the

HMAX model shows an increase compared to the previous case.

Even when, in general, the performance of the RBF model is better than the HMAX

model for trajectory 2 (see the average performance of the models for trajectory 2 and

the different scenarios in figure 5.7), the difference between the models’ performance is

significantly smaller than when tested using trajectory 1. Therefore, the performance of

the HMAX model is better when the point of view is maintained constant than when

the point of view is changing during testing. This result suggests that the HMAX model

is exploiting the scale invariance provided by the hierarchical layers and the attentional

mechanism when only scale variation (no rotation) is present during the testing phase.
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Figure 5.7: Average performance (%) of the RBF and HMAX models over the four scenarios
when tested using trajectories 1 and 2. On average, the performance of the RBF is better than
the performance of the HMAX model.

5.3.1 Similarity maps

In order to study how the models exploit the differences in the training views under the

four scenarios described previously, I present the difference between the views before and

after being processed by the models. This difference between the training views of the

objects is expressed in what will be referred to as similarity maps.

Measuring the difference (or similarity) between views is important because this de-

termines the response of the classifier module since the response of each VTU is given

by a gaussian function centred on the training views of the object (see the details of the

classifier module in chapter 3). Therefore, by measuring the difference between the views

we can have an idea about how the model would respond when these views are processed.

A similarity map is a diagram representing the similarity between views of the objects

(see figure 5.8). The x and y axes represent the views. Every point in the map (i, j) has

an intensity defined by the distance between view i and view j. The bluer a point, the

smaller the distance is between the views (the diagonal is zero since the distance between

the same view is zero). The distance is Euclidean norm of the difference between the

views. The first half of the axis in the diagram corresponds to the views of object 1 and

the second half to the views of object 2. The map is divided into four main regions, the

lower left (region 1) region shows the similarity between the views of object 1, lower right

(region 2) and the upper left (region 3) regions show the similarity between views of object

1 and views of object 2, and finally, the upper right (region 4) region shows the similarity

between the views of object 2.

Figure 5.9 shows three similarity maps. In the first case (A), the similarity between the

views (image views) before they are processed is presented. The second case (B) presents

the similarity between the views after being processed by the RBF (RBF views). The last

case (C) shows the similarity between the views after being processed by the HMAX model

(HMAX views). The blue tones represent high similarity while the red tones represent

high disimilarity (large distance or difference). Each subsequent similarity map figure

within this section will display the corresponding similarity maps in this order (image
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Figure 5.8: Similarity map diagram. Every point in the similarity map (i, j) represents the
distance (Euclidean norm) between the views i and j (in this case, after being processed by the
RBF model and using 8 views per object). This diagram also shows the regions in a similarity
map.

views, RBF views and HMAX views). The separability of the objects (discrimination) is

given by the contrast in the maps. As views of the same object should be closer to each

other than views of different objects, we would like to see bluish colours in regions 1 and

4 and reddish colours in regions 2 and 3.

Similarities amongst the training views

Figure 5.9A shows the similarity map for the raw training images for scenario 1 (8 views,

no noise). The images of object 1 are more similar amongst themselves (region 1), than

the images of object 2 (region 4) (the more blue the area, the more similar the views are).

This is because object 1 changes less in consecutive training views as the agent rotates

around it, than object 2 (since this object has an orientation from the vertical axis). The

right lower area corresponds to the similarity of views between the two objects (region 2

is equivalent to region 3). This region, therefore, shows the ‘separability’ of the objects:

the more red the area, the more different the views are, making it easier to discriminate

between them (note that due to the symmetry, this area is reflected across the y = x line

so this is equivalent for the left upper area of the map).

Figure 5.9B shows the similarity between the views after being processed by the RBF

model (RBF views) for scenario 1. In this case, the similarity of the processed views by

the RBF model is decreased and smoothed when compared to the similarity in the images

5.9A. In particular, the distance between the RBF views of both objects increased (regions

1 and 4 have more greenish and yellowish tones) and the similarity between the views of

object 1 and views of object 2 (regions 2 and 3) are more uniformly reddish than in figure

5.9A, so their separability increased. Figure 5.9C shows that the similarities amongst the

views in regions 1 and 4 are generally increased (showing uniform blueish areas) after

being processed by the HMAX model (HMAX views). In contrast, for regions 2 and 3, the

similarity of the HMAX views is decreased (showing reddish areas). This means that, the

separability is increased. Note that the specificity of the maps is different, for example, in

the RBF similarity map (B), the point (5,1) for object 1 (region 1), is blue, meaning that
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Figure 5.9: Similarity map for scenario 1: (A) shows the similarity map for the images. (B) shows
the similarity map of the RBF views (C) shows the similarity map for HMAX views. The blue
tones represent high similarity while the red tones represent high disimilarity (difference).

these two views are more similar in comparison with the rest of the views of object 1 (see

training views in figure 5.4). The specificity is lost in the HMAX similarity map.

Model R1 R2 R3 R4

Scenario 1

IM 13.58 40.72 40.72 34.69
RBF 28.71 56.38 56.38 47.67

HMAX 6.94 60.80 60.80 10.78

Table 5.3: Sum of the normalised similarities for each region of the maps in figure 5.9. The values
in this table were calculated by

∑

ij simr
ij/maxr(sim), where simij are the similarity values in the

region r and maxr(sim) is the maximum similarity value in region r.

Table 5.3 shows the sum of the normalised similarities for each region in the similarity

maps for scenario 1. In this case, the similarity of the regions shows that in the case

of HMAX, the similarity of the views was increased in regions 1 and 4 and decreased in

regions 2 and 3 which increases the separability of the objects.

For scenario 2, when noise was introduced in the centroid of the blobs detected and

8 views were used, the maps were less uniform areas than in the previous scenario. The

similarity of images was increased in general (see blueish and greenish lines in figure 5.10A).

After applying the RBF model in scenario 2 (figure 5.10B), the similarity between the RBF

views was smoothed and decreased in comparison to the image map (in a similar way to

scenario 1). However, the distinction between regions is less evident in this scenario due

to the noise. Since the centroid of the objects was randomly shifted, the separability of

the objects decreased (see region 2 and 3). However, the similarity between the HMAX

views of different objects is increased in scenario 2 (see figure 5.10C). The red lines in the

HMAX map correspond to views were the noise in the centroid of the BDM made the

object to touch the edges of the image (data not shown).

The sum of the similarities in the four regions for scenario 2 is shown in table 5.4. In

this case, the noise affects the separability of the objects.

The results for scenario 3, which used 16 views for each object with no noise (figure

5.11), are similar to scenario 1 . The images of object 1 are similar amongst each other
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Figure 5.10: Similarity map for scenario 2: (A) shows the similarity map for the images. (B)
shows the similarity map of the RBF views. (C) shows the similarity map for HMAX views. For
this scenario, the noise in the centroid of the blob detected makes the maps less uniform (compared
to scenario 1).

Model R1 R2 R3 R4

Scenario 2

IM 26.52 45.75 45.75 37.49
RBF 39.45 54.37 54.37 47.64

HMAX 22.68 33.74 33.74 28.62

Table 5.4: Sum of the normalised similarities for each region of the maps in figure 5.10.

(blueish areas in region region 1). In contrast, only the first views of object 2 are similar

amongst each other, and the last images of object 2 are similar amongst each other (see

region 4 in figure 5.12A). This is because views 2-8 of object 2 share the same orientation

(see views of object 2 in figure 5.5), and views 10-16 of object 2 share the same orientation.

Finally, the similarity between the images of object 1 and object 2 is low (yellow areas in

regions 2 and 3) except for image 1 and 9 of object 2 (which are the views when object

2 appears more rounded, and therefore, more similary to object 1). That is because, by

increasing the number of views, the similarity between the views increases since the object

does not change significantly within consecutive views.
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Figure 5.11: Similarity map for scenario 3: (A) shows the similarity map for the images. (B)
shows the similarity map of the RBF views (C) shows the similarity map for HMAX views.

The RBF map in this scenario (figure 5.11B) is more uniform than the image map (A).
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As before, this is because the RBF mapping makes the difference between the views more

uniform because the contrast in the features detected by the RBF changes more uniformly

than the images themselves. This map shows that the separability of the objects is also

increased (see that the yellowish lines have disappeared). In the HMAX map case (C),

again, the separability of the objects is increased. This map shows very distinctive regions

(see regions 2 and 3 in figure 5.11C).

Model R1 R2 R3 R4

Scenario 3

IM 55.41 166.13 166.13 147.50
RBF 115.62 226.21 226.21 198.49

HMAX 12.17 58.83 58.83 56.28

Table 5.5: Sum of the normalised similarities for each region of the maps in figure 5.11.

Table 5.5 shows the sum of the normalised similarity values for each region in the maps

for scenario 3. In this case, the values show a large difference of the similarities between

regions. Specially for the similarity map for HMAX (similarly to scenario 1).

For scenario 4 (see figure 5.12), the models were trained with 16 views and noise was

introduced to the position of the centroid of the blobs detected. The maps in this scenario

show less clearly separated regions compared to the maps in scenario 3, particularly for

regions 2 and 3 and region 4. There is no uniform reddish area in regions 2 and 3 anymore

(see the greenish and yellowish lines figure 5.12A).
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Figure 5.12: Similarity map for scenario 4: (A) shows the similarity map for the images. (B)
shows the similarity map of the RBF views (C) shows the similarity map for HMAX views.

Even with the presence of noise and more views, the RBF model makes regions 2 and

3 more uniformly reddish than the images (compare regions 2 and 3 in figures 5.12A and

5.12B). This is not the case for the HMAX views where the reddish regions are turned

into blue, only for two views there are reddish lines (views 7 and 11 of object 2) in figure

5.12C). These lines corresponded to views where the noise added to the centroid made the

object touch the edges of the image. Again, it seems more likely to have discrimination

ambiguities in the HMAX model than in the RBF model for this scenario.

Table 5.6 shows the sum of the normalised similarity values for each region in the maps

for scenario 4. In this case, the similarity values reflects the same observation made from
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Model R1 R2 R3 R4

Scenario 4

IM 73.66 156.60 156.60 146.75
RBF 155.67 216.87 216.87 203.00

HMAX 20.22 81.66 81.66 63.59

Table 5.6: Sum of the normalised similarities for each region of the maps in figure 5.12.

the similarity maps that shows that by increasing the noise in the images, the separability

of the objects is decreased, the sum of the normalised similarity values of the regions is

closer amongs each other in comparison with scenario 3.

The overall picture from these results is that when the point of view of the agent during

the testing phase is similar to that in training, the performance of the models would be

similar to the performance shown in the similarity maps. However, it is important to note

that this only would happen if the distance between the agent and the object was kept

constant. In the next section, I present a more dynamic and realistic scenario for a mobile

agent, where the distance and the point of view change continuously.

5.3.2 Testing the models using movement trajectories

The difference in the similarity of the training views for the RBF and HMAX models

suggests that the RBF model should have a better discrimination performance than the

HMAX model when the test views are similar to the training views (see figure 5.7). In

this section the models trained in the four scenarios are tested while the agent follows one

of two different trajectories (see figure 5.6).

Testing using trajectory 1

The response of the models for each time step for trajectory 1 in scenario 1 is shown

below in figure 5.13. During the test trials for trajectory 1 (see figure 5.6), object 1 was

present in the field of view during the first 55 time steps (period 1). After that period, no

object was present in the field of view until time step 125 when object 2 appeared (period

2). Therefore, if the models recognise the objects correctly, during period 1 the signal for

object 1 should be stronger than the signal for object 2. In contrast, during period 2 the

signal of object 2 should be stronger than the signal for object 1.

Figure 5.13 shows the activity of the models tested using trajectory 1. In this case, as

expected, the RBF model recognises both objects correctly for the majority of the time

steps. The difference between the signals for object 1 and object 2 for both models for

scenario 1 is presented in figure 5.13B. The difference between RBF signals is positive in

the first period and negative in the second period. In contrast, for the HMAX model,

object 1 is correctly recognised at the beginning of period 1 and object 2 is incorrectly

recognised for most of period 2 (the difference in HMAX signals for object 1 and object 2

is negative for period 2 in 5.13B). Note that during the last 10 time steps of each period

(approx. from time step 45 to 55 and 170-180), the object appears only partially (or parts

of it are detected by the blob detection mechanism) due to the short distance between the

agent and the object. This is why the performance drops at the end of both periods for
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Figure 5.13: ((A) Recognition signals of the two models for trajectory 1 for scenario 1. (B)
Difference between the recognition signal of object 1 and object 2 (object 1 - object 2) for scenario
1. During the first period, both models classify the views of object 1 correctly except for the HMAX
model at the end of the first period (where the blue line is negative). For the second period, the
HMAX model misclassifies the views of object 2 most of the time. In contrast, the RBF model
performs correctly most of the time.

both models.

In figure 5.14A the model activity is presented for scenario 2. The presence of noise

in the centroids of the blobs detected plays an important role in the performance of the

models. In this scenario, the recognition signals for each object are more similar to one

another in contrast to scenario 1. Therefore, the test views are more difficult to classify

for this scenario (compare the differences between the recognition signals for both objects

in figures 5.13B and 5.14B). This confirms the predictions made in the previous section

where it was shown that the presence of noise in scenario 2 would increase the similarity

of views processed by the models, particularly for the HMAX model.

In scenario 3, 16 views are used during training and no noise is considered. In this case,

the recognition signals of object 1 and object 2 are significantly distinct. As suggested in

the previous section, views of object 1 are easier to recognise (since the similarity amongst

views of object 1 is increased) in period 1 for both models. However, in period 2 only the

RBF model can clearly distinguish between the recognition signals of both objects (see

figure 5.15B).

In scenario 4 (16 views and noise), as with the results in the previous section, the sim-

ilarity between views of the same object increases when more views are added (especially

for object 1). However, when noise is added to the BDM, the similarity increases (see

figure 5.12). When the models are tested using trajectory 1 and trained in scenario 4,

the recognition signals of the models are different even when noise is present for period 1

(compare the first 55 steps in figures 5.16A and 5.14A). However, when object 2 is within

the field of view (period 2), the signals become similar for the RBF model and the HMAX

model.

After observing the results for the recognition task for the RBF and HMAX model
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Figure 5.14: (A) Recognition signals of the two models for trajectory 1 for scenario 2. The signals
of both objects become more similar, compared to the signals in scenario 1. (B) Difference between
the recognition signal of object 1 and object 2 (object 1 - object 2) for scenario 2. During the
first period, the RBF model classifies the test views of object 1 correctly (red line is positive). In
contrast, the HMAX model misclassfies them most of the time (blue line negative). For the second
period, the RBF misclassifies the test views of object 2 (positive red line), while the HMAX model
classifies them correctly (negative blue line).
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Figure 5.15: (A) Recognition signals of the two models for trajectory 1 for scenario 3. With the
absence of noise in the blob detection mechanism and more training views, the difference between
the recognition signals is larger than in the previous cases. (B) Difference between the recognition
signal of object 1 and object 2 (object 1 - object 2) for scenario 4. During the first period, the
recognition signal for object 1 is higher than the signal for object 2 for both models. However, for
the second period, only the RBF signal for object 2 is higher than the signal for object 2.
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Figure 5.16: (A) Recognition signals of the two models for trajectory 1 for scenario 4. (B)
Difference between the recognition signal of object 1 and object 2 (object 1 - object 2) for scenario
4. During the first period of the test, both models classify the test views correctly, except at the
end of the first period for the HMAX model (negative blue line). For the second period, the HMAX
model becomes chaotic. The RBF model classifies the test views most of the time.

trained using the four scenarios and tested in trajectory 1, the general case can be sum-

marised as follows. When less views are used during training (scenarios 1 and 2), the

similarity maps show a significant sensitivity to noise in the BDM, especially for the RBF

model (RBF signals for object 1 and 2 are very similar when noise is added to the BDM).

When more views are used during training (scenarios 3 and 4), the RBF and HMAX

model show an increase in robustness to noise (in comparison with scenarios 1 and 2).

In contrast, the HMAX is less affected by noise with the increase in the number of views

(given that the HMAX views are very similar, the views become easier to discriminate by

adding noise, especially for object 2). Another important thing to notice is that once the

agent is close to the object, the separability of the test views decreases dramatically, this

case was not predicted by the similarity maps given that the distance between the object

and agent when the training views were collected was constant.

Similarity maps for the test phase. In order to have a better idea about the

similarity of the views between the test and the training views, the similarity maps during

the test for each scenario are presented in figure 5.17.

Figure 5.17 shows how similar the current view is at every time step in the test trial

with respect to the training views. Even when the agent is at a distance similar to

training, the view can be very different to the ones used in training. Blue regions in the

maps represent a high similarity (small distance) between the current view during the test

and the corresponding training views at every time step in the trial. Conversely, the red

regions represent low similarity (large distance) between the current test view and the

corresponding training view. So for period 1 of trajectory 1 (test), the lower views should

be bluer (lower left). Analogously, for period 2, the right upper region of the map should

be darker than the right lower region.

The similarity map for the test phase confirms the predicted overall models’ behaviour
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Figure 5.17: Similarity maps for the test phase when the agent is following trajectory 1. The left
column represents the maps for the RBF model and the right column, the maps for the HMAX
model. The different rows correspond to the scenarios in which the models were trained.
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by the activity model figures. For scenarios without noise (1 and 3), the RBF similarity

maps (left column) clearly show a dark blue region in the lower left area (corresponding

to period 1) and a darker region in the upper right area (corresponding to period 2). For

scenarios with noise (2 and 4) these maps show that in the case of using more views during

training (scenario 4), there is a clearer distinction of the right blue regions in the right

areas. Additionally, these maps clearly show the lower discrimination capability of the

HMAX model especially for object 2.

In general, we can see that the noise introduced during training affects the performance

of the RBF model but this effect is decreased when more views are added to the training.

In contrast, the performance of the HMAX model was not significantly changed in the

different scenarios for trajectory 1.

Testing using trajectory 2

When using trajectory 1 during testing, the models relied on the points of view that the

models were exposed during training, to account for the variation in pose of the objects

during testing. I demonstrated that in the case that the views are processed by the RBF

model, the discriminability increases. In contrast, when the views are processed by the

HMAX model, the discriminability of the views decreases. In this section, I analyse the

case when only one point of view is provided during testing.

For trajectory 2, the point of view is kept constant but the scale is changing. There-

fore, in this case the models are tested against scale invariance but not against rotation

invariance. In figure 5.18, the activity of the models is presented for each scenario and

for each object when trajectory 2 is used during the testing phase. The left column corre-

sponds to the model activity when object 1 was in the field of view and the right column

corresponds to the model activity when object 2 was in the field of view. The rows show

the different model activity when the models were trained in the four scenarios.

When the models were trained with 8 views in scenarios 1 and 2 (rows 1 and 2), the

models were significantly affected by noise. In scenario 1, there is a peak in the activity of

the RBF model which corresponds to the time the current view closely matches one of the

training views. This peak does not exist when there is noise added to the BDM (scenario

2) because a close match is not possible since the centroid of the blob detected is randomly

shifted. This shows the high specificity of the RBF model. In contrast, the activity of the

HMAX model shows a higher activity spread around the area where the distance is close

to the training distance. When more views are used during training in scenarios 3 and

4 (rows 3 and 4), the RBF model shows a significant increase in the robustness to noise

for both objects (left and right columns). However, the HMAX model only shows some

degree of increase in the robustness to noise in the case of object 1 (left column).

5.4 Discussion

The experiments in this chapter show that the similarity of the views being processed by

the models was modified differently by each model. For the RBF model the similarity

between views of the same object was increased compared with the image views, addition-

ally, the similarity between RBF views of different objects was decreased. In contrast, the
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Figure 5.18: Model activity during the testing phase when the agent was following trajectory 2
for the four scenarios. Given that the output of the models is deterministic, the model activity
shown in this figure is the same every time the agent approaches the object in the same way.
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similarity was increased for HMAX views between both, the same object, and different

objects. Additionally, it was demonstrated that when using more views, the RBF model

shows a higher robustness to noise in the BDM. In this section I discuss why the simi-

larities between the views are altered differently after being processed by the RBF and

HMAX models.

5.4.1 Dimensionality

The first reason for the difference of the similarity between the RBF views and HMAX

views was the dimensionality of the output of the models. The dimensionality of the input

is 4800, given by the size of the images (60 × 80 pixels), whereas the dimensionality of the

output of the RBF model is 76800, given by the number of orientations and the number

of the filters employed (rows × cols ×numf × numo = 60 × 80 × 4 × 4 where numf is

the number of filter sizes, numo is the number of filter orientations). The dimensionality

of the output of the HMAX model is the size of the last layer of the model (C2), which

was 256. Therefore, the dimensionality of the output of the RBF is significantly larger

than the dimensionality of its input. In contrast, the dimensionality of the output of the

HMAX model is significantly smaller than the dimensionality of its input.

The difference in the dimensionality of the output of the models has an important role

in the discrimination capability of the models. When the output of the model has high

dimensionality, the discrimination power (specificity) increases since the description of each

element becomes increasingly more complete (specific). However, the generalisation power

decreases since the template used to recognise an element is more specific. In contrast,

when the output of the model has low dimensionality, the discrimination power decreases as

the description of each element becomes increasingly more general (less specific). However,

the generalisation power increases since the template used to recognise an element is

more general. The difference in the generalisation and specificity of the models plays an

important role in the separability of the objects being analysed. In the case of RBF,

the template of the objects is expanded (with the increase in the dimensionality) and

in the case of the HMAX, the template of objects is collapsed (due to the reduction of

dimensionality).

5.4.2 The role of the BDM

The second reason for the difference in the similarity between RBF views and HMAX views

is that, given the specificity and generalisation, the BDM has an important role. Since the

generalisation of the HMAX is high, particularly for translation and scale (Riesenhuber

and Poggio, 1999b), the BDM does not add much to the model. However, in the case of the

RBF, the high specificity allows this model to take advantage of the translation and scale

invariances provided by the BDM. This translates into an increase in the discrimination

power of the RBF model and a significant degree of generalisation when provided with the

BDM.

Adding noise to the centres of the blobs detected significantly impacted the RBF model

compared to the impact it had on the HMAX for both trajectories (see figures 5.17 and
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5.18). This perturbation of the RBF model, when fewer views were used during training,

was due to the high specificity of this model, compared to the high generalisation of the

HMAX model.

To summarise, the performance of the RBF model relies on whether or not the test

views are similar enough to the training views (due to the high specificity of the model).

In contrast, the performance of the HMAX model relies on a less specific presentation

of views (due to the high generalisation of the model). In the case where the models

were tested using trajectory 1, the increase in the robustness to noise by the RBF when

more views are considered (scenarios 2 and 4) is due to the increase of the similarity

between the RBF views of the same object and the decrease of the similarity between

the RBF views of different objects (due to the specificity of the model). The HMAX

model is not significantly affected by the noise in the BDM because the similarity between

HMAX views was already high (due to the reduction of the dimensionality and the high

generalisation). Similarly, by adding more views, the similarity between the HMAX views

was only increased.

When the models were tested using trajectory 2, the specificity of the RBF model is

evident when no noise is present (scenarios 1 and 3). In this case, there is a peak in the

activity of the model in figure 5.18 which corresponds to a close match between the test

view and the training view when the distance between the agent and the object during

testing is similar to the distance used during training. This peak does not exist in scenarios

2 and 4 since a close match is not possible (as noise is present). However, the difference

between RBF signals in scenarios 2 and 4 demonstrates the increase in the robustness

to noise in the BDM. The HMAX model activity when using trajectory 2 during testing

demonstrates that when the point of view is fixed and only the distance is changing, the

HMAX model performs better than when the point of view is changed during testing.

The difference between the RBF model activity when the models are tested using tra-

jectory 1 and trajectory 2 suggests that movement can affect the recognition performance

of the models (see the difference between the RBF signals in both trajectories in figures

5.13-5.16 and figure 5.18 especially for object 2).

5.5 Conclusion

In the previous chapter it was demonstrated that it was not possible to use an ER approach

to find controllers that would provide the active vision characteristics necessary in order to

employ a simple model of object recognition with desirable 3D transformation invariances.

However, another implication of embodiment was left unexplored. If simpler movements

are necessary to improve the recognition performance of a simple model, the required

controllers could be simpler. The first step to discovering whether or not this is a viable

option is to investigate whether or not movement can be exploited by the HMAX and

RBF models to improve object recognition.

Therefore, in this chapter I explore whether movement can impact the performance

of the models by training the models using views collected when the agent was following

a circular trajectory and tested when the agent was following one of two trajectories
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to approach the objects. In the first case, the objects were approached by the agent

following an arc trajectory. In the second case, the agent approached the objects following

a straight line trajectory. In order to evaluate whether the models could exploit movement

to overcome variations to different conditions during training, the number of views was

increased from 8 to 16 and random noise was added to the BDM.

The results in this chapter demonstrate that by having a large enough number of views

during training, the RBF model can be robust to noise in the visual system. Additionally,

it the difference in the activity of the RBF and HMAX models when tested in different

trajectories suggests that there could be certain movement that would be better in the

recognition process than others. This suggests that given that the RBF model can be

robust to noise in the visual system and improve the recognition performance by exploit-

ing movement, there is a good possibility of simplifying the complexity of the controllers

required to perform object recognition in an autonomous mobile agent using a simple bio-

logically inspired model. However, the question of what movement strategies are best and

how they can be exploited by the RBF is left unexplored. This issue will be investigated

in the next chapter.



Chapter 6

Movement strategies during learning

6.1 Introduction

Mobile visual systems exploit visual regularities as they gather information by moving, not

only in space but also in time (Chen and Chen, 2004; Aloimonos, 1993). In active vision,

the exploitation of movement is an important issue. The exploitation of movement can

be beneficial for several reasons, for example, movement can provide access to multiple

points of view of an object that would help to discriminate objects. Also, the variation

in visual information imposed by movement, not only in space but in time, can provide

advantages to mobile visual systems. An important aspect to evaluate in the exploitation

of such variations in the visual information is its robustness to perturbations. If the

exploitation of such variations is robust to perturbations or noise in the visual system,

then this approach can be employed in visual systems that deal with significant variations

in environmental conditions, such as mobile agents.

In the previous chapter the HMAX and RBF models were tested using two different

trajectories in order to find out whether models exploit the variation in the visual infor-

mation provided by movement. The results suggest that the variations in incoming visual

information are exploited in a different way by each model. In this chapter, four exper-

iments are carried out to further investigate how visual information varies with simple

movement strategies and how the models exploit these variation. In the first experiment

I study the way the models exploit the variation in the visual information through four

different movement strategies. For the next three experiments, only the RBF model is con-

sidered since the results from the previous chapters indicate that this model outperforms

the HMAX model when enough rotation and scale invariance is provided during training

by the movement strategies. In the second experiment I present another way of exploiting

movement for recognition. This consists of using temporal information which is repre-

sented by the difference between consecutive views (DBCV) instead of using single view

presentations (SVP). In the third experiment the robustness of the RBF model to pertur-

bations to the trajectories using the DBCV is presented. Finally, in the fourth experiment

I analyse the case when movement has to be employed to acquire multiple views in order
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to be able to discriminate similar objects. Additionally, the recognition performance of

the model is analysed in the case that more objects are added to the system.

These results suggest that exploiting the dynamics of agent-environment interaction

can, in certain circumstances, obviate the need for complex models of visual object recogni-

tion. They also show that the performance of the RBF model can be enhanced by training

and testing using dynamic visual signals generated during each movement strategy. Given

the properties the RBF model demonstrated in this chapter, it can be considered a good

candidate for the implementation of a simple model of object recognition in an autonomous

agent in the real world.

6.2 Methods

The general setup in the four experiments is the same as in the previous chapter, involving

a simulated agent performing a simple object recognition task. The agent-environment

system comprises a simple wheeled agent in a flat planar environment containing two ob-

jects (a ‘kettle’ and a ‘bolt’), simulated using the OpenGL library (see figure 6.1). The

visual object recognition system of the agent comprises three parts: a ‘blob detection

mechanism’ (BDM), an ‘analysis module’ consisting of either the HMAX or the RBF

model, and a ‘classifier module’ which classifies the output of the analysis module into one

of two categories (‘kettle’ or ‘bolt’). Each experiment consisted of two phases. First, a

learning phase in which the agent followed one of four different movement strategies (see

figure 6.2) while collecting training views which are used to train either the HMAX or the

RBF model. Second, a testing phase, during which the agent follows a separate move-

ment strategy (testing trajectory) while collecting views used to test object recognition

performance.

B

Object 2Object 1Visual field

A

Figure 6.1: (A) Visual field of the agent: shows object 1 in the field of view. (B) Sample views
of object 1 and object 2: object 1 is a rounded object so it does not have a significant variability
with respect to rotation, in contrast, object 2 has a significantly higher variability with respect to
rotation due to its vertical inclination.

In addition to the general set up, there are specific variations for experiments 2 through

4. For experiments 2 and 3, the input of the classifier module is not only a single view

presentation (SVP), but also the difference between consecutive views (DBCV) to repre-

sent temporal information (definition below). For experiment 4, apart from the initial two

objects, four objects were considered. A description of these objects will be given when

this experiment is presented.

Blob detection mechanism. As mentioned in the previous chapter, the BDM selects

the area of the visual field containing the object (see details of the BDM in section 3.2.3).
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Cropped regions returned by the BDM are normalised to 60 × 80 pixels (a blob) before

being processed by the analysis module.

Analysis module. The analysis module is also the same as used in the previous

chapter. After the regions are selected by the BDM, the analysis module, which can be

either the RBF or the HMAX model, processes the visual information. The details of each

model can be revisited in chapter 2 and 3.

Classifier module. Again, the classifier module employed is the same one presented

in the previous chapters. It consists of a RBFN with view tuned units centred in each

view of the objects (see chapter 3 for details).

Movement strategies The training views were collected when the agent was fol-

lowing one of four different trajectories (these trajectories are called movement strategies

throughout the rest of this chapter).

Testing trajectorystrategy 1 strategy 2 strategy 3 strategy 4

Figure 6.2: Movement strategies. While following the movement strategies, the agent takes
snapshots at uniform intervals. Strategy 1: the agent approaches the object in a straight line.
Strategy 2: the agent passes the object following a straight line. Strategy 3: the agent circles
the object with a fixed radius. Strategy 4: the agent spirals the object. The testing trajectory
consisted of two phases which correspond to the grey segments. In the first period object 1 was
within the field of view and, in period 2 object 2 was within the field of view.

The properties of the set of training views changed depending upon the movement

strategy used during their collection. These strategies were designed in order to provide

different properties in the training views (see figure 6.2). Movement strategy 1, for ex-

ample, allows the agent to exploit the different training distances while using the same

point of view. Therefore, the training views using this strategy only provide variance in

scale. Strategy 2 provides a small degree of variance in perceived rotation (points of view)

and a small degree of variance in scale as well, since the agent is passing in front of the

target object. The point of view changes slightly as the distance between the agent and

the object changes. Strategy 3 provides only variance in points of view since the distance

between the agent and the object is always the same, while the point of view changes

for each training view. Strategy 4 provides a combination of variance in scale and point

of view since the distance and the perspective of the agent to the object are changing

continuously. For each strategy, 16 training views are taken for each object at regular

time intervals. Therefore, training phases varied in length from 160 to 200 time steps

depending on the movement strategy used.

In the testing phase, the agents followed a trajectory (testing trajectory) that differs

from the movement strategies used in the learning phase. The testing trajectory was

designed so it would resemble a plausible situation in the real world where the objects
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are approached in a natural way that provides views of the objects from multiple angles

and scales (see figure 6.2). The testing phase lasted for 200 time steps. During the first

55 steps (period 1) object 1 was present in the visual field and during 125-180 (period 2)

object 2 was present in the visual field.

Temporal information. In experiments 2 and 3 of this chapter an exploration of

temporal exploitation through movement is considered by taking the absolute difference

between consecutive views (referred to as DBCV in the rest of this chapter). The difference

DBCV between consecutive views i and j, is calculated as

DBCV (i, j) = 1/2 · |RBF (i) − RBF (j)| (6.1)

That is, the absolute difference is taken after the views have been processed by the RBF

model (DBC has the same dimensionality than RBF (i)). Otherwise, when no temporal

information was considered, only one view was presented to the model. This case is

referred to as single view presentation (SVP).

6.3 Experiment 1: Movement strategies

In the previous chapter it was suggested that some movement strategies could be better

than others for improving the recognition performance of the object recognition models. In

this experiment I investigate this by using four movement strategies to collect the training

views. To assess the recognition of the models for each movement strategy, the RBF and

HMAX are first trained using the different movement strategies shown in figure 6.2. After

that, the models are tested while the agent traverses the testing trajectory shown in figure

6.2. The performance of the models being trained using the different movement strategies

during learning is shown in figure 6.3.

For strategy 1, HMAX outperforms the RBF model. Since this movement strategy

presents the objects from a single point of view, the models can only acquire scale invari-

ance. For a simple model like the RBF, this strategy would only work if the objects in

the testing phase were viewed from a similar perspective to the one from training phase.

Since this is not the case (the point of view is changing and is different from training),

the RBF model cannot closely match test views to training. However, the HMAX model

is able to generalise when a limited point of view is provided during training. This is be-

cause the features extracted by the HMAX from a single perspective captures higher order

properties of the objects which are in some sense independent of the angle it is viewed at.

For strategy 2, the results are very similar to strategy 1 as the training views are again

taken from a limited set of angular positions. However, when the point of view is varied

significantly during the training phase as in strategy 3, the RBF model’s performance in-

creases greatly. Since the number of points of view is significantly increased, the RBF can

achieve a close match between the training and the test views. In contrast, the HMAX’s

performance decreases, demonstrating that its discriminability can be reduced when the

variability of the training views is increased. Similar results are obtained for strategy 4

where both point of view and scale are changed during training.
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Figure 6.3: Movement strategies and model performance. The performance of the RBF model
increases when the movement strategies allow it to exploit the rotational information during train-
ing. In contrast, the HMAX model performance decreases when the model is exposed to multiple
rotational views during training in strategies 3 and 4. The performance of the models refers to the
number of times the model has a correct guess over the test phase (only averaged over the total
number of presentations during the test phase). Since this number depends on the presentation of
object views which are deterministic (the same views will be presented every time the agent follows
the corresponding trajectory) and the input-output mapping of the models is deterministic, the
bars in this figure do not consider any statistical measure of variance. Note that chance level is
50%.
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I now explain why the training strategy determines the performance of the models. The

reason for a performance change with different movement strategies has to do with the way

the objects change with the movement of the agent and also with the features detected by

each model. The objects used in this experiments are the teapot (object 1) and the bolt

(object 2) used in the previous chapter (figure 6.1). In particular, the variability of the

objects to rotation is significantly different. As object 1 is sphere-shaped, its image does

not change significantly when the agent rotates around it (especially at large distances).

In contrast, object 2 has an off vertical orientation which makes it variable when the point

of view is changed.

Since the RBF model responds mainly to oriented edges, its response depends on a close

match between the test and the training views and we would expect it to fail when a close

match is not possible. When the points of view are limited (strategy 1 and strategy 2), a

close match between the training and testing views is not possible (since the perspective

in which the agent approaches objects is different for strategies 1 and 2, and the testing

movement strategy). In particular, object 2 is difficult to discriminate, as it changes

significantly along the testing trajectory. Thus the overall performance on these strategies

is around 50% (see performance for movement strategies 1 and 2 in figure 6.3). Because

the HMAX model acts on a combination of the dominant features detected by the RBF

(since its first layer is the RBF), it responds to a more generalised pattern of features,

rather than a close match. Since object 1 does not change significantly, the dominant

features will be the ones responding to the main orientation of the object (horizontal).

For object 2, if the object is seen from a single point of view, the dominant features will

be the ones corresponding to the main orientation of the object, roughly 30 degrees from

the vertical in the case of strategy 1. These features (which form the HMAX template for

object 2), will be different to the dominant features detected for object 1 (which form the

HMAX template for object 1), so the discriminability of the HMAX model is high in this

case (figure 6.3).

In contrast, when the point of view is varied significantly during the training phase

(strategies 3 and 4), the RBF achieves a close match between training and testing views.

Since there are more points of view in the training set, the model can cope with object

rotation. In the case of the HMAX model, since object 2 changes its orientation during

training, the model extracts dominant features in many orientations, which form a very

general template and thus decrease object discriminability. This scenario is depicted in

figure 6.4 which shows the models’ output after training with strategy 3. The objects are

within the field of view in different periods (grey segments in figure 6.2) during the 200

time step trial. In period 1 (1-55 time steps) object 1 is within the field of view, and in

period 2 (125-180 time steps) object 2 is within the field of view. For the RBF model, the

agent can correctly discriminate both objects. Note the peak in output that corresponds

to a close match between test and training view (around time step 37). In the case of

the HMAX model, while there is no problem with period 1, in period 2 discriminability is

reduced significantly.

Similarity maps further explain the discrimination ability of the models (figure 6.5).
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Figure 6.4: RBF and HMAX models activity during the test phase using strategy 3. When the
movement strategy provides multiple points of view during the learning phase, the RBF can have
a close match between the training and the test views. In contrast, the HMAX model decreases
its discriminability when more points of view are considered. Period 1 represents the time when
object 1 is within the visual field. Period 2 is the time when object 2 is within the visual field.

As described in the previous chapter, a similarity map is a diagram representing the

similarity between the current view and the training views of the objects (Y axis) at every

time step (X axis). Every point in the map has a grey-scale value dependent on the

distance between the current view and the training view after processing by the analysis

module. The darker a point, the smaller the distance between the views, where distance is

the sum of the absolute difference between the views. Each map is divided in two periods

which correspond to points where the objects are in the agents’ visual field (see figure

5.2A). In the first 55 time steps (period 1), object 1 is present in the visual field and

during period 2 (from 125-180), object 2 is in the visual field.

The upper part of figure 6.5 shows the similarity between views for the RBF, while

the lower shows the similarity map for the HMAX model (HMAX views). If a model was

responding correctly, we would expect darker areas in the lower region of the similarity

map for period 1 and in the upper region of the similarity map for period 2. The similarity

map for the RBF has these general features as it has acquired a degree of both rotation

and scale invariance from the training trajectory. The responses of the HMAX model

however, show that the higher level features extracted for each object are too similar for

the two objects to be discriminated reliably.

Thus we see that the performance of the HMAX model is higher than the performance

of the RBF model when the rotational variation of the training views is low (strategies

1 and 2). In contrast, when the movement strategies provide high variation in the train-

ing views (strategies 3 and 4), the performance of the RBF model is higher than the

performance of the HMAX model.
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Figure 6.5: Similarity maps of the models using strategy 3. The darker the regions in each map,
the more similar the corresponding views. For the RBF map there is an obvious darker region
in the left lower area (corresponding to the views of object 1) for the first period, and a smaller
darker region in the right upper area (corresponding to the views of the object 2). In contrast, for
the HMAX similarity map dark areas appear during both periods for views associated with both
objects.

6.4 Experiment 2: Temporal information using the RBF model

In the previous experiment it was shown through four different movement strategies how

the two models exploit multiple viewpoints in the visual acquisition process. In particular,

when enough variations and number of views are provided during training, the RBF model

outperforms the HMAX model. Therefore, since these are the conditions that will be

provided for the rest of this chapter, from now onwards I will focus solely on the RBF

model.

In this experiment I investigate whether temporal information can be exploited by the

RBF model. The temporal information is represented in this experiment as the absolute

difference between consecutive views (DBCV) after being processed by the model. That

is,

DBCV (i, j) = 1/2 · |RBF (i) − RBF (j)| (6.2)

where i, j are object views and RBF (i) is the output of the RBF model after processing

the view i.

First, I evaluate the performance of the RBF model using DBCV to find out whether

or not this type of structure can be used for object recognition. After that, I investigate

whether or not the temporal structure of the DBCV is exploited by the RBF model.

Model performance using DBCV. The RBF model was trained using the four

movement strategies and evaluated using the testing strategy during the testing phase.

This was the same setup as when a single view was presented to the system (SVP) in the

previous experiment, but this time using the DBCV.
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A comparison of the performance of the model when using SVP and DBCV is presented

in table 6.1. The results are broadly similar to the case when a single view (SVP) is

presented to the model showing that DBCV can be exploited by the RBF and provide the

same invariances to rotation and scale as when the model was trained using SVP.

strategy SVP DBCV

1 50 51
2 51 56
3 92 73
4 94 95

Table 6.1: Comparison of the performance (%) of the RBF model using SVP and DBCV using
the four movement strategies during training and the test trajectory during the testing phase. The
performance refers to the number of times the models guess correctly over the number of time
steps in the test phase.

Exploitation of the temporal structure in the DBCV.

In order to test whether or not the RBF is exploiting the temporal structure of the

DBCV, the model was trained in two different conditions. In the first one, the order of

the training views was the same order in which the views were collected while the agent

traversed the corresponding training strategy (normal order). In the second condition, the

order of the training views was randomised before being processed by the model (random

order). That is, if during training the views were v1, v2, . . . , v16 (normal order), in the

second condition the order of the views to calculate the DBCV could be v15, v8, v1, . . . , v2

for example.

A significant difference in the model activity (ie output of the classification module)

between the cases when normal order and random order of the training views are employed

means the model activity depends on the order the views were presented during training,

which in turn demonstrates an exploitation of the temporal structure in the DBCV by the

RBF model.

Since the exploitation of temporal structure depends on the changes the objects’ views

undergo while the agent is moving, the most suitable movement strategies to use in this

experiment are the ones that provide multiple points of view and scale variation. The

movement strategies that provide such types of variances are strategies 3 and 4. Therefore,

I will use only these strategies when analysing the temporal information.

Additionally, I will mainly focus on object 2 because this object has an off vertical

orientation, therefore, it is significantly variable in rotation. In contrast, object 1 is a

rounded object and so appears similar from any perspective (so the order in which the

views of object 1 are presented is not significantly relevant).

Figure 6.6 shows the RBF recognition signal (model activity) using DBCV when strat-

egy 3 was used during training and testing. When the order of the training views is

randomised (in the sense that the training views are presented to the system in a ran-

dom order, rather than in the sequential order in which the training views were originally

collected), the recognition signal in the model drops (right column) in comparison with

the case when the training views were presented to the model in the normal order (left
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column). This shows that the order in which the views are presented to the model is im-

portant, therefore, when the training and testing trajectories are similar, the RBF model

exploits the temporal structure of the DBCV.
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Figure 6.6: RBF recognition signal (model activity) using the DBCV and trained using strategy
3 and tested in the same trajectory with randomised and normal ordered training views. The left
column figure shows the RBF recognition signal for normal conditions and the right column figure
shows the recognition signal for random ordered training views.

In order to test the exploitation of the temporal structure in the case where the tra-

jectory used during training and testing are different, the RBF model was trained using

strategy 4 and tested using the testing trajectory. Once again, two cases are presented,

one when the order of training views is normal and the other one when the order of the

training views is randomised.
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Figure 6.7: RBF model activity when trained using strategy 4 and tested using the testing
trajectory. Left column: normal order of the training views. Right column: random order of the
training views.

Figure 6.7 shows the model activity in the case when strategy 4 was used during

training and the testing trajectory during testing. In this case, the exploitation of the

temporal structure of consecutive views is less distinctive since the difference between

the model activity (when object 2 is present in the visual field) between the ordered and

randomised case is very small especially for period 2. 1

This experiment shows that the exploitation of the temporal structure is affected by

the way the visual information is presented to the model, meaning that the RBF model

can exploit the temporal information provided by the DBCV. In the next experiment a

study of the robustness to perturbations to the training and testing trajectories for the

RBF model using temporal information is presented.

1Different randomised orders of the training views were tested (data not shown) and for particular
randomised orders the difference between the activity of the model when the order was normal versus
when it was randomised, was almost nonexistent.
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6.5 Experiment 3: Robustness of the RBF when using

temporal information

The previous experiment demonstrated that the exploitation of the temporal structure

by the RBF model using DBCV depends on how similar the variations in the views are

(imposed by the trajectories) during the training and testing. In this experiment I further

investigate this issue by analysing the exploitation of the temporal structure when the

training and testing trajectories are perturbed.

First I analyse the robustness of the RBF model when using the DBCV to perturbations

of strategy 3 during testing. The perturbations to strategy 3 consisted of varying its radius

or moving its centre. After that, I investigate the robustness of the RBF model when

using DBCV to perturbations of strategy 4. The perturbations to this strategy consisted

of moving its centre and varying the intervals when the views are taken.

6.5.1 Changing the radius of strategy 3

The first robustness test consisted of increasing the radius of the trajectory used during

testing. In the following figures the activity of the RBF model is presented using strategy 3

during training and modifications of the same trajectory during testing while using object

2 (chosen for its variability in consecutive views, as in experiment 2). The activity of the

model is shown using normal and random order of the training views presented to the

model using DBCV.
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Figure 6.8: RBF model activity for different radii of strategy 3. The left column shows the
activity when using ordered training views. The right column shows the activity when the order of
the training views was randomised. The first row shows the activity when using the same radius
during training and testing. The middle row shows the activity when the radius of the testing
strategy was increased to 4. Finally the bottom row shows the activity when the radius is 6.

Figure 6.8 shows that the RBF model exploits the temporal structure when using the

same strategy during training and testing even when the radius of the trajectory is double



Chapter 6. Movement strategies during learning 115

the radius used during training. When the radius is the same during training and testing

(top row), the recognition signal drops significantly when the order of the training views

is randomised. Even when the model activity shows that the recognition signals become

more similar when the radius is increased (middle and bottom rows of the left column),

there is a significant difference in signals for object 1 and object 2 compared to the case

when the order of the training views was randomised (middle and bottom row of the right

column). Therefore, when using strategy 3 during training and the radius is increased

during testing using the same strategy, the RBF model can still exploit the temporal

structure in the DBCV.

6.5.2 Moving the centre of strategy 3

In this case, the radius of strategy 3 was kept constant during training and testing. How-

ever, the centre of the trajectory was moved during the testing phase. Figure 6.9 shows

the RBF model activity for different cases where the centre of the testing trajectory is

placed away from its position in training.

0 20 40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1.0
ob 1
ob 2

0 20 40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1.0

0 20 40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1.0

0 20 40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1.0

0 20 40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1.0

0 20 40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1.0

cl
as

si
fi

e
r 

m
o

d
u

le
 o

u
tp

u
t

normal order random order

ce
n

te
r 

4
.2

ce
n

te
r 

4
.8

ce
n

te
r 

6
.0

ob 1
ob 2

Figure 6.9: RBF model activity when the centre of the strategy 3 was moved during the test
phase. The left column shows the activity when using ordered training views. The right column
shows the activity of the model when the order of the training views was randomised. The figures
in the first row show the activity when placing the centre at (0, 4.2). The figures in the middle
row show the activity when the centre was placed at (0, 4.8) and the figures in the bottom row
show the activity when the centre was placed at (0, 6).

By changing the centre of the trajectory during the test phase, the distance between

the object and the agent was different along the test. Therefore, the scale of the object

views changed continuously along the trajectory, as well as the point of view. Since

this variation was not present during training, this is reflected in the exploitation of the

temporal structure of the DBCV. Even when the figure shows that the RBF model exploits

the temporal structure when using the DBCV, the difference between the model activity

in normal order versus random order is less evident than in the previous case when the
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radius was increased during testing.

6.5.3 Using strategy 3 for training and the testing trajectory for testing.

In this case the trajectories during training and testing were different. Figure 6.10 shows

the activity of the RBF model when trained using strategy 3 and tested using the testing

trajectory. In this test, both objects are present. During the first part of the test, object

1 is within the field of view (period 1) and during the last part of the test, object 2 is

within the field of view (period 2). For this test only the training views of object 2 were

considered with normal and random order. Therefore, only the activity corresponding to

object 2 (grey lines) changes.
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Figure 6.10: RBF model activity for the testing trajectory when using strategy 3 during training.
The left column shows the activity when using ordered training views. The right column shows
the activity when the order of the training views of object 2 are randomised.

The difference in the model activity between the normal (left column) and random

(right column) orders of the training views shows that the RBF model exploits the tem-

poral structure of the DBCV. However, in the previous experiment where the model was

trained using strategy 4 and tested using the testing trajectory, the difference in the ac-

tivity between the cases when using normal versus random order seemed less distinctive

(see figure 6.7). In the next section I investigate this by gradually modifying strategy 4

to find out why the exploitation of the temporal structure of the DBCV decreases when

using strategy 4 during training and the testing trajectory.

6.5.4 Moving the centre of strategy 4

The first modification made to strategy 4 during testing consisted of moving its centre.

The RBF model activity in figure 6.11 shows that in this case the exploitation of the

temporal structure of the DBCV decreases significantly when the centre of strategy 4 is

moved during testing in comparison with the case when strategy 3 was used.

The activity of the RBF model in this case shows that there is practically no exploita-

tion of the time structure of the DBCV. An important issue to consider in this case is

that by moving the centre of strategy 4, the distance between the agent and the object

increases and decreases continuously (see distance in the figure 6.9). In contrast, during

training, this distance only increases. Therefore, the exploitation of the temporal struc-

ture is significantly affected, even when the time intervals during training and testing are
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Figure 6.11: RBF model activity when trained and tested using strategy 4 and when the centre
of the trajectory is moved during the test. The left column shows the activity when ordered views
were used during training. The right column shows the activity when views were randomised
during training. The top row shows activity when the center of the testing trajectory was at (0, 4)
(as in learning). Middle row shows activity when the centre of the trajectory was at (0, 4.8) and
the bottom row shows activity when the centre was at (0, 6.0).
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the same. Another issue that changes between training and testing is the time intervals

in which the views are taken. During training, the time interval is 10 time steps, while

during testing, the time interval is 1. Therefore, the amount of change in consecutive

views could be so large that the temporal structure could not be exploited. This issue is

investigated in the next case.

6.5.5 Considering interval timing for strategy 4

In order to evaluate the role of time intervals at which the views were taken, I analyse

the model activity for two conditions. One when the time intervals are the same during

learning and testing, and when the time intervals are 3 time steps during training, and 1

time step during testing.

Figure 6.12 shows the activity of the RBF model using similar intervals during training

and testing.
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Figure 6.12: RBF model activity during testing trajectory. The model was trained using strategy
4: In the top row, the interval between each view is 10 time steps during training and testing.
In the bottom row, the interval was 3 time steps during training and 1 time step during testing
(continuous). The left column shows the activity when the model is trained using ordered views
and the right column shows the model activiy when using randomised training views.

In the first case (top row in the figure), the interval is 10 time steps during learning

and testing phases. In the left column, the RBF model shows the activity when the

training views of object 1 and object 2 were ordered. In the right column the training

views of object 2 were randomised. The difference between the left and right columns of

the first row shows that, when the interval is the same during training and testing, the

model does exploit time dependency when using the DBCV. In the second case (bottom

row in the figure), the interval is 3 time steps during the training phase and 1 time step

during the testing phase. In this case, the difference between the left column and the right

column shows that the RBF model does exploit the time dependency when the intervals

are similar. Therefore, the exploitation of the temporal structure was significantly affected

when strategy 4 was used in the previous cases.
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6.6 Experiment 4: Using more objects

In the previous experiments it was demonstrated that the RBF model can exploit temporal

structures in the DBCV to perform object recognition. However, the possibility that

movement can provide advantageous points of view to aid visual discrimination for the

case where similar objects were being analysed was left unexplored.

In certain conditions, two objects can be very similar from a particular point of view.

A single view might not contain enough information to allow the visual system to recognise

a particular object unambiguously. In the real world, this problem is often resolved by

motion which provides visual systems with different perspectives that help to discriminate

objects. As a way of mirroring this, active vision in artificial visual systems allows for the

purposive control of sensors which provides multiple views. This experiment presents a

study of the RBF model where the use of movement strategies represents an advantage to

discriminate similar objects.

First, in order to study the temporal information exploitation in the recognition process

for tasks where rotation of objects was important for discrimination, a third object was

used in the experiment. The third object is very similar to object 2 (bolt), however, in one

of its sides it has an extra branch. This object (bolt 2), therefore, needs to be seen from

a perspective where the extra branch can be seen so that it is distinguishable from the

original bolt. After running the experiment with three objects, I consider three additional

different objects in the object recognition tasks. In this case I compare the activity of

the model when using the DBCV when the training and testing trajectories were similar

versus the case when they were different.

Using 3 objects. In figure 6.13 an example of a training view for each object is

shown. Object 3 is very similar to object 2. Object 4 is a simple model of a house. This

object has significantly more texture than the others, with bricks and rock textures in the

walls, a wooden door, a roof texture and windows. Object 5 is an extinguisher, from some

views this object is similar to objects 2 and 3. Object 6 is a model of a webcam.

1 2 3 4 5 6

objec ts

Figure 6.13: Examples of views of the objects. Object 1: teapot, object 2: bolt1, object 3: bolt2,
object 4: textured house, object 5: extinguisher, object 6: webcam.

At first, objects 1,2 and 3 were used to train the model and only objects 2 and 3 were

used during the test. In order to discriminate between objects 2 and 3, it is necessary to

move so that the difference between these two objects becomes significant.

When the way the objects change along the trajectories is not very similar during

training and testing (left column), the model activity shows that the RBF model using



Chapter 6. Movement strategies during learning 120

0 20 40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1.0

ob 1
ob 2
ob 3

0 20 40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1.0

0 20 40 60 80 100 120 140 160 180 2000

0.2

0.4

0.6

0.8

1.0

0 20 40 60 80 100 120 140 160 180 2000

0.2

0.4

0.6

0.8

1.0

ob 1
ob 2
ob 3

cl
as

si
fi

e
r 

m
o

d
u

le
 o

u
tp

u
t

   
   

   
  S

V
P

D
B

C
V

Trained S3 - Tested T1 Trained S3 - Tested S4

Figure 6.14: Model response during the testing phase. The first row shows the activity of the
RBF model when a single view presentation (SVP) was used. The second row shows the model
activity when DBCV was used. The left column shows the model activity when the model was
trained using strategy 3 and tested using the testing trajectory. The right column shows the model
activity when the model was trained using strategy 3 and tested using strategy 4.

DBCV is not distinctively better than when using SVP (the response for object 3 is not

very different than the response for object 2 in both cases). However, when the way the

objects change along the trajectories is similar during training and testing (right column),

using the DBCV is significantly better than using SVP.

co
rr

e
ct

 (
%

)

    DBCV       SVP
0

10

20

30

40

50

60

70

80

90

100
S3T1

    DBCV        SVP
0

10

20

30

40

50

60

70

80

90

100
S3S4

Figure 6.15: Comparison of the performance of the RBF model for DBCV and SVP conditions.
The percentage corresponds to the average number of the total correct classifications during the
test phase. For the trajectory 1 (left graph) the total number of presentations is 110 (55 in period
1 and 55 in period 2). For strategy S4, the total number of presentations is 200. Since the model
is deterministic, the bars only represent the average of the correct guesses over the total number
of views (presentations) during the test trial.

Figure 6.15 shows a comparison of total number of correct guesses by the RBF model

when using SVP and DBCV. This figure shows that the performance of the RBF model

using DBCV can improve the recognition process when the views of the objects change

along the trajectories in a similar way during training and testing. The percentage corre-

sponds to the average number of correct object recognition guesses during the test phase.

For test trajectory T1, the number of presentations is 110 (55 during period 1 and 55

during period 2). For movement strategy S4, the number of presentations is 200.

In order to test whether the RBF was using the temporal structure of the DBCV when
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using six objects, the order of the views was randomised during training. The results show

than even when using more objects, the RBF model does exploit the temporal information

when using DBCV and can correctly discriminate between objects that are very similar

from multiple points of view (objects 2 and 3. See figure 6.13) only if the trajectories

during and training and testing are very similar.
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Figure 6.16: RBF model activity during the testing phase and using strategy 4 during training.
Object 1 was present in period 1 and object 2 was present in period 2. This time the model was
trained using 6 objects.

Figure 6.16 shows the RBF model activity when strategy 4 was used during training

and the testing trajectory was used during the testing phase. In this case, when the tra-

jectories are different during training and testing, the model fails to correctly discriminate

between object 2 and 3 when using the DBCV. This is in contrast to the case when using

SVP (top row). However, the difference between the model activity when the order of

the views was random (bottom row) and normal (middle row) shows that the RBF model

exploits the temporal structure of the DBCV. Having different movement strategies during

training and testing affects the RBF model when using DBCV because the way the views

change is different between training and testing, which is what the DBCV measures.

In contrast with the previous case, the RBF model activity was also analysed when the

training and testing trajectories were similar and six objects were used. In this case, object

3 was present during the test phase. Figure 6.17 shows a comparison of the RBF model

activity for the case where the movement strategies are similar during training (strategy

3) and testing (strategy 4) when using SVP and DBCV.

In this case, the model is trained using strategy 3 and tested using strategy 4 (these

two movement strategies are similar). The activity in figure 6.17 shows that in this case,

the RBF model can correctly discriminate between object 2 and object 3 when using
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Figure 6.17: RBF model activity comparison between the cases when using 3 or 6 objects during
training when using SVP and DBCV. For this experiment, object 3 was present in the arena during
the test phase.

DBCV. In contrast, when using SVP, the model fails to correctly discriminate between

these objects along the trajectory during testing. In this case, the exploitation of the

temporal information proves to be useful in the discrimination of similar objects.

6.7 Discussion

In this chapter four experiments were carried out. In the first experiment it was demon-

strated that there are differences in the efficacy of movement strategies for acquiring visual

information with the RBF and HMAX models. It was demonstrated that when the train-

ing views provide enough variation in rotation and scale, the RBF model outperforms the

HMAX model. The reduction in the recognition performance of the HMAX model when

using strategies that provide significant variation in rotation and scale, shows that the

reduction of the dimensionality and the generalisation by the HMAX (explained in the

previous chapter) decrease its capability to discriminate between two simple objects when

a BDM is used (see similarity maps in the first experiment). In contrast, the increase in the

performance of the RBF model when enough variation in rotation and scale are provided

through the movement strategies during the training shows that this model increases its

discrimination capabilities when using an active BDM due to its high specificity.

In the second experiment the difference between consecutive views was used to rep-

resent temporal structure in the presentation of visual information. In this experiment

it was demonstrated that the RBF model can use the DBCV to perform object recogni-

tion. It was also shown that the degree of exploitation of the temporal structure in the

DBCV changes with the employment of different movement strategies. In some situations

the RBF model using the DBCV performed object recognition correctly even when the

temporal structure in the DBCV was not exploited by the RBF model. When only two

objects are used, the DBCV was smaller for views of the same object than between views

of object 1 and object 2. The model fails to correctly discriminate the objects when this
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is not the case. Potential problems can arise when using more objects where the DBCV

for the same object is not smaller than views for different objects. In these cases, the use

of the SVP shows a better recognition performance than when using DBCV.

In the third experiment, the robustness of the RBF model was tested to perturbations

in the trajectories when using DBCV. This experiment shows that the robustness of the

RBF model to perturbations in the trajectories depends on the nature and amount of

change that the views of the objects go through during training and testing. These results

further explain the conditions that determine the similarities in these changes. For exam-

ple the amount of change can be determined not only by movement itself but also by the

intervals in which the views are taken during training and testing. Additionally, studying

the robustness of the models to perturbations in the testing trajectories is important be-

cause it can shed some light on the characteristics of the required movements of the agent

during testing. For instance, if the model is robust to perturbations to the testing trajec-

tories for a particular task, then the motor control of the agent during testing would not

need to be so restrictive. In that case, it could be easier to find a controller that could solve

such a task. In contrast, if the recognition process is severely affected by perturbations

of the testing trajectories, the required movements would need to be particularly precise

and would impose additional restrictions on the controller. These experiments show that

when the amount of change in consecutive views is significantly different during training

and testing, the RBF model shows a better recognition performance using SVP than when

using DBCV.

In the fourth experiment, multiple objects were considered. In particular it was shown

that for objects that are very similar from most points of view, the exploitation of the

temporal structure in the DBCV can be advantageous for the RBF model when the tra-

jectories during training and testing are similar. This experiment also demonstrates that

the exploitation of temporal structure by RBF model can be used when more objects

are considered. In this case, recognising the way the objects change between consecutive

views can be advantageous over a single view presentation, particularly for objects that

look very similar from multiple points of view.

6.8 Conclusion

In this chapter it was demonstrated that there are movement strategies that can provide

enough variation in the visual information during training so that the RBF model can

outperform the HMAX model. It was also demonstrated that the DBCV can be exploited

to improve the recognition performance of the RBF model when the training and testing

trajectories are similar. Additionally, it was demonstrated that the robustness of the RBF

model depends on the similarity between the changes that consecutive views undergo dur-

ing training and testing. This similarity is not only dependent upon the way the agent

moves during training and testing, but also upon the time intervals when the consecu-

tive views are taken. Finally, it was demonstrated that the DBCV can be used by the

RBF model to perform object recognition when multiple points of view are required to

discriminate similar objects and also when more objects are used.
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The experiments in this chapter provide evidence that the RBF model is a good can-

didate for autonomous mobile agents performing object recognition. This is because when

enough variation is provided during training through the movement strategies, the RBF

model can perform object recognition in a mobile agent reliably. Additionally, the use of

temporal information by the RBF can be beneficial when movement strategies are similar

during training and testing, even with multiple objects, and also because the model is

robust to perturbations in the trajectories during testing.



Chapter 7

A simple model of object recognition

in the real world

7.1 Introduction

In previous chapters it was demonstrated that in simulated conditions the RBF model

could perform active object recognition reliably when aided by an attentional mechanism.

Specifically, the RBF model exploited the variation in scale and rotation in the visual

information acquired by four different movement strategies. It was also demonstrated

that this model is robust to perturbations in the visual system as well as to perturbations

in the trajectories used to acquire the visual information. These results suggest that this

model is a good candidate to perform object recognition in an autonomous mobile agent,

at least in simulation. However, to prove its worth, research work of this type must have

its predictions validated in the real world.

In the field of robotics research, there has been much discussion about the advantages

and disadvantages of carrying out experiments in simulation as opposed to using real

robots. On the one hand, simulations allow us to cross the “real time gap” where processes

are not restricted to function in real time but can work on a faster time scale. This aspect

can be a great advantage in Evolutionary Robotics (as was shown in previous chapters).

Simulations can also provide the advantage of carrying out experiments in extremely well

controlled conditions, and reduce the costs of building and maintenance. On the other

hand, it has been argued that when using simulations there is the risk of studying problems

that actually do not exist in the real world. This can be a serious problem when the

research being conducted is meant to help to understand phenomena in the real world.

There is also a concern that by using simulations, there is a chance that the solutions or

explanations do not translate into the real world (Brooks, 1992; Floreano et al., 1998).

In order to validate the results of the previous chapters, in this chapter I therefore

implement experiments in real world conditions. However, these experiments differ from

the ones carried out previously in simulation as the real world is much more complex for

visually guided agents. This is primarily because the real world is a very noisy environment

compared to a simulated experiment. First of all, the visual information in the real world
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is very noisy. For example, there are shadows, different illumination conditions, reflections,

etc., that were not present in the previous simulated experiments. Secondly, the motors

and sensors are also noisy, making it difficult to control the interaction between visual

sensors and motors with arbitrary precision. Therefore, when working with real world

biomimetic visually guided robots, there are certain aspects that need to be restricted to

be able to study the particular problem we are interested in. The main restriction here is

the use of a gantry robot (to be described in detail below) rather than a simulated wheeled

robot. This allows us precise and therefore repeatable control of movement. This allows

us to focus on the impact and interaction of environmental and sensor noise. While motor

noise also has an impact in the real world, its nature will depend on the type of robot

used and focus on this aspect is not relevant to this thesis.

In this chapter the RBF model is evaluated in three real world object recognition

experiments, using seven different objects. In the first experiment the model is tested using

single view presentation (SVP). In the second experiment the exploitation of temporal

information by the RBF model was tested using the difference between consecutive views

(DBCV). In both experiments the exploitation of the variation of the visual information in

the object views is analysed using four different movement strategies. The results of these

experiments validate the predictions made in the previous chapters. The object recognition

performance of the RBF model is influenced by the variation in the object views acquired

during movement. Furthermore, this movement-defined variation determines regions in

the arena where the recognition performance of the model improves.

7.2 Methods

7.2.1 Experimental set-up using the Gantry robot

The experiments in this chapter were carried out using the Gantry robot: a large precision

Cartesian robot with a panoramic camera in a 3D arena measuring 300cm × 200cm ×

200cm. Seven objects were placed individually in the center of the arena and images were

taken from each vertex of a grid of 290/5 cm × 170/5 cm positions, except for a circular

buffer region around the centre of the arena (where the object was placed) measuring 25

cm (see inset in figure 7.1).

As with the previous experiments carried out in simulation, the experiments in this

chapter consisted of two phases. During the first phase the RBF model was trained using

views collected by the Gantry robot from grid positions specified by one of four movement

strategies. This phase was performed for each of the seven objects individually, resulting

in seven trained networks. During the testing phase the model was presented with object

views collected from every location in the arena. At each location, the seven trained

networks are presented with a view of all objects, one at a time. The network with the

highest output indicates which trained object the presented object is recognised as.

The experiments use the toy-like objects shown in figure 7.1: a black truck, potato

man, ninja, truck, squirrel, frog, and red truck. The set of images for each object formed an

object image database with 2004 images, giving 14, 028 images in total. In figure 7.1, the

different objects used in these experiments are shown. The characteristics of the objects
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Figure 7.1: Gantry robot and the seven objects used for the object recognition tasks. At the end
of the mechanic arm, there is a panoramic camera. Inset: 1700 × 2900 mm arena. The black circle
represents the circular buffer where the object was placed.

are intentionally chosen so that the recognition tasks were not trivial. For example, there

are similar objects in one category (three trucks with similar shapes). Also, the colour

intensities of the different objects are similar in several cases (the potato man and the

squirrel).

Although the visual conditions in the arena are controlled to some extent, a plain

background (not uniform though), nearly constant illumination conditions (not uniform

though) and non-cluttered scenes, this is not a trivial task. It is important to note that

the purpose of this chapter is to evaluate whether the intuitions from simulation carry

over to reality. A further step in the investigation of this model in real world conditions

would be to study the model in more challenging conditions.

7.2.2 The visual system

The visual system of the RBF model used in this chapter is the same as in the simulated

cases, namely the visual system consisted of two modules, an analysis module and a

classifier module (see sections 3.2.1 and 3.2.2 for a detailed description). However, the

visual information in this case is acquired by a real panoramic video camera. The video

stream from the panoramic camera consisted of a series of 360 degrees panoramic colour

images.

Visual information The panoramic images were converted into grey scale images.

These images were “unwrapped” (the algorithm is described in table 7.1) and cropped

into 360 × 400 pixels images. Figure 7.2A shows an example of a panoramic image taken
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from one particular position using the ‘redtruck object’. In figure 7.2B the unwrapped

version of the image is presented.

A

B

Figure 7.2: Example of a panoramic image and the corresponding unwrapped and cropped image.

Blob detection mechanism. A blob detection mechanism (BDM) was implemented

to select salient features in the images. This mechanism was the same as the one used in

section 3.2.3 (and in simulations in chapters 5 and 6). Very briefly, this blob detection

mechanism consisted of selecting salient regions by dilating fragments found by an edge

detector (see section 3.2.3 for details). In order to select a particular detected blob in the

visual field, three “attention criteria” were used: 1) the order in which the blobs detected.

The last blob detected was selected since most of the time the last blob corresponded to an

object. 2) the pixel intensity of the blobs detected. The least brightest blob detected was

selected since most of the artifacts were reflections which had a very high pixel intensity.

3) The last criteria was the eccentricity of the detected blob. In this case the most rounded

blob was selected since the shape of most of the reflective artifacts were thin and large.

The best performance of the BDM was obtained using the third criteria.
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1) Select the centre of the panoramic image (which is determined
by the camera settings).

2) Set r in [100, 400] and theta in [1, 360] (which corresponds
to the region of interest in the panoramic images (figure 7.2).

3) For each r and theta, use the centre of the image to:
a) calculate where in the array of pixels r, theta is.
b) based on the existent data and the position you want,
calculate the gray-scale value through a 2-dimensional
bicubic interpolation (using matlab function interp2).

Table 7.1: Unwrapping algorithm to convert panoramic images into landscape images.

Accuracy of the BDM Five different artefacts triggered the detection of blobs in the visual

field, namely: an object; parts of an object; a reflection or set of reflections; a shadow;

parts of the arena. Only the first is a correct blob identification. Once the blobs were

selected, they were cut and normalized to a size of 80 × 60 pixels. In contrast to the

simulated case, this blob detection mechanism was quite noisy, only 60-80 % of the times

the correct blob was selected (for the best attention criteria). In the other cases, shadows,

reflections or part of objects were selected as blobs and passed to the analysis module.

In order to measure the accuracy of the BDM used in these experiments, 100 random

detected blobs were manually evaluated to see if the object was correctly identified by the

BDM. This process was carried out five times. The average accuracy for the BDM when

using the eccentricity criteria was 80% with a standard deviation of 4.47.

7.2.3 Movement strategies

In the previous experiments, the trajectories of the agents were hard-wired. That is, there

was no explicit interaction between sensory information and motor control, and images

processed during the simulation were taken every 10 time steps. An image database was

built for every possible position of the robot in the arena by taking images from a grid of

points (see the inset in figure 7.1). The object view to be processed was determined by

one of four movement strategies (as shown in figure 7.3).

For strategy 1, 16 points (in a vertical line) in the arena are used to select the 16

training views from the databases. For strategy 2, 16 points (in a horizontal line) in the

arena, are used to select the 16 training views from the databases. For strategy 3, 16 views

around the object were collected following a circular trajectory and finally, for strategy 4,

16 views were collected around the object following a spiral trajectory.

The left column of figure 7.3 shows the different movement strategies used to collect

the training views in the following experiments. Note that because of dimensions and the

discretisation of the arena into a grid of points, the strategies are slightly different to the

ones used in the simulated experiments. For example, strategy 1 does not go straight to

the object but, slightly to its left. Therefore, strategy 1 provides not only scale variation

but also rotation variation in the object views. This is in contrast to the simulated case

where this strategy only provided variation in scale. In strategy 2, the scale variation is

significantly larger than in the simulated case. Strategy 3 is positioned very close to the
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object in comparison with strategy 3 in simulation. Finally, strategy 4 in this case has a

scale variation significantly smaller than in the simulated case.

During the testing phase, in some of the following experiments the positions in which

the test views are collected are restricted to a particular region in the arena. This region,

called “the advantageous zone” is a ring around the object (see figures 7.4). The shape

and dimensions of the region were chosen arbitrarily based on the general performance of

the RBF model where most of the recognition signal was correct (that is, the positions

where the object in the arena was correctly recognised). This particular set up for the

advantageous zone was selected based only on the performance of the RBF model when

using SVP, although it was also employed to evaluate the model using the DBCV (see

figure 7.6). Optimisations of the parameters of the region could be based on the levels

of the recognition signals, for example using a threshold for the recognition signals to

determine its limits.

7.3 Results

Two experiments were carried out in this chapter with the primary objective of validating

whether the RBF model can operate in the real world. Specifically, the first experiment

investigates how the variation in the training views due to different movement strategies

can be exploited and whether performance varies in different parts of the arena. The second

experiment performs a similar analysis to investigate whether temporal information can

be exploited by the RBF model in the real world.

7.3.1 Experiment 1: Movement strategies and RBF model in the real world

This experiment consisted of training the model using single view presentation (SVP). The

training views are collected using the four different movement strategies. The model was

then tested in two conditions, first in every possible position in the arena and secondly,

in a restricted region in the arena (the “advantageous zone” previously described). The

results of the first case are shown below in a recognition map (figure 7.3). A recognition

map is a grid with every possible position in the arena. For each training trajectory, the

model is tested by presenting views of all seven objects for every position in the arena. The

warmer (redder) the colour of a particular position, the more correct guesses the model

made in that position.

The recognition maps in figure 7.3 show that the RBF exploits the variation in the

visual information provided by the four different strategies. The distribution of the recog-

nition performance in the figure shows that there is a zone in the arena where most of the

strategies are better exploited.

In this experiment the recognition maps show that the RBF model exploits the varia-

tion in scale and rotation in the training views provided by the four movement strategies.

This variation in scale and rotation in the training views shaped the regions in the arena

where the model has a better performance. For strategy 1, this region corresponds to the

area where the training views were collected. For strategy 2, the region where the model

has a better performance is more spread out than in the previous case, and this time it is
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Figure 7.3: Recognition maps for every strategy using the RBF with SVP. The left column shows
the four movement strategies to collect the training views.
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Figure 7.4: Advantageous zone. Recognition map when using SVP and strategy 1.

more horizontal rather than vertical, which again reflects the way the training views were

collected. This is due to the fact that in strategy 2, the variation in scale and rotation was

significantly larger than in strategy 1. In general, the maps for strategy 1 and strategy

2 show significant red regions only from the side of the arena were the training views

were collected. That is, the performance of the model is poor when trained using these

strategies because the recognition of the objects when evaluated from points of view which

were not present during training becomes ambiguous.

For strategy 3, the region where the model has a better performance is very similar

to the area where the training views were collected. In this case, the scale variation was

nonexistent, but the rotation variation was larger than in the previous cases. However,

we see that the small variation in scale translates into a less spread out region where

the performance of the model is better. For strategy 4, where the scale and rotation

variations were relatively high, the region where the performance of the model is high, is

more uniform and spread out. The increase in variation in rotation (strategies 3 and 4)

is reflected in the improvement in the recognition performance from multiple directions

(surrounding the object in the map), in contrast with the case when the rotation variation

is low (strategies 1 and 2). In the case where variation in rotation is low, the performance

is better only in the side of the arena where the model was trained. However, the region

where the performance of the model is increased, is expanded and spread out when a

significant scale variation is present during training (strategies 2 and 4).

The second condition for this experiment consisted of evaluating the model only in the

advantageous zone. The restriction of the region in the arena where the model is evaluated

followed the premise that a simple movement strategy could be used so that the agent

approaches this sub-region of the arena (for example, object approaching using optic flow

(Duchon et al., 1998; Young, 2000)). The advantageous zone was selected based on the

regions in the recognition maps where ‘roughly’ the model shows a better performance for

most of the strategies. When the model was tested in this case, only the points within

this region were considered (see white points in figure 7.4).

Figure 7.4 shows the advantageous zone for the recognition maps when using SVP.

In the figure, the advantageous zone overlaps the recognition map when using strategy 1

during training.
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Strategy general (%) adv (%)

1 41.70 61.60
2 50.68 47.95
3 37.92 56.62
4 50.82 74.88

Table 7.2: RBF model performance. The left column shows the performance when it was evaluated
in every position in the arena. The right column shows the performance when the model was
evaluated only within the advantageous zone.

The performance of the RBF model for every movement strategy, when evaluated in

every position in the arena (left column) and when evaluated only in the advantageous zone

(right column), is shown in table 7.2. An increase in the model performance shows that

being in that zone during the testing phase represents an advantage for the recognition

process except for strategy 2 where the performance drops slightly when the model is

evaluated only in the advantageous zone. This decrease in the performance of the model

in the advantageous zone is due to the large scale variation provided in strategy 2, in

comparison with the rest of the strategies (see figure 7.3).

7.3.2 Experiment 2: Using temporal information with the

RBF model in the real world

In order to evaluate whether or not the temporal information could be exploited by the

RBF model in a real world situation, the difference between consecutive views (DBCV)

was considered in this case. Very briefly, the DBCV consisted of taking the absolute value

of the difference between consecutive views vi, vj after being processed by the RBF model,

that is, DBCV(vi, vj) = 1/2 · |RBF (vi) − RBF (vj)| (as previously explained in section

6.4). In this experiment the training views are also collected using the four different

movement strategies. Similarly to the previous experiment, the model was then tested

in two conditions, first in every possible position in the arena and second, in a restricted

region in the arena. First, we will explain how consecutive views were obtained.

As temporal information is analysed, consecutive views are needed for each position,

with the predecessor point determined by a movement strategy. In the training case, the

consecutive views were determined by the order in which every position in the movement

strategy was worked out: for strategy 1, the first position is the one furthest from the

object (see figure 7.5) and the next ones are consecutive towards the object. For strategy

2, the initial view was the furthest left in the arena. For strategy 3, the first view was

the one furthest right and the next ones are consecutive views in anti-clockwise direction.

For strategy 4, the first view is the one closest to the object and the consecutive views are

worked out anti-clockwise. For the last DBCV view, the 16th view and the 1st view were

considered, that is, the next view for the 16th view was the first view (as if the sequence

of 16 views were cyclical).

The calculation of consecutive views of the test views is performed as follows. Every

valid point x in the arena was evaluated by calculating its previous predecessor point y

such that, x is the consecutive point of y when the agent was traversing strategy 3 using
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an interval of 360/16 degrees. When the calculated position y is not valid, either because y

is outside the boundaries of the arena or outside the advantageous zone, x was considered

invalid. The predecessor point y was calculated in a similar way using strategy 4. However,

the results are qualitatively similar to the ones obtained when using strategy 3 and so are

not shown.

In the previous simulated experiment in chapter 6, the exploitation of temporal infor-

mation was possible when the variation in the object views was similar during training

and testing. This exploitation of the temporal information was increased when this vari-

ation in scale and rotation was significant. The results presented in chapter 6 show that

strategies 3 and 4 provide such variation. Therefore, in this chapter only strategies 3 and 4

are used to calculate consecutive views during testing. However, results are also presented

for strategies 1 and 2 tested with consecutive views calculated by strategies 3 and 4, as a

control to see if it is indeed better to move in the same way during training and testing.

In figure 7.5 the recognition map for the RBF model when using DBCV is presented.

Similarly to the previous experiment, this map shows the distribution of correct guesses

by the RBF model within the arena. The redder (warmer) the regions, the more correct

guesses the model has made in that point. For the points where no colour appears (dark

blue), it was not possible to find a predecessor (invalid points).

This recognition map shows that it is better to move in a similar way during training

and testing in order to increase the performance of the recognition task. The warmer

(redder) regions appear in strategy 3 and strategy 4. However, the model seems to better

exploit the temporal information when it is trained using strategy 4 than strategy 3, even

though the latter is used to calculate the consecutive views during the test. Given that

the consecutive views during testing were calculated using strategy 3, we might expect

that the performance of the model would be better when the model was trained using

strategy 3 than strategy 4. However, by evaluating the model in every position in the

arena, the distance between the agent and the object changes significantly and therefore,

a significant degree of scale invariance is also required, favouring strategy 4 which provides

both (see last row in figure 7.5). Therefore, the exploitation of the temporal information

is determined by the similarity of the changes in the visual information between training

and testing. That is, in this case the variation in the visual information was present

in scale and rotation during testing, therefore, the strategy that provided such type of

variation was only strategy 4.. This is confirmed by table 7.3 which gives the average

number of times the model correctly recognises the objects in every valid position in the

arena. Strategy 4 outperforms all other strategies, particularly strategy 3.

The recognition map in figure 7.5 also shows that the performance of the model is dif-

ferently distributed in the arena depending on the way the visual information is presented

to the model during training. Therefore, the model was re-evaluated using only positions

from the advantageous zone described in the previous experiment (see figure 7.6).

Figure 7.6 shows the advantageous zone overlapping the recognition map when the

model was tested using DBCV and strategy 4 during training. The right column in table

7.3 shows the performance of the model using the DBCV when the evaluation was re-
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Figure 7.5: Recognition map using temporal information. The circles and solid lines figure shows
the order in which the training views were considered when calculating the DBCV. The right
column in the figure shows the recognition maps when the model was trained using each strategy
and tested in every valid position of the arena.

Strategy general (%) adv (%)

1 48.27 43.95
2 42.43 35.48
3 41.28 48.70
4 48.15 49.60

Table 7.3: Performance of the RBF model when using the DBCV. The left column (general)
shows the performance in every valid position in the arena and the right column (adv) shows the
performance within the advantageous zone.
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Figure 7.6: Advantageous zone for the recognition maps using DBCV. Recognition map when
using DBCV and strategy 4 during training.

stricted only to the advantageous zone. This table shows that when the model is evaluated

only in the advantageous zone, the model shows only a small increase in its performance

when the variation of the object views is similar during training and testing (third and

fourth rows). In contrast, when the model is trained using strategies that do not pro-

vide this type of variation during training (first and second rows), the performance of the

model decreases. This increase in the performance of the model for strategies 3 and 4

in the advantageous zone was due the fact that in this case there is less scale invariance

required since the distance between the agent and the object does not vary as much as in

the case where the model is evaluated in every position in the arena. Therefore, strategies

that provide significant variation in rotation increase the performance of the model in this

case.

7.4 Discussion

The results in the first experiment using SVP show that the RBF model can function in

the real world. Moreover, performance of the model increases significantly if the visual

information is only considered in the advantageous zone. These results validate the pre-

dictions from the simulated case where high variations in scale and rotation are exploited

by the RBF model to improve its recognition performance. Thus even when there is a

significant level of noise in the BDM, the RBF model performs object recognition in the

real world when using SVP.

In the second experiment, the exploitation of temporal information by the RBF model

was tested under two conditions. In the first, views were collected in any possible point in

the arena during testing. In the second, views were only collected within the advantageous

region. Two types of variation in the views were used to calculate the predecessor view in

the testing phase when considering the DBCV. In the first one only variation in rotation

was used (strategy 3). In the second, variation in rotation and scale were used (strategy

4). However, for both types of variations, the RBF model showed only a slight increase

in performance when the exploitation of temporal information was evaluated only in the

advantageous zone compared to when it was evaluated in every position of the arena.

These results suggest that in the real world, the features detected by the model in the
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DBCV are more affected by noise than in the simulated case. For example, since the

accuracy of the BDM in the real world experiments is around 80%, and the fact that two

views are needed to calculate the DBCV views, the chances of having a good DBCV view

are smaller than the chances of having a good SVP view.

7.4.1 Differences between the real world and the simulated case

In these experiments, the conditions differed from those present in the simulated case due

to illumination, shadows and reflections, irregularities in the walls of the arena, etc. In

the following, I present a brief discussion of these issues and their effects.

The first difference is the process of visual information acquisition. In the simulated

experiments, views were collected by the agent while traversing different trajectories. In

the experiments presented in this chapter, views were collected by a robot from a grid

of positions in the arena. Training views for each strategy are then selected from each

image databases. However, although the processes are different, the result is arguably

equivalent. A second difference in the visual system is that the cameras in the simulation

were ordinary simulated video cameras, whereas in this chapter, a panoramic camera was

employed. However, the incoming visual information in both sets of experiments can be

considered equivalent because the pre-processing of the panoramic images transformed

them into normalised images as in the simulated case.

Another distinction between the real world experiments and the simulated ones is that

the output of the blob detection mechanism employed in this chapter differs from the one

used in the previous chapters. While in the previous simulated experiments all the selected

blobs were objects (or were parts of objects when the agent was too close to the object),

in the real world case, in many cases the blobs selected corresponded to artifacts that were

not objects. For example reflections, shadows, or simply parts of the arena. Therefore,

in this case, the BDM used several criteria to select the detected blobs to be processed.

While several blob selection criteria were initially used, the roundness of the blobs was

the criteria that showed a better performance. In this case, the selection of the blobs had

an accuracy around 80%. Therefore, while the chance of having a bad SVP view would

be around 20%, the chance of having a bad DBCV view would be around 40%.

7.4.2 Exploitation of variation in the object views in the real world

The fact that the RBF model can perform object recognition reliably by exploiting simple

movement strategies in real world conditions means that the controller required by an

agent in order to perform such movements can be simple. It is important to note that

the performance of the model is best when the agent is within a particular region in the

arena. However, this requirement can be easily fulfilled by using simple object approaching

strategies, in which the object is approached first until a threshold in the recognition signal

has been reached and, after that, the agent would then perform the movement strategy for

view collection. For example, a simple sensory-motor coupling that was tested to provide

such simple movement strategies was the use of optic-flow for object approaching (data

not shown).
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7.5 Conclusion

In this chapter the RBF model was evaluated in the real world was carried out. This

chapter was divided in three experiments. In the first experiment, the exploitation of

variation in the training views using trajectories was explored. In this experiment it was

shown that, as predicted in the simulated case, there are characteristic regions in the

arena where the performance of the model is increased when performing recognition tasks.

The characteristics of these regions are determined by the variation in the training views

which, in turn, are determined by the movements strategies followed by the agent during

training. The exploitation of variation while using real world visual information validates

the results from the simulated case where the variation in scale and rotation in the training

views represented an advantage in the object recognition performance of the model.

The second experiment demonstrated that the temporal information exploitation by

the RBF model is not as robust as in the simulated case. However, when the model

is restricted to the advantageous zone, the performance of the model suggests that the

exploitation of the temporal information is determined by the similarity of the change (in

scale and/or rotation) between consecutive views. The results presented in this chapter

demonstrated that a simple model can be used to perform object recognition reliably using

simple movement strategies in real world conditions.

In the third experiment it was shown that the complexity of the RBF model can

be reduced by using an active approach. This approach consisted of actively selecting

the training views using an spiral movement strategy. By selecting views based on the

neighbourhood similarity, the performance of the RBF model using only a filter size and

one orientation was better than when selecting the training views using a fixed interval

along the spiral movement strategy.

These experiments validate the results of simulation and show that the RBF model

can be used successfully in the real world object recognition.



Chapter 8

Towards active selection of training views

8.1 Introduction

In this chapter, we explore methods of actively selecting training views with the aim

of increasing object recognition performance and to assess whether active processes can

reduce the need for complex object recognition models.

In previous chapters it was shown that the RBF model could perform as well as a more

complex model through the exploitation of active strategies which obviate the need for a

hierarchical visual processing system. In this chapter we study this idea further. Specif-

ically, we analyse whether the complexity of the RBF model can be reduced by further

exploiting active selection of the training views. This idea is tested here by incrementally

reducing the complexity (measured as the number of filters and/or filter types) of the RBF

model in such a way that its performance drops and, subsequently, by analysing whether

this performance can be regained by the active selection of training views.

We hypothesize that the reduction of RBF complexity (and the attendant reduction

of dimensionality of the processed output) will lead to a loss of specificity with respect

to the training images acquired during any given behaviour, leading to lower performance

during testing (as the processed views of an object might not capture sufficient information

about it). To regain performance, it may therefore be useful to select training views with

increased specificity by monitoring explicit criteria, applicable during behaviour. That is,

selecting views with specific features that make the objects more separable. One simple

criterion is similarity among training views, as measured by the Euclidean distance be-

tween the output vectors from the RBF model. However, from the perspective of object

recognition, a set of training views is distinguished not only by specificity of each member

with respect to other members, but also with respect to the representativeness of each

image. By ‘representativeness’ we refer to the degree to which a given image is repre-

sentative of images potentially acquired during the training and/or testing phases. Thus,

a second criterion to be monitored during behaviour might be a measure of representa-

tiveness. However, there is likely a trade-off between representativeness and specificity,

analogous to the trade-off between specificity and generalizability common in the machine
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learning literature (Bishop, 1996). Therefore, the ability of active strategies to improve

performance may depend on their ability to select training views which effectively balance

this trade-off.

The process of selecting training views for object recognition has been studied previ-

ously. In (Mokhtarian and Abbasi, 2005) an automatic method for optimal view selection

is proposed based on a similarity measure. However, in their study the object recognition

task is not considered for a mobile robot. More recently, Meger et al. (2008) have stressed

the importance of autonomous selection of training views in a mobile robot and its impli-

cations for cognitive robotics. They use a histogram based method to select angles from

which the new training views are collected by an autonomous mobile robot.

In this chapter we explore novel ways of selecting training views with the objective of

enhancing their specificity while maintaining representativeness. Specifically, we compare

three methods for training views selection. In the first method, which we employ as a

control, the training views are selected at fixed intervals along the agent’s trajectory. In

the second method, which aims to enhance specificity, the views are selected based on a

similarity threshold with subsequent views along the trajectory of the agent. In the third

method, which aims as well to enhance representativeness, the training views are selected

based on their similarity to neighbouring views in the arena. While all these methods are

active in the sense that the agent must move to collect the views, there is an increasing

level of exploitation of the regularities in the visual information (second method) and the

environment through movement (third method).

The sections of this chapter are organised as follows: first I will describe the way

in which the RBF model is reduced and show that the object recognition performance

of the model, implemented on the gantry robot, decreases as its complexity is reduced

(object recognition task and robot are as used in chapter 7). Next, I present a study

of the characteristics of the training views collected, focusing on the interactions among

specificity, representativeness and performance. These observations guide the development

of novel methods for the selection of training views, which are tested using the gantry

robot. The chapter concludes with discussion of the results.

8.2 Methods

The experimental setup employed in this chapter is similar to the one used in chapter

7. Briefly, the experiments were carried out using the Gantry robot with a panoramic

camera (see section 7.2.1) in an arena of 300cm × 200cm × 200cm. Each of seven objects

was placed in the center of the arena and images were taken from each vertex of a grid of

290/5 cm × 170/5 cm positions, except for a 25cm diameter circular buffer region around

the centre of the arena where the object was placed. The experiments consisted of two

phases. In the first phase, the visual system was trained using the images collected by the

gantry robot in certain positions in the arena determined by four movement strategies.

This phase was performed for each of the seven objects individually, resulting in seven

trained networks. During the second phase, the visual system was tested with object

views collected in every valid position in the arena.
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The experiments use seven toy-like objects (shown in figure 7.1) labeled: a black

truck, frog, ninja, potato man, red truck, squirrel, and truck. The set of images for each

object formed an object image database with 2004 images, giving 14, 028 images in total.

The images collected using the panoramic camera were “unwrapped” using the algorithm

described previously in table 7.1 into 360×400 pixels images. The characteristics of the

objects are intentionally chosen so that the recognition tasks were not trivial. For example,

there are similar objects in one category (three trucks with similar shapes). Also, the colour

intensities of some objects are similar (the potato man and the squirrel).

As with the previous experiments, the visual system employed consisted of the analysis

module, classifier module and a blob detection mechanism (BDM) (see sections 3.2.1,

3.2.2 and 3.2.3 for a detailed description). However, while the classifier and the BDM are

identical to those used previously, the analysis module consisted of different versions of

the RBF model which incrementally reduce its complexity.

8.2.1 RBF versions

The complexity of the RBF model was reduced twice, which resulted in three versions,

RBFA, RBFB and RBFC . Each reduction was carried out by decreasing the number of

sizes and orientations of the filters used: A) the original RBF model employs four different

orientations and four different filter sizes (16 filters); B) For the second version the number

of orientations of the filters was decreased to one, 0 degrees and four filter sizes (4 filters);

C) Finally, the number of filter sizes was also decreased to one, that is, one filter of size

21×21 oriented at 0 degrees (see table 8.1).

Model Description Details

RBFA 4 orientations 4 sizes (0o, 45o, 90o, 135o), (9×9, 11×11, 15×15, 21×21)
RBFB 1 orientations 4 sizes (0o), (9×9, 11×11, 15×15, 21×21)
RBFC 1 orientations 1 size (0o), (21×21)

Table 8.1: Reduction of the RBF model. See text for details.

8.2.2 The classifier module

The classifier employed was the same as described in section 3.2.2. Very briefly, it consists

of a set of view tuned units (VTU) used to recognise objects. Each VTU is trained to

respond according to the proximity (similarity) between the test view and the training

views (see figure 3.12). That is, the more similar the test view to the training views, the

stronger the response of the VTU. There is one VTU per object. Each VTU (see figure

3.6) is a set of radial basis functions (or RBF unit). A RBF unit is a Gaussian function

G centered on each training view ci for each object, that is, the centers were located at

every training view. The response of each RBF unit is given by:

G(ci, v) = e−‖ci−v‖2/σ2
i (8.1)
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where ci is the centered-view vector and v is the vector that is being evaluated (test view).

Sigma (σ) values are chosen following the optimising method described in section 3.2.2

consisting of exploring values of sigma around D√
2M

where D is the maximum distance

between RBF training views, and M is the number of centers.

The response y of each VTU for a test vector x is given by

y =
∑

i

G(vi, x)Wi (8.2)

where G is the activation of each Gaussian function centered on each view of each object.

The response of the module y is the linear combination of weights Wi and the Gaussian

G. The optimal weights Wi are computed in order to respond with higher values for views

that are similar to the views that form a particular VTU, and with lower values for the

rest. In section 3.2.2 a detailed description is included about how the VTUs are trained.

Given that the goal of this chapter is to study the conditions in which the performance

of the reduced version of RBF can be increased by using an active process in the selection

of the training views, instead of optimising σ in the classifier for each version of the RBF

model and, in that way, improving the performance of the model, the parameters were

only optimised for RBFA and then used for RBFB and RBFC .

8.2.3 Movement strategies

In order to evaluate the performance of the reduced versions of the RBF model and study

the characteristics of the training views acquired, we use the four movement strategies

previously employed in chapter 7 (see figure 8.1).
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Figure 8.1: Movement strategies used to collect the training views. A) Movement strategy T1:
the agent approaches the object in a straight line. B) Movement strategy T2: the agent passes in
front of the object in a straight line. C) Movement strategy T3: the agent circles the object. D)
Movement strategy T4: the agent spirals around the object.

Each movement strategy provides training views with different characteristics. For

example, T1 provides views with limited rotation and scale variance, in comparison with

the scale variance of views provided by T2 or rotation variance provided by T3 and T4.

We will use these movement strategies to study the impact of the training views on the
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performance of the reduced versions of the RBF model. This study will allow us to propose

methods of selecting training views which increase the performance of the reduced ver-

sions of the RBF models by the exploiting regularities in the incoming visual information

perceived during agent movement.
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Figure 8.2: Spiral strategy. 100 positions were generated spiraling around the object (circle in
the centre).

The methods for training views selection are then tested along the spiral movement

strategy (figure 8.2). This movement strategy consists of 100 positions around the objects

using an extended version of movement strategy T4 which provides training views with

high variation in rotation and scale. The spiral movement strategy is used because, 1)

it has a large number of positions (views) to choose from and, 2) it provides significant

variation in its views. A more detailed explanation of the methods for selecting training

views is given in the following sections.

8.3 Results

The goal in this chapter is to investigate whether the performance of the reduced versions

of the RBF model improve when the training views are actively selected (ie exploiting

the regularities in the visual information determined by the movement strategies)1. The

results are organised as follows: first we establish the degree of discrimination performance

evoked by the reduction in RBF complexity over four movement strategies and test whether

such reduction also leads to reduced specificity of the training views, accounting for the

reduction in performance. To rule out trivial explanations of these results, we examine: (i)

whether there are particular objects which defeat a particular movement strategy, and (ii)

whether the BDM pre-processing affects training view acquisition and hence performance.

Next, we study the characteristics of the training views that allow high model performance

and, based on this, we propose methods of selecting training views which balance the

need for specificity while maintaining representativeness. Finally, a comparison of the

performance of the reduced versions of the RBF model and the spatial distribution of the

selected views, are presented for each of the new methods of training view selection.

1The values of the correct guesses for every RBF version, movement strategy and method for selecting
the training views are presented in appendix 9.3.
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8.3.1 Reducing the complexity of RBF

The performance of the different versions of the RBF model, RBFA, RBFB and RBFC ,

was evaluated using movement strategies T1, T2, T3 and T4 (figure 8.1) and shown in

figure 8.3. The average performance decreases gradually as the RBF model is reduced.

It is likely that the drop in performance is due to the reduction of the number of filters

and orientations of the RBF model, which reduces their specificity (or increases their

similarity). That is, the views after being processed by the RBFC look more similar

amongst each other than after being processed by RBFB , and these in turn look more

similar than after being processed by RBFA. This reduction in specificity is illustrated by

the similarity map shown in figure 8.4.
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Figure 8.3: Performance (%) of the different RBF reduction implementations. The performance
of RBFA, RBFB and RBFC are represented by columns A, B and C, respectively. The performance
corresponds to the average number of correct guesses for every position in the arena using the four
training movement strategies (averaged across all 4 movement strategies). The error bars show the
standard deviation over the movement strategies.

Figure 8.4 shows that the similarity between the training views of each movement

strategy increases when using the RBFC model, in comparison to the RBFA model. That

is, in general, the reddish areas in the RBFA map turn into yellowish and bluish areas in

the RBFC map. For example, compare the similarity map corresponding to object 4 and

strategy 3 of RBFA and RBFC (third row, fourth column) in figure 8.4. The similarity

map using RBFB (not shown in this figure) shows an intermediate state between RBFA

and RBFC .

In some cases, the increase of similarity values between the RBFA and RBFC maps

are difficult to distinguish. Therefore, we calculated the difference between the RBFA and

RBFC maps. Figure 8.5 shows the difference of the normalised intensity colour values

of the similarity maps for RBFA and RBFC . The red colour in this figure represents

large positive difference, the white represents zero difference and blue represents negative

difference. Clearly, there are a large number of red regions which represent large positive

differences, illustrating the reduction of specificity of RBFC compared to RBFA.

Additionally, table 8.2 shows the summed difference between the similarity maps for

each object and each movement strategy. Positive values represent an increase in the

similarity (the views are more similar to each other in the RBFC map compared to the

RBFA map). These values confirm that (in most cases) the specificity of the RBF model
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Figure 8.4: Similarity map of the training views using RBFA and RBFC . The similarity between
views vi and vj is defined as ‖ vi − vj ‖ where ‖ · ‖ is the Euclidean norm. The red colour in
the map indicates the lowest similarity and blue colours indicate the highest similarity between
the training views. The red areas in the RBFA similarity maps are yellowish and blueish in the
RBFC , showing the reduction in the specificity in the reduced versions of the RBF model. The
similarity map using RBFB (not shown in this figure) shows an intermediate state between RBFA

and RBFC .

obj 1 obj 2 obj 3 obj 4 obj 5 obj 6 obj 7

T1 1.039 0.910 1.078 -0.121 0.509 0.849 0.517
T2 1.437 1.414 0.060 0.828 1.202 0.800 1.340
T3 0.040 0.783 0.013 0.441 -0.092 0.447 0.228
T4 0.749 0.448 -0.329 0.006 0.542 0.770 0.755

Table 8.2: Difference between the RBFA similarity map and RBFC similarity map. The values
are the difference between the sums of the normalised values of each similarity map (for each object
and trajectory).
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Figure 8.5: Difference of similarity map. In this map, every point represents the difference between
the map RBFA and the map RBFC after normalising their values by the maximum view difference
for each object and movement strategy (from figure 8.4). Blue represents low differences (min
value = -0.15), white represents neutral difference (zero) and red represents larger differences (max
value = 1.6).

is decreased when its complexity is reduced. This means that it is harder to distinguish

between the processed views when RBFC is used than when RBFA is used (the RBFB

case would be an intermediate level).

In the next section we will analyse the training views collected using movement strate-

gies T1, T2, T3 and T4, and investigate whether there are measurable characteristics of

these views which correlate with increased model performance (in the sense that by using

this type of view, the number of test views correctly classified increases).

8.3.2 Investigation of training views and model performance

In order to find a sensible way of actively selecting training views to regain performance

it is necessary to find out what makes a good training view, in the sense that these views

increase the object recognition performance of the model. To do so, we first compare

the performance of the RBFA model for each movement strategy, and see which one

provides better views (figure 8.6). We focus on RBFA because the classifier widths (σ)

were optimised for this version of the RBF model (see section 8.2.2).

Here we see that the performance of strategy T2 is the best, followed by strategy T4,

then T1 and T3 being clearly the worst. Before studying the characteristics of the training

views for each movement strategy, we determine if the model performance is affected by

other factors.

Are there particular objects that affect the models’ performance?

In general, the performance of a particular movement strategy could depend on the intrin-

sic properties of the objects or the training views collected. That is, there are particular

objects that are difficult to recognise using a movement strategy, or the movement strate-

gies provide training views that contain features that allow the models to classify the

objects correctly.

Examining the performance of the movement strategies for each object (Figure 8.7) we
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Figure 8.6: Total number of correct classifications by the RBFA when the training views were
collected using movement strategies T1, T2, T3 and T4 across all objects.

see that there are objects (object 2 and 6) that are difficult to recognise for every movement

strategy in comparison with the others. However, as we also see in figure 8.7, there is no

clear evidence that a particular movement strategy confers any advantage when dealing

with such objects (in the sense the number of correct classifications for any strategy is

small). Therefore, we assume good performance means that, in some sense, the positions

in the movement strategy are providing good training views.

However, given that before being processed by the RBF models, the blobs, which in

turn determine the views, are detected (correctly or not) by the BDM, we need to analyse

whether this pre-processing has an impact on which movement strategy provides better

views.
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Figure 8.7: Total number of correct guesses for each object for the RBFA model when using
movement strategies T1, T2, T3 and T4. Objects 2 and 6 are the ones with the lowest performance.
Note that the quantities represented by each colour are independent and they are not meant to
represent a cumulative plot.

Does the BDM affect the movement strategies’ performance?

The BDM could affect the performance of the models when, for example, an object’s

colour makes it difficult for the BDM to detect it when viewed from a certain angle. As
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seen in the case of the squirrel object (object 6), the colour of this object makes the BDM

struggle to detect “good blobs” for some movement strategies (figure 8.8). In general, a

correct blob was chosen when the view contained most of the object. In contrast, a “bad”

blob is when the BDM selected a view which contains something that is not an object or

only a small part of it. Examining the number of bad blobs returned by the BDM for all

objects (Table 8.3), we see that the movement strategies do differ in how many bad blobs

they return, but that this number is not correlated with object recognition performance.

T1

T2

T3

T4

Figure 8.8: Examples of training views of object 4 (squirrel) using movement strategies T1, T2,
T3 and T4.

Object T1 T2 T3 T4

1 0 1 0 0
2 0 1 2 0
3 0 2 0 1
4 0 3 3 2
5 0 1 1 0
6 0 6 3 4
7 0 0 0 0

total 0 14 9 7

Table 8.3: Number of “bad” blobs in the movement strategies. Movement strategy T2 has the
largest number of bad blobs amongst all the movement strategies. Object 6 is wrongly detected
the largest number of times.

To fully assess the impact of bad blobs returned by the BDM on the recognition per-

formance of the movement strategies, the bad blobs detected were replaced with manually

selected good blobs. The blob corrections consisted of replacing reflections for objects,

and replacing part of an object with a more complete object. Figure 8.9 shows the total

number of correct classifications for each object and each movement strategy for the RBFA

model when the ‘errors’ of the BDM were corrected. Note that, even though the number

of correct guesses generally increases (mainly for object 4), objects 2 and 6 are again the

hardest to classify. In addition, there is no evident advantage of T2 and T4 over the rest

of the movement strategies. Finally, note that there are objects for which the general

performance decreases when the blobs are corrected (objects 3 and 5). This is because the

blobs detected by the BDM at locations where a bad blob was detected, are sometimes
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also bad blobs. Thus, such test views are more similar to a bad blob, than to a corrected

blob, and in this case, having a bad blob as a training view can be advantageous as it

better represents the test views.

Overall, however, after correcting the BDM, the performance of RBFA is broadly

(Figure 8.10) similar and, therefore, we conclude that the BDM does not play a significant

role in the way the training views affect the performance of the RBF models. Hereafter,

the experiments are carried out using the BDM detected blobs without manual corrections.
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Figure 8.9: Total number of correct guesses for each object and each movement strategy (T1,
T2, T3 and T4) for the RBFA model. Note that the quantities represented by each colour are
independent and they are not meant to represent a cumulative plot.
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Figure 8.10: Total number of correct classifications by the RBFA model using movement strategies
T1, T2, T3 and T4, when the blobs were manually corrected.

Knowing that neither particular objects nor the errors of the BDM play a major role

in the performance of the RBF models when using the different movement strategies, we

now analyse the specificity and representativeness properties of the training views in the

movement strategies.

Specificity and representation of the training views

First, we evaluate whether the similarity between the training views determines which

movement strategy provides better views. As the decrease in RBF model performance
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correlates with an increase in the similarity (as the specificity decreases from RBFA to

RBFC), we might expect that the similarity of the views collected by both movement

strategies, T2 and T4, would be lower than both movement strategies T1 and T3. However,

the distances between the training views for movement strategies T1, T2, T3 and T4, as

seen in table 8.4, show that T1 and T2 are the movement strategies with smaller differences

(higher similarities) and, T3 and T4 with larger differences (lowest similarities) for RBFA,

RBFB and RBFC .

Strategy RBFA RBFB RBFC total

T1 3960.3 1950.1 488.4 6398.8
T2 3862.7 1922.8 483.4 6268.9
T3 5625.9 2879.7 756.7 9262.3
T4 5115.7 2547.6 668.6 8331.9

Table 8.4: Total sum of the distances between the training views of the movement strategies for
the RBF versions. For the three versions of RBF movement strategies T1 and T2 show lower
distances compared with the distances for movement strategies T3 and T4. The distance values of
the strategies for RBFA are in bold and the largest distance values are in italics.

Therefore, the similarity amongst the training views is not enough to explain why the

training views collected using one movement strategy are better than when using another

strategy. Intuitively, this makes sense because in general, we want training views to be

different to each other so that the system can account for variation in object appearance.

However, if we select training views that are as dissimilar as possible, we may end up with

a training view that does not look like any test view of the object. We therefore also need

to consider training views that are representatives of the test views.

One way in which a training view represents a set of test views is that it is taken at

a similar spatial distance from the object in the arena. This is particularly important

here as the spatial distance of the training views could influence the performance of the

strategies due to the resizing process in the BDM. For example, views that are collected

far away from the object become ‘averaged’ (blurred) by the BDM. Therefore, these views

are very similar. In contrast, views that are collected close to the object keep their ‘detail’

(distinctive features) and are very different to each other.

By measuring the spatial distance between the locations in the arena where the views

were collected, we note that the distribution of the spatial distances is different for each

movement strategy (figure 8.11). The standard deviation of the distance between the views

and the object broadly correlates with performance (stdT1 = 172.63, stdT2 = 287.20, stdT3

= 29.19, stdT4 = 208.75).

The influence of the positions of the training views can be confirmed by figure 8.11

which shows the distribution of correct classification in the arena and the locations where

the training views were collected. The spatial distribution of the training views (white

dots) around the arena is topographically correlated with performance. When the training

views are collected close to the object only (movement strategy 3), the correct guesses are

mostly located close to the object. In contrast, when the training views cover a wider

area (movement strategy 2 and 4), the correct guesses are located over a wider region
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Figure 8.11: Map of correct guesses for each movement strategy. The darkest blue colour rep-
resents 0 correct classifications and the darkest red colour represents 7 correct classifications at a
given location in the arena (one per object). The white points represent the locations in the arena
where the training views were collected for each movement strategy.

in the arena. Intuitively, when the training views are close to the object, they are more

specific since they have more detail of the objects in comparison with most of the views

in the arena. In contrast, when the training views are taken from larger distances to the

object, the views are more general, so that the training views are similar to the majority

of the views. Additionally, we observe that in movement strategies 2 and 4, the views are

collected not only far away from the object, but also close to the object. This is important

because when the views are taken from a short distance to the object its features are

captured so it can be discriminated from the rest of the objects.

Summarising, a good training view is one that is a good representative of a group of

views in the arena around the position where the training view was taken but, at the

same time, it offers distinctive features that allow the model to distinguish this view from

other objects. Now we will define different ways of selecting training views that attempt

to capture these features and evaluate if actively selecting good training views (in this

sense) increases the performance of reduced versions of the RBF model.

8.3.3 Exploiting regularities in the environment through movement

In order to evaluate new training view selection methods, we need first to establish a

baseline of “good” performance. To do this, we use the interval based selection method.

This method consists of choosing the training views from the positions along the spiral

movement strategy in fixed intervals in two directions, normal and inverse order (figure

8.12). For example, for an interval of 1 view, the training views would be collected using

positions 1, 3, 5, . . ., 29, 31. When the order is inverse, the views are selected starting

from position 100 in the spiral movement strategy (which is the furthest position from

the object). For example, for an interval of 6 views with inverse order, the training views
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would be collected from positions 100, 94, 88, . . ., 16, 10 (figure 8.13). We used intervals of

1 - 6 views to select the training views for normal and inverse order. The largest interval

in order to have 16 views from the 100 available positions was 6.

0 500 1,000 1,500 2,000 2,500
0

500

1,000

1,500

1

100

Figure 8.12: Order of the views along the spiral movement strategy. The circles represent positions
along the spiral trajectory (dotted line) where views were collected. The normal order is anticlock
wise, the first view (1st) is the one closer to the object and the last one (100th) is the one further
away from the object. The inverse order is in the opposite direction, clock wise, starting with the
further position in the trajectory from the object.

N

S

EW vv

Interval Threshold Neighbourhood

Figure 8.13: Examples of the training views selection methods. The dotted lines represent a region
in the arena and the intersections of these lines represent a valid position in the arena. The solid
line represents a segment of the trajectory of the spiral movement strategy. The interval based
method (left) selects the training views at fixed intervals. The solid circles represent positions
selected to collect training views and non-solid circle represents a non-selected position (interval 1
in this case). The threshold based method (middle) measures the similarity between the current
view (black solid circle) and the next view (grey solid circle). The non-solid circle represents a
previous point in the spiral where the similarity was not lower than the threshold. Finally, the
neighbourhood based method (right) calculates the similarity values between the current view in
the spiral movement strategy and its neighbours (in the arena) in the four cardinal directions.

The performance of RBFA, RBFB and RBFC using different intervals is shown in

figure 8.14. We observe that for RBFA, RBFB , and RBFC , using large intervals to select

the training views is better than using small intervals, except when the training views are

selected from the spiral strategy in inverse order. This would suggest that the first views

in the spiral movement strategies are not good training views because, the ‘best’ intervals

select less of these views.
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Figure 8.14: Total number of correct classifications by the RBF models when the training views
were selected using a fixed interval strategy. Six intervals were used in both, normal and inverse
order for each RBF version. The same classifier parameters (σ = 1.8) were used for RBFB and
RBFC not only for this training view selection method but also for the threshold and neighbourhood
based methods as well.
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Figure 8.15: Similarity map of the views in the extended spiral movement strategy for the 7 objects
(columns) and the RBFA, RBFB and RBFC models (rows A, B and C respectively). Red colour
represents low similarity between the views and blue colour represents high similarity between the
views.
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This intuition is reinforced by a similarity map of the training views where we see that,

approximately, the first 25 views in the spiral strategy are different to the rest and each

other (observe the reddish L-shape region at the bottom rows and the columns at the left

of the similarity maps in figure 8.15). These views are unlikely to be good training views

because they are not similar to the rest of the views, and so they might not ‘represent’ any

group of views. Thus, using larger intervals may be beneficial as it avoids most of the first

25 views. Similarly, by choosing training views with intervals in inverse order (starting at

the furthest view from the object, which is view number 100) we avoid the first 25 views.

In general, the best results were found when an interval of 3 views in inverse order was

used.

Of course, there is no way of knowing in advance where this set of problematic views

are. Thus, there is no way of telling what interval is best and in which order the views

should be selected without knowing the correct classification outcome. What we therefore

want is some way of autonomously selecting training views along a particular trajectory

based on the properties of the training views.

Threshold based training views selection

One way of selecting training views is to take a more active approach, in the sense that

the system can control (to some degree) which views are selected, by maintaining some

criteria on the incoming visual information (rather than selecting training views at fixed

intervals). We want a method which selects views following the criterion of keeping a degree

of dissimilarity between the training views so the system could account for variation in

the test views but, at the same time, we want views that are still good representatives,

unlike the first 25 views along the spiral (see figure 8.15). Therefore, we want to select

views that are different to each other but not too much, so we use a threshold.

This strategy of selecting training views consisted of keeping track of the distance

between the current and subsequent training view along the spiral strategy:

1. Measure the Euclidean distance between the current and the next training view
(along the spiral).

2. If the distance between the current and the next training view was smaller than the
threshold, the current view was kept as a training view, the threshold was updated
and the current view was moved further.

3. Otherwise, the next view was moved further along the spiral strategy, the threshold
was updated, and the distance was taken again (start from 1).

This process was repeated until sixteen training views were collected (figure 8.13).

The threshold was initially chosen as the average of the Euclidean distances between

all the views in the spiral movement strategy. However, since the distances between views

processed by each RBF version are different, that is ‖ RBFA(v) ‖ ≥ ‖ RBFB(v) ‖ ≥ ‖

RBFC(v) ‖, and also the distances amongst the training views are different for each object,

the thresholds were different for every version of RBF model and for every object (table

8.5).
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More troublingly, the distances between the training views change considerably along

the spiral (ie the distance between the initial views is larger than between the views at the

end of the spiral), therefore, the threshold needed to be adaptive to reflect this. Otherwise,

once the current view passed the first views which are very dissimilar, only the immediate

subsequent views would be selected. Therefore, the threshold was updated in two ways:

(1) Every time that a subsequent view was not selected, the threshold was increased by

a constant step (Sm) in order to account for the variation in the differences between the

views along the spiral for every model m. That is, Tm,o = Tm,o + Sm, where Tm,o is the

threshold for the model m (RBFA, RBFB or RBFC), and object o; (2) When a view was

selected, the threshold was equal to the distance between the selected view and the current

view.

model obj 1 obj 2 obj 3 obj 4 obj 5 obj 6 obj 7

RBFA 8.22 3.94 10.76 5.76 7.25 3.18 7.36
RBFB 3.76 2.29 3.23 2.94 2.82 1.95 3.19
RBFC 1.45 1.29 1.33 1.32 1.36 1.19 1.42

Table 8.5: Thresholds for every object and every RBF version.

Table 8.5 shows the threshold for every version of the RBF model and every object.

The proportional steps (Sm) for the RBFA, RBFB and RBFC were 0.0127, 0.0106 and

0.0067 respectively, and they are calculated as (an approximation of) the average of the

variation in the similarity between consecutive views for all the objects and each model.

Table 8.6 shows the performance (total number of correct classifications) for the three

versions of the RBF model when using the threshold based method to select training views

in the spiral movement strategy.

RBFA RBFB RBFC

6021 5985 3147

Table 8.6: Total number of correct guesses by the RBF models when using the threshold based
method to collect the training views.

This method presents an improvement in the performance of the RBFA model over

the interval based method for intervals of 1, 2, 3, and 4 in normal order and interval 1

in inverse order. Analogously for RBFB , the threshold method outperforms the interval

based method for intervals of 1 - 6 views in normal order and also when using an interval

of 1 and 6 views in inverse order. Finally, for the RBFC , the threshold based method

presents an increase in performance over the interval based method for intervals 1, 2,

and 3 in normal order (not for intervals in inverse order). However, our aim is to regain

performance in the reduced versions of the RBF model in comparison with the complete

version (RBFA). Even though this happens to some extent for the RBFB model (its

performance is close to the performance of the RBFA), the performance of RBFC does not

increase as much. In particular, the performance of RBFC does not show an improvement

when using the threshold based method, compared to the interval based method with

interval larger than 1. Therefore, we conclude that the views selected using this method
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still lack some characteristics in order to regain the performance lost by the reduction in

complexity (especially for the most reduced version of the RBF).
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Figure 8.16: Positions where the training views were collected in the arena when using the
threshold based method and the RBFA, RBFB and RBFC models for all objects. The intensity
of the colour of blue circles (RBFA), red squares (RBFB) and green triangles (RBFC) represents
the number of views selected in that position in the arena. The more intense the colour, the more
views were selected in that position. The black dots represent the positions of the views using an
interval of 3 views in inverse order.

Looking at the spatial distribution of the locations where the views were selected by the

threshold method, we observe that the views selected using RBFA are distributed further

away from the object than views selected using RBFB which, in turn, are distributed

further away from the object than the views selected using RBFC (figure 8.16). Thus,

the less complex the model, the closer the training views are to the object. This might

be because views that are closer to the object contain more detail than the views that

are collected away from the object. However, this does not seem to help, at least for the

RBFC , as the performance is fairly poor in comparison with RBFB (and RBFA).

Thus, it seems that using only a measure of the similarity between the views along the

spiral is not sufficient to regain the performance lost by the reduction in the complexity

of the models (especially for the simplest version of the RBF). More over, we also observe

that, while this selection method avoids selecting most of the training views that are closest

to the object, it selects several views which are close to each other. This results in having

views that are not good representatives, in the sense that we would like to have views that
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represent the largest number of views in the arena (see section 8.3.2).

Neighbourhood based training views selection

Following the idea that a representative training view is one that is similar to its sur-

rounding views, we propose a method for selecting views based on their similarity with

the views in a surrounding area or neighbourhood in the arena. We define the neighbour-

hood similarity Nsim(v) of a view v as the sum of the similarities between v and its four

cardinal neighbours:

Nsim(v) =
4
∑

i=1

‖ v − ni ‖ (8.3)

where v is the current view in the spiral strategy, ‖ · ‖ is the Euclidian norm, and ni is one

of the four neighbours of v in the cardinal directions with 2 positions of spatial distance

in the arena, between ni and v (figure 8.13). Different spatial distances were tested for

the neighbourhood of the current view, but a (radial) distance of 2 had the best results.

In order to select the training views, Nsim was calculated at each point along the spiral

strategy and the 16 views with the lowest Nsim values were selected. Note that, unlike

the threshold method which measures the similarity between views only along the spiral,

the neighbourhood method exploits regularities in the visual environment more explicitly

by measuring the similarity in the surrounding views within the arena. We also tried to

only measure similarity for the positions along the spiral movement strategy but better

results were found if the similarity was considered in the arena (neighbourhood) rather

than along the spiral.

RBFA RBFB RBFC

7648 6152 5604

Table 8.7: Total number of correct classifications by the RBF models when using the neighbour-
hood based method to collect the training views.

Table 8.7 shows the performance for each RBF version when using the neighbourhood

method to select the training views. To compare the performance of the models using

the selection methods, figure 8.17 shows the total number of correct classifications of the

RBF versions when using the fixed interval, threshold and neighbourhood based methods

to select training views along the spiral movement strategy. For the fixed interval method

(first two groups of bars), only the worst and the best interval values are shown (interval

of 1 view in normal order, and interval of 3 views in inverse order respectively). Firstly,

note that the performance of the models when using the neighbourhood method is gener-

ally better than when the views were selected using the threshold method. Additionally,

observe that with this method all the models match the performance of the best set of

views for each model derived from the interval base method (interval 3 inverse order and

neighbourhood in figure 8.17).

In order to better understand the differences in performance for the training view

selection methods, we compare the locations where the training views were collected using



Chapter 8. Towards active selection of training views 158

Int 1 (normal) int 3 (inverse) Threshold Neighbourhood
0

1000

2000

3000

4000

5000

6000

7000

8000

 

 
RBF

A

RBF
B

RBF
C

Training views selection methods

to
ta

l n
u

m
b

e
r 

o
f 

co
rr

e
ct

 c
la

ss
if

ic
at

io
n

s

Figure 8.17: Total number of correct classifications for RBFA, RBFB and RBFC models when
different methods for selecting training views were employed.

the different selection methods (figure 8.18). Note that the views selected using the interval
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Figure 8.18: Example of locations where the training views were collected for object 1 using the
RBFA model for the different view selection methods. Red dots represent the locations where the
views were collected and the blue dots represent the object location in the arena. (A) Interval
based method with interval of 1 view in normal order. (B) Interval based method with interval of
3 and inverse order. (C) Threshold based method. (D) Neighbourhood based method.

based method with interval of 1 view (A), are similar to movement strategy 3 (which

had poor performance). Also note that the optimal set of views, which is the interval

based method with interval of 3 views in inverse order (B), is similar to the set of views

selected by the neighbourhood based method (D). Therefore, we can see that what the

best set of views (B), and the neighourhood selected views (D), have in common is that

they are spread out (ie they are good representatives of test views). However, are there

differences between the distances of the views when using different versions of the model

when employing the neighbourhood method? In contrast with distribution of the training
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views selected by the threshold based method, the positions of the views selected using

the neighbourhood similarity are roughly the same for every model (figure 8.19).
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Figure 8.19: Positions where training views were collected using the neighbourhood based method
for the three versions of the RBF model and every object. The intensity of the colour of blue circles
(RBFA), red squares (RBFB) and green triangles (RBFC) represents the number of views selected
in that position in the arena. The more intense the colour, the more views were selected in that
position. The black dots represent the positions of the views using an interval of 3 views in inverse
order.

More over, even though this method selected better views than when using the thresh-

old method, neither the performance of the RBFB nor RBFC matched the performance

of the more complex model (RBFA and RBFB respectively) when the views were selected

using the neighbourhood method. However, the performance of the RBFC model is closer

to the RBFB performance in this case, compared to the threshold based method (compare

brown and green bars for the fourth group of bars in figure 8.17). Therefore, we can

conclude that even though the performance of the models when using the neighbourhood

method matches the performance of the models when the best set of training views at

regular intervals is used, the former method does not select views that contain features

that increase object separability to the point that reduced versions of the RBF model

match the performance of more complex RBF versions.
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8.4 Discussion

8.4.1 How could the reduced versions of the RBF model

fully regain performance?

The performance of reduced versions of the RBF model rely on two factors: 1) specificity

in the views, that is, features that make the processed views of different objects separable

and, 2) having representative views, that is, views that represent a group of potential

views in the arena. However, these two factors can counteract each other. That is, a very

specific view can be a bad representative, in the sense that its neighbours are not similar

to itself. For example, the views that are very close to the object in the arena are very

specific but they are not similar to any of the other object views. Therefore, an optimal

balance of these two factors could be important to regain performance, meaning that, the

specificity lost by the complexity reduction can be regained by exploiting regularities in

the incoming visual information in order to select training views with high specificity but

maintaining their representativeness.

However, exploiting regularities in the visual information to select training views as

presented in this work and achieving a balance of specificity and representativeness is not

a trivial task, at least not in our system. That is, in order to know exactly how much

specificity is required in the training views, it is necessary to evaluate their separability

with respect to the other object views, which is not possible in our mutually exclusive

training-testing phase paradigm.

The fact that even with the best set of training views at fixed intervals (control) it

was not possible to match the performance of the more complex versions of the RBF

model, suggests that training view selection on its own can not account for the complexity

reduction. That is, it may not be such views in the arena that would make the reduced

versions of the RBF model regain performance completely. This might be because the

features used by the more complex versions of RBF to separate the object views do not

depend on the spatial distribution of the views but on the nature of the incoming visual

information.

A possible solution for this problem could be to manipulate the incoming visual infor-

mation so that the features detected by the reduced versions of the model are sufficient to

match the performance of the more complex models. For instance, rotation of the views

so the response of the filters of the reduced RBF versions is enhanced in different ways for

each object. However, even this was possible, useful criteria to select such views, such as

the ones presented in this work, would be needed.

8.4.2 Towards active object recognition

We note that selection of training views is not the only point in the object recognition

process where regularities within the environment could be exploited by adaptive or ac-

tive processes. For example, the classifier parameter σ could be adaptively set to make

the VTU units more or less specific in their responses according to variability in object

views. Alternatively, the path the agent takes during training and/or testing could be

guided by properties of the incoming views. However, such alternatives may well require
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criteria similar to those that we explore here, such as representativeness and similarity,

to enable them to function. Moreover, these examples require a complex study of the

relationship between the features detected by the models for each object and the classifier

(for instance σ would be highly dependent on each object) or a complex study of the re-

lationship between motor control signals and the response of the models. Thus, we focus

on training view selection here and leave the alternatives mentioned as possible lines of

future investigation which might build on the work presented here.

8.5 Conclusions

The idea of this chapter was to explore methods of active selection of training views and

to assess whether strategies that exploit regularities in the visual input made apparent

through agent movement can compensate for reduced complexity in the object recognition

model.

To this end, we incrementally reduced the complexity of the RBF model, by reducing

the number and types of its filters, and demonstrated that this reduction, which diminishes

the specificity of processed images, also reduces its performance. By examining the training

views provided by four movement strategies, we argued that accurate object recognition

requires the selection of training views that are distinct, so they can account for variation

in object appearance, whilst also being representative of the test views. That is, training

views should balance the competing pulls of specificity and representativeness.

We therefore designed two methods of training view selection, the threshold and neigh-

bourhood method, which measure the similarity and representativeness respectively, of

processed images during a spiral movement around the object to be recognised. The

threshold method attempted to select sufficiently distinct training views by measuring the

variation in similarity of the views along the spiral. The neighbourhood method aimed

for representative training views by exploiting environment regularity more explicitly and

measuring how well candidate training views in the spiral represented their surroundings.

We then tested these methods using the original and reduced RBF models and compared

their performance to a control training view selection method, the interval method, which

selected views at fixed intervals along the spiral and was thus independent of the visual

system employed or the characteristics of the views in the arena.

The results show that by exploiting the regularities in the visual information through

movement, the minimal RBF model (RBFC) could not regain 100% of the performance

of the complete version (RBFA) (which was lost with the reduction of the RBF model).

However, it was demonstrated that by using the neighbourhood based method to select

training views, the performance of the minimal RBF (RBFC) can be as high as when

using the best set of views selected at fixed intervals based method (interval of 3 views in

inverse order) along the spiral movement strategy (see figure 8.17). Additionally, it was

also shown that the performance of the RBFC using the neighbourhood method is close

to the performance of the RBFB using the best set of training views (selected using the

fixed interval based method). Therefore, we can conclude that, exploiting the regularities

in the visual information using movement proved to be, at least, a good alternative as a
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criteria to select training views in a mobile agent.

This chapter stresses the fact that the performance of a visual system not only depends

on its complexity, but also on the exploitation of its ability to move within the environment.

We have shown that by exploiting movement during training and tracking criteria which

can be measured during behaviour, the performance of RBF models can be improved. In

summary, we posit that the further development of active strategies for object recognition

could be based on their ability to effectively balance specificity and representativeness

given the structure of visual information evoked by agent/environment interaction.



Chapter 9

General Discussion

This thesis investigates object recognition models from an active, embodied and situated

perspective. Over several decades, many models have been proposed with the purpose of

matching or understanding the performance of the human visual system. While significant

progress has been made in the study of object recognition models for both purposes, the

performance of artificial models is still far away from their counterpart in nature. Analo-

gously, neural processes in object recognition are far from being completely understood.

To date, most models of object recognition are not studied under conditions where

the active exploitation of movement and attentional mechanisms is made explicit. Certain

models of object recognition have been proposed to exploit active approaches as a way of

aiding the recognition process (Arbel and Ferrie, 2002, 2001). Other models have exploited

embodied approaches to object recognition using computer vision based models in robot

based applications(Andreasson and Duckett, 2003; Gvozdjak and Li, 1998). However,

in these applications the focus is on achieving a specific task, rather than gaining an

understanding of visual processes in natural systems. Biologically inspired models have

been proposed to resemble the visual systems of insects or primates, however, usually these

models are studied in a static or isolated way, rather than by taking into account active

approaches. As all visual systems in nature are active and situated, the goal of this thesis

was to study object recognition as an situated and active process.

In order to study object recognition models from an active, embodied and situated

perspective, the first step was a comparison of two models of object recognition using an

attentional mechanism, through which it was demonstrated that a simple V1-like model

could perform as well as (or even better than) different implementations of a complex

hierarchical model, the HMAX, in realistically noisy conditions. In order to provide the

mechanisms that allow the simple model to outperform the HMAX in a more embodied sce-

nario, an exploration of controllers for simulated agents was carried out. These simulated

agents were designed initially using simple visual systems which were gradually increased

in complexity in order to isolate the important processes involved. The active control of

such visual systems was only feasible when the visual information being simulated was

not significantly complex, so that the evolutionary techniques used could be applied in
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reasonable time scales. Based on these restrictions, an exploration of the exploitation

of movement to improve object recognition in an active and embodied perspective was

proposed. This exploration had two main goals, first, it was demonstrated that a sim-

ple model could actively exploit variations in the visual information imposed by simple

movement strategies and, second, the conditions in which this model better exploits this

variation were characterised. The exploitation of variations imposed by movement was

not only considered in space but also in time. It was shown that the temporal structure

imposed by movement could be exploited by the RBF model to help the object recognition

processes in embodied mobile agents. To conclude this thesis, the validity of the results

obtained in simulated experiments was validated in the real world using a robot to acquire

visual information using a panoramic camera.

9.1 Summary

9.1.1 Chapter 3

In chapter 3, a thorough study of two models, the HMAX and RBF, was presented. The

primary goal of this chapter was to see how the models fared on a static task in realistic

conditions, and specifically to see if an active mechanism could reduce the necessary com-

plexity of an object recognition model. In doing so, the chapter also satisfied its secondary

goal which was to gain an understanding of the models in various conditions to underpin

the subsequent research.

In order to do this, the performance of the HMAX and RBF models was compared in

two experiments under different conditions. In the first experiment, the performance of

these two models was contrasted with some state-of-the-art computer vision models using

the COIL-100 object images database for a general purpose object recognition task. In

this evaluation it was shown that the performance of the HMAX model was as good as

the state-of-the-art models. In contrast, the performance of the RBF model was poor in

comparison with the rest of the models.

In the second experiment, the performance of the HMAX and RBF model was com-

pared under a series of variations in translation and scale using an attentional mechanism.

In this experiment it was demonstrated that when an attentional mechanism is considered,

a simple V1-like model, such as the RBF, can sometimes outperform the HMAX model

in object recognition tasks that require translation and scale invariances. In particular,

it was shown that as long as the focus of attention was maintained close enough to the

object in the visual field, the RBF model outperforms the HMAX model. Through the

experiments in this chapter, a deeper understanding of the hierarchical architecture of a

complex model of the ventral pathway in the visual cortex was also gained.

9.1.2 Chapter 4

Chapter 4 was divided in two experiments. In the first experiment, it was shown that

by restricting the panoramic sensors to directional sensors in an embodied agent using

a simple visual system, the complexity of the controller required to perform simple ob-

ject discrimination tasks can be reduced. This restriction requires an active perception
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approach in which the exploitation of movement becomes necessary in order to perform

behavioural object discrimination. This part of the chapter it was focused on the ex-

ploration of controllers in order to see if they could provide active mechanisms such as

those used in the previous chapter, so that a simple model would be able to outperform

the HMAX in embodied visually guided agents. However, finding such controllers for an

agent using complex visual information was a difficult task. In order to approach this

problem, the methodology followed in this chapter proposed to find controllers for simple

visually guided agents first, and gradually increase the complexity of the visual system. A

hierarchy can be envisaged in which controllers are initially evolved in simple simulations

and then are incrementally refined in progressively more complex simulations until final

deployment in a real world environment. In addition, rich simulations offer the possibil-

ity of exploring detailed agent-environment interactions which do not exist in real-world

situations, thereby supplying potentially valuable comparison conditions for understand-

ing embodied visual systems. This methodology provides useful insights about tools for

complex visual simulations to study or build visually guided agents using an ER approach.

9.1.3 Chapter 5

In chapter 5, the exploitation of simple movements is proposed to improve object recogni-

tion with a simple model. This proposition was based on the idea that, if simple movement

strategies can be exploited by a simple model using attentional mechanisms so that it can

perform object recognition reliably, then the complexity of the required controllers can

be reduced. Therefore, in this chapter an active comparison of the models is carried out,

where different trajectories were used to train and test the models.

This comparison showed that the models exploited the variation in the visual infor-

mation imposed by simple movement strategies. It was demonstrated that by having

multiple training views, the RBF increases its robustness to noise in the visual system.

Furthermore, the variation in scale and rotation in the training views increases the dis-

criminability of the RBF model due to its high specificity. In contrast, the discriminability

of the HMAX is reduced due to its high generalisation. The difference in model activity

when views were collected using different trajectories during training and testing suggests

that there could be optimal movements for increasing the object recognition performance

of these models. This concept is important because it proposes another way of studying

the problem of finding suitable models for object recognition in autonomous mobile agents.

This approach consists of exploiting movement from an active and situated perspective

using a simple model of object recognition. The importance of the visual information

acquisition process is stressed and it is shown that, with simple movement strategies, the

complexity of the controller required can be reduced.

9.1.4 Chapter 6

In chapter 6, the conditions under which the models exploit variation in visual information

following simple movement strategies is studied. In this chapter it was shown that, in

conditions where significant variation in rotation and scale is provided during training,
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the RBF model outperforms the HMAX model as long as both models are provided with

an attentional mechanism. It was demonstrated that such variation of rotation and scale

can be provided by simple movement strategies. Additionally, it was also shown that the

RBF model can exploit temporal structure in visual information imposed by movement.

In these experiments it was further shown that when objects are difficult to discriminate

from multiple points of view (for example in the discrimination of two objects that are

very similar from most of points of view), the temporal information can be exploited by

the RBF model to improve the recognition performance, when the variation in the visual

information is similar during training and testing.

9.1.5 Chapter 7

In chapter 7, experiments were carried out using a gantry robot to collect visual infor-

mation in the real world. The goal of this chapter was to test the models to see if the

results from simulations could transfer to the real world. This goal was achieved, as the

experiments carried out in this chapter validate the results and predictions of the previous

simulated experiments. In particular, it was demonstrated that variation in the visual

information can be exploited by the RBF model using simple movement strategies, when

an attentional mechanism is considered. This variation in visual information is determined

by the movement strategies and, it shapes particular regions in the arena where the per-

formance of the model is better than when evaluated in the rest of the arena. Therefore,

can be optimal regions for recognition performance of the model when enough variation

in scale and rotation is provided during training. Furthermore, it was demonstrated that

the temporal structure imposed by movement can also be exploited by the RBF model in

real world conditions. In this case, it was also shown that the variation in the temporal

structure shapes regions where the performance of the model is better. The results in

this chapter are important because they demonstrate that the RBF model can be used to

perform object recognition in an active autonomous mobile robot in real world conditions.

9.1.6 Chapter 8

In chapter 8, we analyse whether ‘activeness’ can compensate for reduction in complexity

of the RBF model in a real robot. Our hypothesis was that by reducing the complexity of

the RBF model, the specificity of the processed views by the reduced versions of the RBF

will be reduced, and as a consequence, their performance. We reduced the complexity of

the RBF model by decreasing the number of filter sizes and orientations that the model

used to process the visual information. To regain performance, we proposed two methods

that exploit regularities in incoming visual information to select training views through

movement. The first method uses a criterion based on the similarity to assure that an

‘acceptable level of specificity’ is kept in the training views. The second method uses

a ‘representativeness’ criterion so that the selected training views are representatives of

the distribution of images potentially acquired during the training and testing phases.

Additionally, we established a baseline performance for the RBF models by selecting the

training views at fixed intervals without any active selection criteria. We found that, even
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though using these methods to select the training views increases the performance of the

reduced RBF models in comparison with the baseline performance, each criterion on its

own is not sufficient to fully recover the performance of the complete version of the RBF

model. However, we conclude that by exploiting movement during training and tracking

criteria, the performance of RBF models can be improved, suggesting that active strategies

for object recognition could be based on their ability to effectively balance specificity and

representativeness given the structure of visual information evoked by agent/environment

interaction.

9.2 Future work

There are several interesting avenues that could be followed for the extension and explo-

ration of ideas raised throughout this thesis. One direction would be to make the processes

of the system more active and adaptive. For example, we know that the accuracy of a

simple model does not need to be perfect from any point in the arena to successfully

recognise objects in an active mobile agent, rather, it only needs to be accurate in the

proximity to the objects. Therefore, the exploration of simple controllers using features,

such as optic flow, to perform simple movement strategies to collect views during training

and testing would be interesting. An initial idea could be to perform object approaching

until the agent is within regions where the performance of the model is good (see advan-

tageous regions in chapter 7) and then use an adaptive movement strategy modulated

by the similarity between the views or the recognition signals from the model. During

training, a similarity measure between the views could be used such that a new training

view is collected by the agent every time a threshold is reached in the similarity between

the current and previous views.

Although the final goal of this thesis is not the optimisation of existing models, several

extensions of the work presented in this thesis can be envisaged for this purpose. For

example, given that the overall performance of the system is influenced by the accuracy

of the selection process of blobs (see chapter 7), the optimisation of these processes is

important. One way of optimising the selection criteria in the BDM could be using an

adaptive mechanism to change or combine different selection criteria.

Another optimisation could be carried out by exploring different advantageous regions

in the arena to improve the recognition performance. This is particularly the case for

the exploitation of the temporal information using the RBF model (DBCV) in real world

conditions. In the experiments previously presented, this region was arbitrarily selected

based on the performance of the model using single view presentations (SVP). A different

region for the DBCV case could represent an improvement in the performance of the model

when restricted to that region (see chapter 7).

Finally for chapter 8, given that RBFC has lost spatial filters, one might predict

that recovery of performance could be achieved by increasing the range of distances over

which training views were acquired. Despite some recovery, we did not find that this was

generally the case. One possible reason for this outcome is that active/adaptive strategies

are unlikely to compensate for loss of rotational filters (thus explaining differences between
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RBFB and RBFC). Future work would advisably involve explicit image rotation during

training views selection. Additional and a priori unknown criteria would be needed to guide

selection of rotated images; it is possible that a variation of the neighborhood method could

be useful here.

9.3 Final conclusions

Naturally, it is common to think about object recognition in mobile agents as a process

that requires significant invariances in scale, translation, illumination, and other variable

conditions. However, in this work it has been demonstrated that by posing this problem

from an active vision perspective in an embodied and situated agent, a simple biologically

inspired model can be employed successfully for object recognition tasks in the real world.

This kind of approach raises several questions in the modelling of object recognition, par-

ticularly for biologically inspired models, given that a significant amount of the complexity

in most of these models is invested towards the achievement of position-independent object

recognition. However, the study of the exploitation of variations in the visual information

imposed by movement from an active, embodied, and situated approach, such as in this

work, invites us to consider the possibility of using attentional mechanisms and the ex-

ploitation of movement in the modelling of object recognition processed in the brain. The

idea that the recognition process is not a position-independent processes has been recently

raised in the neuroscience community. In (Kravitz et al., 2008), they conclude that there

is little evidence to support position-independent object recognition. In robotics, Spier

(2004); Suzuki (2007) use the active vision approach to reduce the complexity of the visual

sensors to perform behavioural tasks. They stress that behaviour can make up for bad

sensors or bad vision. Analogously, object recognition is also an active process that is not

restricted to be accurate from static single view perspectives but is a dynamic process that

exploits movement in space and time.
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Appendix

The values of total number of the correct guesses for the RBF versions using different

training view selection methods and movement strategies in chapter 8 are shown in table

A1.

Var objects Var objects
A-T1-σ3.0 591 193 823 1951 862 364 1075 A-T2-σ3.0 1708 793 1350 718 575 291 991
A-T3-σ3.0 90 243 1240 1825 1150 333 123 A-T4-σ3.0 819 622 1916 336 1181 102 1169
A-T1-σ3.0-C 591 193 823 1951 862 364 1075 A-T2-σ3.0-C 1636 1252 1161 1197 728 675 1167
A-T3-σ3.0-C 81 234 1143 1843 465 369 127 A-T4-σ3.0-C 819 777 1163 1704 1325 486 1335
A-TS-σ1.8-I1A 50 118 30 35 27 1663 68 A-TS-σ1.8-I2A 111 462 136 313 85 2020 206
A-TS-σ1.8-I3A 240 511 357 571 204 2017 267 A-TS-σ1.8-I6A 527 1039 1199 756 937 1967 991
A-TS-σ1.8-I3C 840 926 1184 766 1490 1258 1296 A-TS-σ1.8-I6C 500 1206 1176 1186 1352 1144 1171
A-TS-σ1.8-TA 485 847 1191 859 885 782 972 A-TS-σ1.8-TB 202 742 1222 834 917 1794 850
A-TS-σ1.8-TC 492 553 457 1721 121 590 400
A-TS-σ1.8-NA 675 1111 1220 717 1409 1271 1245 A-TS-σ1.8-NB 692 1167 1206 770 1244 1291 1246
A-TS-σ1.8-NC 674 1188 1205 826 1227 1375 1254
B-T1-σ3.0 1447 127 348 1532 764 537 1300 B-T2-σ3.0 1114 473 1278 389 738 582 589
B-T3-σ3.0 575 27 1214 296 1547 6 164 B-T4-σ3.0 1002 14 1557 129 645 0 294
B-T1-σ3.0-C 1447 127 348 1532 764 537 1300 B-T2-σ3.0-C 1170 495 1163 768 718 731 531
B-T3-σ3.0-C 536 22 280 1320 1301 8 143 B-T4-σ3.0-C 1087 14 1263 737 700 0 304
B-TS-σ1.8-I1A 0 1391 1266 0 782 29 80 B-TS-σ1.8-I2A 287 194 1327 367 989 1446 303
B-TS-σ1.8-I3A 471 138 930 1701 898 49 743 B-TS-σ1.8-I6A 1125 247 1131 661 853 1446 827
B-TS-σ1.8-I3C 1507 67 1221 522 948 1226 688 B-TS-σ1.8-I6C 1414 255 1130 888 1010 696 602
B-TS-σ1.8-TA 1263 326 1033 888 1034 638 474 B-TS-σ1.8-TB 911 214 1013 756 1208 1272 611
B-TS-σ1.8-TC 963 124 1385 494 593 1249 424
B-TS-σ1.8-NA 1367 306 1148 538 910 1251 677 B-TS-σ1.8-NB 1435 346 1145 663 703 1299 561
B-TS-σ1.8-NC 1427 336 1280 555 771 1175 607
C-T1-σ3.0 1549 128 194 1401 710 368 1362 C-T2-σ3.0 1131 630 945 294 635 742 593
C-T3-σ3.0 587 95 991 142 367 1 1119 C-T4-σ3.0 640 39 1221 17 252 0 359
C-T1-σ3.0-C 1549 128 194 1401 710 368 1362 C-T2-σ3.0-C 1138 579 954 589 606 883 642
C-T3-σ3.0-C 570 87 220 969 1186 9 787 C-T4-σ3.0-C 648 39 1105 199 266 0 376
C-TS-σ1.8-I1A 0 15 27 0 1746 0 356 C-TS-σ1.8-I2A 367 113 650 31 604 1057 300
C-TS-σ1.8-I3A 323 107 260 1390 84 11 651 C-TS-σ1.8-I6A 802 180 978 516 442 1221 430
C-TS-σ1.8-I3C 1420 23 1186 492 772 1139 504 C-TS-σ1.8-I6C 701 243 846 825 432 528 291
C-TS-σ1.8-TA 1076 194 594 912 890 707 279 C-TS-σ1.8-TB 922 161 767 945 763 804 428
C-TS-σ1.8-TC 433 110 1861 20 443 6 274
C-TS-σ1.8-NA 1209 195 1010 510 824 1119 530 C-TS-σ1.8-NB 1302 282 1050 674 641 1238 483
C-TS-σ1.8-NC 1253 301 1230 552 718 1060 490

Table A1: Number of correct guesses for each object when using the RBFA, RBFB and RBFC

models. The names of the variables denote the version of the RBF used, the movement strategy
used to collect the training views, the value of sigma employed in the classifier, whether the
blobs were corrected or not (in case the T1, T2, T3 or T4 were emploted) and the method to select
training views in case the spiral movement strategy was used. For example, C-TS-σ1.8-NA denotes
RBFC (C), using the spiral movement strategy (TS) with σ = 1.8, employing the neighbourhood
method to select the training views with the RBFA (NA). B-TS-σ1.8-I3C denotes RBFB, using
the spiral movement strategy (TS) with σ = 1.8, the interval based view selection method with
interval of 3 in clockwise direction (I3C).
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