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Abstract 

Online social networks are understood to replicate the real life 

connections between people. As the technology matures, more people are joining 
social networking communities such as MySpace (www.myspace.com) and 

Facebook (www.facebook.com). These online communities provide the 

opportunity for individuals to present themselves and maintain social 

interactions through their profiles. Such traces in profiles can be used as 

evidence in deciding the level of trust with which to imbue individuals in making 
access control decisions. However, online profiles have serious implications over 

the reality of identity disclosure.  

There are many reasons why someone may choose not to reveal their true self, 

which sometimes leads to misidentification or deception. On one hand, the 

structure of online profiles allows anonymity, which gives users the opportunity 

to create a persona that may not represent their true identity. On the other 
hand, we often play multiple identities in different contexts where such 

behaviour is acceptable. However, realizing the context for each identity 

representation depends on the individual. As a result, some represented 

identities will be essentially real, if edited for public view, some will be disguised, 

and others will be fictitious or humorous.  

The millions of social network profiles, and billions of connections between 

them, make it difficult to formalize an automated approach to differentiate fact 

from fiction in online self-described identities. How can we be sure with whom 

we are interacting, and whether these individuals or groups are being truthful 

with the online identities they present to the rest of the community? What tools 

and techniques can be used to gather, organize, and explore the available data 
for informing the level of honesty that should be entrusted to an individual? Can 

we verify the validity of the identity automatically, based on the available 

information online?  

We aim to evaluate identity representation online and examine how identity can 

be verified in a less trusted online community. We propose a personality 
classifier model to identify a user‟s personality (such as expressive, valid, active, 

positive, popular, sociable and traceable) using traces of 2.2 million profile 

features collected from MySpace. We use data mining techniques and social 

network analysis to extract significant patterns in the data and network 

structure, and improve the classifier during the cycle of development. We 
evaluate our classifier model on profiles with known identities such as „real‟ and 
„fake‟. Our results indicate that by utilizing people‟s online, self-reported 

information, personality, and their network of friends and interactions, we are 

able to provide evidence for validating the type of identity in a manner that is 

both accurate and scalable. 
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Chapter 1  

______________________________________________________________________________ 

Introduction 
 
 

“Expose yourself to your deepest fear; after that, fear has no power, and the fear of 

freedom shrinks and vanishes. You are free.” 

 

Jim Morrison  

 

 

1.1 Introduction 

As technology matures more people are leaving a trace of their identity 

within online social networks. Everywhere we go, both in the real and digital 

world, we leave a trail of information about who we are, where we‟ve been, who 

our friends and colleagues are, as well as our purchasing preferences. This 

information, together with its associated credentials, is a representation of our 

identity.  

Online social networking provides an opportunity for social interaction through 

digital profiles; this represents an image of the individuals‟ identity and has a 

strong link to their personality [Donath & boyd, 2004]. Profiles are the 

collection of demographic information that reveals an image of users and their 

connections within the community. The published data on profiles may be 

shared with a network of existing friends, and frequently with strangers. Such 

profiles may be useful in confirming identities within other contexts, such as in 

determining the level of trust to place in an individual within a social networking 

context.  

A system that can be used to track a profile and share personal information with 

others has serious identity implications. An online social identity may be part of 

a role-playing game or it may be an impersonation, either for play or more 

nefarious purposes, such as fraud [Berman & Bruckman, 2001]. Each of these 

real or fake identities is associated with profile data and is embedded within a 

social network. Identity validation has a long history in computer science and 

translates directly to the pervasive computing context. Trust is now a very hot 



    2 | P a g e  

 

topic of research in pervasive computing and it is well known that access control 

mechanisms will use some form of computational trust [Kagal et al., 2001]. 

One example of this paradigm is the set of social networks embodied in websites, 

which have become important research areas in both academic and commercial 

fields. If a person can show proof that he or she is responsible for an online 

identity through standard public key cryptography, then his/her personal 

information and relationship with friends can be used to calculate a level of 

trust. 

Online identity has a varying relationship with real world identity, which has 

been part of the attraction of online interaction for many years. Traditionally our 

social identity has been interlinked within a physical space and the concept of 

identity emerges to most people very naturally. At the same time it is very 

difficult to formalize an approach to identify the reality of an identity presented 

online in comparison to the real-life identity. One reason is that virtual identities 

are more adaptable than a real-life identity, and with the opportunity to become 

anonymous it would be difficult to distinguish the real from the fake identity. 

Another reason is because we often play multiple identities in different contexts 

where we are accepted. However, realizing the context for each identity depends 

on the individual, who assigns the profile according to the preferred context. In 

addition, where real identity information is disclosed this may raise privacy and 

security issues. Online profiles have serious identity and privacy implications. 

As there is a trade-off between privacy and honesty, privacy sometimes 

encourages dishonesty and honesty can be undermined in online social 

networking. As a result, some represented identities will be essentially real, if 

edited for public view. Some will be disguised, but known to those within a 

group of friends; others will be fictitious or humorous.  

In this thesis we explore modes of identity and how people disclose, hide, 

obfuscate or fabricate their identities within online social networks. A better 

understanding of these networks and modes of presentation may allow us to 

determine their value in supporting credentials. We examine how people present 

themselves through their online space by evaluating their self-described profile 

and following their network of friends and connections. The focus of our study is 

the type and amount of published information and the validity of a profile‟s 

identity. We aim to identify the reality of profile information and find an accurate 

measurement to distinguish between real and fake identities online. How can we 

be sure with whom we are interacting, and whether these connected profiles are 

being truthful about the online identities presented to the rest of the 
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community? Can we validate the identity automatically, based solely on the 

displayed information? Can we use data mining techniques to analyse and 

evaluate the available data and distinguish the type of identity, such as real or 

fake? If we wish to use profiles as input to trust decisions, can we measure their 

authenticity without human intervention, and how stable are such identities 

over time?   

To tackle these questions, we propose a personality classifier, use a machine 

learning approach to look at traces of people‟s identities left behind on online 

social networking sites, and evaluate the validity of those identities. Our 

research examines personal information on an online social community, and 

employs MySpace as a case study due to its widespread and diverse population 

with rich sources of identity information. Similar to other social networking 

sites, MySpace offers an easy to generate personal web page, along with many 

features, such as an email service, internal blog, forum, photo sharing, music 

streaming, and so on. This network allows users to create customised profiles 

and establish links with other people as friends to commence communication.  

We evaluate the quantity and quality of information disclosed on profiles. 

Therefore, we constructed a spider to crawl a data sample consisting of 2.2 

million profiles from MySpace over the course of a two-month observation 

period. This profile information with unknown identity type was used as a 

„validation‟ dataset to cluster information more efficiently to identify personality 

factors and construct our classifier. In addition, we have applied different 

methods for the collection of personal information where the identity of the user 

is known and tag them as „training‟ dataset for data mining purposes (see 

Section 4.3). We gathered four types of profile: „real-celebrity‟, „real-local‟, „fake-

celebrity‟, and „fake-invented‟. „Real-celebrity‟ represents the profiles of famous 

people, mostly celebrities, whose names are listed in the directory of official 

profiles on MySpace. „Real-local‟ refers to MySpace users at the University of 

Sussex who responded to our email survey. „Fake-celebrity‟ or impersonator 

group are users that fabricated the identities of known people, for example 

celebrities with almost the same identity, such as name and pictures. „Fake-

invented‟ are those who replied to our online survey and generated a fake profile 

(see Section 3.2.2).  

There are two types of identity information: the profile contents “text” and 

friends “link”, which we will focus on to analyse the type of identity. We propose 

a classifier to identify the characteristics of each profile and predict the type of 

identity, such as real or fake. We applied different methods and algorithms to 
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categorize profile attributes together with their friends‟ connections. Our model 

classifies collected profile information into a set of characteristics as seven 

dimensions of personality: „expressive/anonymous‟, „valid/fantasy‟, 

„active/inactive‟, „positive/offensive‟, „popular/isolated‟, „sociable/unsociable‟, 

and „traceable/untraceable‟. These personality factors are identified based on 

literature review and also through data mining and grouping of information (see 

Section 3.3.1). These personality metrics are determined using text mining 

techniques, such as utilizing several databases to check the validity of 

information, and the terms and language used against a list of known terms. For 

instance, checking the existence of a city and country by comparing to a 

database of known locations collected from online. Additionally, we examined the 

structure of our sample network, such as centrality [Russo & Koesten, 2005] 

and similarity [Spertus et al., 2005] analysis between profiles and their 

network of friends in order to find a correlation between profile attributes and 

the type of identity. The link analysis of friendship among groups of friends gives 

us an opportunity to understand network characteristics, as, according to 

[Katona et al., 2009], individual characteristics have a significant influence on 

the community structure and vice-versa. Social network analysis techniques are 

used to determine the personality factors, such as „sociability‟ and „popularity‟.  

In this model, profiles characteristics, together with their friends‟ connections, 

can be weighted based on their self-described identity. Using the classified data 

and evaluating the identity of a clique of friends for each user allows us to 

construct a rating algorithm for each personality trait. To evaluate our classifier, 

we first identified which identity elements are more significant in distinguishing 

the type of identity by extracting main principal components from data. Principal 

Component Analysis (PCA) uncovers unknown trends in the data that explain 

the correlations among a set of attributes and simplifies the structure of a set of 

variables [Qu et al., 2002]. Therefore we applied the component analysis 

techniques to reduce the dimensions in our sample data, which helps to find the 

significant identity elements and the correlation between each entity. We then 

found a pattern in information by applying several data mining techniques, such 

as supervised and unsupervised learning [Klösgen & Zytkow, 2002]. Data 

mining techniques, such as supervised and unsupervised methods, helped us to 

improve the personality model in a development cycle. Based on the training set 

(the participants with known identity, such as „real-celebrity‟, „real-local‟, „fake-

celebrity‟, and „fake-invented‟) the accuracy of our personality classifier was 

evaluated; this shows an average of 82.9% accuracy in predicting the type of 

identity within our dataset. 
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In addition, as people often alter their profile information, and their interactions 

with others on online social networks, we attempt to understand if there is any 

correlation between the amount of alteration on self-reported profiles and the 

type of identity. It is challenging to extract profile personalities and formulate the 

differences between a past and present representation. This transformation of 

self-presentation can be traced and measured to extract hidden patterns in 

relation to profile characteristics.  

The result of our study shows how examining personality factors can determine 

the type of identity, such as „real‟ or „fake‟. We will illustrate what type and 

amount of information people are willing to disclose. What are the patterns in 

profile representation and their proportion (according to their age, gender and 

location)? How does profile information expose a user‟s characteristics, such as a 

personality factor? What are the correlations between similarity and centrality in 

a network and the type of identity? How much of the provided data is valid and 

identifiable? How does identity transform over a period of time? 

To the best of our knowledge this is the first attempt to observe and measure the 

properties of identity and profile characteristics on online social networking in 

order to determine the type of identity. The novelty of our research is that we 

used existing knowledge, algorithm and online information to propose a model to 

detect and validate the type of identity representation in real time. Our proposed 

algorithm and classifier can be effectively used to identify the type of identity 

and, in the future, can be used as an input to trust decisions when combined 

with an effective recommendation system [Hsu et al., 2006]. 

This chapter aims to define the problem by highlighting the area that requires 

more attention and describe our research questions, aims and objectives, 

contribution, adopted research methods, and research ethics. We will describe 

our motivations and determination to answer the questions raised from this 

study. The remainder of this chapter is organised as follows: the next section 

(Section 1.2) describes the research problem and how to overcome the dilemma. 

The primary motivations for this research together with our contributions, 

research questions, research methods and research ethics are explained in 

Section 1.3. Finally the thesis structure (Section 1.4), including a description of 

each chapter, will be provided. 
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1.2 Problem Definition 

The rapid evolution of social networking has engendered a new paradigm 

for collaboration, which offers an opportunity to study human social networking 

and interaction. In particular, the identity issues confer a variety of research 

areas for researchers to analyse the main attributes of online social networking. 

Previous studies on online identity have generally relied on addressing privacy 

and trust issues, such as [Acquisti & Gross, 2005] and [Dwyer et al., 2007]. 

Many researchers also focused on the self-representation of identity in online 

social networks, such as [boyd et al., 2004], [Stutzman, 2006]. A considerable 

amount of research has also focused on analysing the structure of these social 

networks to measure their size, shape and available attributes, such as 

[Petroczi et al., 2006] and [Mislove et al., 2007]. Although there are some 

reputation systems based on human ratings (such as eBay), currently there is a 

lack of any mechanism to measure and enforce a trust model on online social 

networking. There is little research on evaluating identity to distinguish fact 

from fiction. In fact, current researchers are unable to explain and measure the 

accuracy of online profile information. There should be a proper identity 

evaluation system on social networking sites to identify the type of represented 

identity to increase the level of trust between individuals.  

In our view, studying online identity representation has two main parts: the first 

refers to validating the identity, whilst the second refers to protecting the 

identity. Within our investigation we focused on how to validate identity 

information rather than how to protect identity. Many other concepts involved 

identity issues, such as privacy, anonymity, multiple identities, predators, and 

identity fraud, which are out of the scope of this research.   

Within this section, we address some major problems that the current 

generation of social networking services, including friend-aggregators (such as 

MySpace), are facing today. First, we explain the effect of identity representation 

and why people misrepresent themselves (Section 1.2.1). Then we describe the 

lack of an identity verification system on social networking (Section 1.2.2). We 

describe the problems arising from the lack of trust management on online 

social networking sites (Section 1.2.3). Finally, we discuss privacy concerns and 

identity disclosure (Section 1.2.4). 
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1.2.1 Self-representation of Identity  

In real-world identity representation, physical appearance and body 

language may reveal some information about people and their personality [Suler, 

2002]. In contrast, in online environments it is more difficult to decide and trust 

the represented identity. This is because we are mainly dealing with text, images 

and possibly a trace of interaction between people in online profiles. On one 

hand, people reveal a variety of information on their profile, and with unknown 

viewers (such as close friends, parents, employer, and strangers) sometimes they 

are uncertain of how to perform their identity [Goffman, 1959]. Therefore, 

people might hide their identity, make a fantasy character or impersonate other 

known people. In addition, the structure of profiles allows anonymity and the 

use of pseudonyms; this gives people the opportunity to create a persona that 

may not represent the true self. According to [Ford & Strauss, 2008], anonymity 

enables people to adopt different online personas and often appears to 

undermine accountability that motivates people towards misrepresentation. On 

the other hand, some people may expose their true identity, which may 

encourage the fear of losing privacy in some contexts.  

The first question to ask is why people misrepresent themselves online? A more 

revealing question is why they do not misrepresent? There are some sociological 

and psychological answers to these questions, which are outside of the scope of 

our research. However, according to [Donath & boyd, 2004] the key aspect to 

online identity is that people want others to be able to discover more about 

them. Sometimes they represent themselves in the way they would like other 

people to see them. According to [boyd, 2002] there are many reasons why 

people may not reveal their true self, such as fear of isolation, rejection and 

losing privacy. She also discusses that true identity is sometimes risky to expose 

(e.g. for employment reasons). 

 

1.2.2 Deficiency of Identity Verification 

As people engage in cyber interaction, there is a need for methods to link 

the real world identity with a virtual identity. One of the primary problems we 

face today in online social networking is the verification of identity disclosure. 

Online social networking sites provide the ability to easily and quickly sign up 

and generate a profile with little authentication process. According to [Fairhurst, 

2003], one attempt to ensure the verification of identity is to introduce 
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biometrics to literally translate physical identifiers into digital terms. Biometric 

systems authenticate users through physical identifiers, such as a fingerprint, 

iris scan, facial scan, or signature dynamics. However, to the best of our 

knowledge, biometric authentications are not implemented on online social 

networking systems yet.  

Although MySpace attempts to protect a user‟s personal information, the system 

is currently rather unsophisticated and lacks any verification infrastructure. 

There is no central management and it is easy to join the site without any 

accurate authentication, which makes it a target for a range of attacks. For 

instance, online predators take advantage of the simple access to published 

personal information on profiles to trace their target (see Section 2.2.4 for more 

details on MySpace issues). Therefore, a technology is required in the social 

networking environment that allows identity content to be verified for a trust 

decision. There should be well-defined mechanisms, frameworks and standards 

that detect and validate identity, ideally based on the user‟s roles, current 

location, and personal preferences. However, checking the accuracy of 

represented identity and detecting online deception is not an impossible task 

although it requires substantial knowledge. Within this research, we mainly 

focus on how to validate a user‟s identity by examining profile information using 

machine-learning techniques.  

 

1.2.3 Lack of Trust Management 

In face-to-face social interactions, physical factors, such as facial 

expression and body language, may help us to make a trust decision [Eckel & 

Wilson, 2003]. In online social networking we can only build trust based mainly 

on a profile‟s content, such as self-described text, photos and friend‟s 

connections. Since profile information can be misrepresented for privacy or 

personal reasons, this may create new threats and security issues. There is 

currently a lack of mechanisms and solutions to ensure trust when people 

collaborate and share personal information on online social networking sites. A 

trust level between participants is required in order to support collaborative 

activities, while protecting sensitive information used in the collaboration.   

According to [Dwyer et al., 2007], compared to other social networking sites, 

MySpace is a less trusted community. For instance, in comparison to Facebook 

MySpace faces more problems with spammers and predators. Facebook friends 

are usually real-world friends, whilst on MySpace people often connect to anyone 
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to gain a greater number of friends. Facebook also has more privacy options to 

protect profile information; this is in contrast to MySpace.  

Understanding the characteristics of profiles in online social networking may 

lead us to proposing an identity model, which validates profile‟s identity for 

further trust decisions. The automatic verification of identity combined with a 

recommendation system will make the social networking environment a safer 

place for further communication and interaction. Such a system will support 

users when making friends and collaborating through social networking.  

 

1.2.4 Privacy Implications 

Providing the true identity would not be an efficient solution to build a 

trusted community, as many people are concerned about their loss of privacy 

online. In particular, online social networking can raise significant problems, 

such as identity fraud, predators and spammers: privacy protection becomes an 

increasingly important concern to online users. Although significant numbers of 

online social network users have indicated awareness about their privacy, some 

may still underestimate privacy protection and are at risk of over-disclosing their 

personal information [Squicciarini et al., 2009]. Social collaborative identity 

systems should include a privacy protection solution, ideally based on a mixture 

of technical, social and legal mechanisms [Wisse & Jansen, 2006]. 

Within this research, we do not consider the general privacy threat in online 

social communities. We rather focus on the technological aspects of how to 

determine the type of identity to build a more trusted community for further 

collaboration and socializing. 

 

1.3 Aims and Objectives  

In the world of online social networking it is challenging to identify profile 

characteristics and detect those who construct a fake persona. In many cases 

virtual lies are indistinguishable from truths, and only the person who created a 

persona would know whether he/she has been honest or not. It is difficult to 

pinpoint if a profile‟s information is true or false. Our primary aim is to analyse 

an online community to detect profile characteristics in order to distinguish 

between real and fake personas.  
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Our main objective is to analyse different types of identity to explore how people 

disclose, hide or fabricate their identities within their social networks. A better 

understanding of these networks and modes of representation may allow us to 

determine their value in supporting credentials. This mechanism would detect 

identity attributes and predict how likely it is for a profile to represent a true 

identity. Using machine learning techniques and evaluating the profile‟s 

contents along with the friend‟s connections, will give us a prospect of 

constructing a classifier model to distinguish different types of identities.  

The end system should be able to protect the user against deception by verifying 

identity and making the user aware of the identity of a potential friend. For 

instance, when a user receives a friend request, the system should check the 

potential friend‟s profile and determine the type of profile. This type of system 

would act as a firewall and support users in identifying trustworthy friends and 

block non-trusted friends. The system also should assist identity fraud detectors 

to estimate the validity of an identity holder. So, online social networking would 

be a more trusted environment for collaboration and sharing personal 

information.  

To the best of our knowledge this study is the first attempt to implement such a 

system; it examines the content of a profile and detects false or true identities 

using both machine learning techniques and social network analysis.  

 

1.3.1 Research Questions 

The previous section highlighted important problems that affect current 

identity systems in social networking environments. The main question we aim 

to answer according to our research problem is to explore whether it is possible 

to generate a model that automatically detects and validates the type of identity:  

By examining identity information from online profiles, can we determine 

the type of a user‟s identity? What methods can be used to distinguish 

between real and fake profiles based on a user‟s self-presentation online? 

In addition, we are aiming to answer the following questions: 

What are the main factors in deciding real or fake persona? How do personality 

factors (such as expressiveness, validity, traceability, activity, positivity, 

popularity and sociability) determine the type of identity? How efficiently can we 

build a personality classifier, and model a rating algorithm to value each 

personality? How do people present themselves in online social communities? 
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What type and amount of information do they disclose about themselves? How 

does the MySpace structure impact on the construction of identity and can this 

be improved by building a trust model? 

 

1.3.2 Contributions 

The key contributions to our research are to evaluate profile attributes 

and learn the representation patterns of each identity trait by employing a set of 

known techniques, such as social network analysis and data mining to examine 

different types of identity. The main steps of our research are as follows: 

 Accumulate profile information and their friend‟s connection from the 

MySpace network;  

 Build a classifier to cluster the identity traits into more categorized 

characteristics in a development cycle using data mining techniques; 

 Determine the validity and traceability of disclosed information; 

 Examine the use of language to detect offensive and positive attributes; 

 Measure the similarity between friends‟ attributes; 

 Determine the centrality attributes (such as in-degree, out-degree) within 

our sample network; 

 Reduce the data dimension using principal component analysis; 

 Evaluate the classifier using several data mining techniques for an 

accurate prediction; 

 Measure the evolution of identity over time; 

 Improve the classifier based on findings in a development cycle. 

We hypothesize that identity contents and network structure of online social 

communities are significant entities to distinguish real from fake. Based on our 

findings contributed from several techniques used, we propose and test the 

following hypothesis: 

 The existing methods, such as data mining, social network analysis and 

principal component analysis can be applied to determine the type of 

online profiles; 

 Proposed personality factors, such as „expressive/anonymous‟, 

„valid/fantasy‟, „active/inactive‟, „positive/offensive‟, „popular/isolated‟, 

„sociable/unsociable‟, and „traceable/untraceable‟, can determine the type 

of identity with 82.9% accuracy;  
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 The centrality attributes, such as in-degree and out-degree in the 

network, have a simple relationship with the type of identity, as isolated 

nodes are highly associated with „fake‟ profiles;  

 We discover through similarity analysis that there is a correlation 

between friends‟ similarity and the type of identity. For instance „real‟ 

profiles are more similar to their friends than „fake‟ profiles; 

 There is a strong connection between identity disclosure and the number 

of friends. For instance, the higher number of friends associated with the 

higher level of „expressive‟ characteristics; 

 There is a relationship between privacy and the type of identity. For 

instance, the less sensitive data, such as „zodiac‟ (birth sign) are 

disclosed more compared with „age‟ and „location‟;  

 There is a correlation between the type of identity representation and the 

amount of transformation in self-described profiles over time. For 

instance, „real‟ profiles are more transformed over time than „fake‟ 

profiles. 

 

1.3.3 Research Methods 

In order to meet our research goal and answer our research questions, 

we have developed a mixture of qualitative and quantitative research methods. 

The following are a selection of employed research methods:  

 Theoretical: We studied the background literature by reviewing related 

papers and discussion on different approaches to examine online social 

networking and identity representation. 

 Case Study: We captured user‟s information from a large number of 

MySpace profiles and observed profile information on this social network 

as a case study.  

 Survey: We collected information from local MySpace users through an 

email survey to find out their self-rating according to their level of 

honesty; we also collected data about how they rate their friends‟ level of 

honesty. In addition, we distributed an online form and accumulated a 

number of generated fake identities from participants.  
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 Data Analysis: We examined profiles and network information using text 

mining and network analysis to identify the key personality specifications 

and their frequency. 

 Algorithmic: We applied several predictive algorithms to implement a 

personality classifier, measure the similarity attributes, and examine the 

transformation analysis.  

 Evaluation: We evaluated the accuracy of our classifier by applying 

different methods, such as data mining, principal component and social 

network analysis, looking at the efficiency of each method and measuring 

any false-positive and false-negative predictions. This method is the most 

significant approach by continually modifying and evaluating the 

accuracy of our personality classifier in a life cycle of development. 

 

1.3.4 Research Ethics 

As the nature of this research contains sensitive identity information, we 

confirm that we are using the collected data for research purposes only. We 

assume that the profile information that is on public display can be used for our 

research purpose, such as data analysis and profile observation. Also by 

creating an identity code for each profile, we made each identity anonymous 

within this study (see Section 3.3.4.2). Therefore, we are not disclosing any 

personal information during this study or in the future.   

Also, as the depth of online identity disclosure has raised many concerns for 

privacy, with respect to participants‟ privacy the information obtained from 

research participants remains confidential. In addition, during this thesis we 

express acknowledgment and cite any references used within this thesis. We 

also confirm the honesty in reporting results and the originality of our research. 

 

1.4 Structure of the Thesis 

This thesis is organised as follows: 

In order to understand the research problems, objectives and contributions, this 

thesis began with an introduction and an overview of the research problem: this 

includes identity representation, validation of identity, trust management and 

privacy concerns (Section 1.2). We explained the objectives and contributions 
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that we are focusing on within this study in Section 1.3. The main research 

questions are explained in Section 1.3.1. The contribution and research 

methods used within this study are described in Sections 1.3.2 and 1.3.3. The 

ethical implications of our research are also explained in Section 1.3.4. 

In Chapter 2 we intend to continue the literature study on research papers and 

discuss the related works. A clear understanding of the research background 

and theory of identity and online representation is described in Section 2.1. The 

research background includes the theoretical approaches to the notion of 

identity, digital self-representation, social and multiple identities, and an 

introduction to MySpace social networking. In Section 2.2, we look at online 

identity issues (such as privacy, anonymity, and trust implication), which opens 

up a wide direction for many researchers. The related works are included in 

Section 2.3, which describes current and past approaches to overcome online 

identity issues. Related works, such as identity management systems, evaluation 

of online communities, social network analysis (such as friendship and similarity 

analysis), data mining, deception detection, and recommendation systems are 

explained in this section. Finally, the summary of the literature review is 

included in Section 2.4. 

Chapter 3 describes the overall research approaches, including data 

accumulation and modelling the classifier. Section 3.2 describes the data 

collection methods, such as crawling and survey study along with brief 

descriptions of data. Section 3.3 explains the procedure of modelling our 

classifier. Section 3.3.1 describes why we selected seven personality factors, and 

Section 3.3.2 defines each personality factor. In Sections 3.3.3 and 3.3.4 we 

describe the text mining and network analysis methods used to extract and rate 

each personality factor. Section 3.4 also describes the analysis of evolutionary 

features of identity representation by examining self-described identity profiles of 

the same person over different periods of time. We conclude this chapter with a 

discussion and summary of our research approach in Section 3.5.  

Empirical techniques are described in Chapter 4, which evaluates our proposed 

classifier in order to determine each type of identity. Section 4.2 explains the 

procedure for principal component analysis, such as component and rotation 

analysis (Section 4.2.1), measuring the correlation between each personality and 

the influence on predicting the identity type (Section 4.2.2). Section 4.3 

describes the data mining techniques, such as data pre-processing, supervised 

and unsupervised learning. We take advantage of existing machine learning 

techniques to identify patterns in our data. By analysing different algorithms, we 
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are able to explain the prediction accuracy through a confusion matrix in 

Section 4.3.4.  

Chapter 5 presents the results that correspond to our findings from previous 

analysis. Section 5.1 demonstrates some statistical results and explains the 

properties of our dataset. We present the statistical relationship between each 

entity, including the initial analysis, further personality factors and extracted 

patterns in our selected data. Exploratory results are illustrated in Section 5.2, 

including the results from our social network analysis, principal component 

analysis and data mining approaches. Section 5.3 also explains the evolutionary 

results, such as the transformation of a profile‟s feature and the evolutionary 

features of the social network. This chapter concludes with a discussion and a 

summary of our findings in Section 5.4. 

Finally, this thesis concludes with a discussion on our findings and conclusions 

in Chapter 6. Section 6.1 includes a discussion of our results, including the 

efficiency of our classifier model, and how more advanced and sophisticated 

classifiers could be implemented in the future. We conclude our thesis with a 

conclusion in Section 6.2, including an overview of a future system in Section 

6.2.1, and our research limitations in Section 6.2.2. The opportunities for 

further research, together with a summary of the thesis, are also explained in 

Sections 6.2.3 and 6.2.4. 
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Chapter 2 

______________________________________________________________________________ 

Literature Review 
 
 

“If you establish an identity, you build a monster-and that's right, you've got to live with 

it. Of course, you can enjoy it, too.” 

 

George Shearing  

 

 
Online identity and social networking are active research areas with a 

large input from computer science, sociology and psychology, evident from the 

large collection of recent and past papers. Researchers from a range of diverse 

fields are currently working on the issues of identity representation on online 

social networking, for example [Donath & boyd, 2004], [Mislove et al., 2007], 

[Stutzman, 2006]. Studying the relevant research papers gives us a greater 

understanding of our current research problem and the approaches to be taken.  

This literature chapter is organised as follows: Section 2.1 presents a clear 

understanding of the research background including the definition of identity, 

digital self-representation, social and multiple identities, and an overview of 

online social networking focusing on the MySpace community. Section 2.2 looks 

at online identity issues such as privacy, anonymity and trust implication. 

MySpace identity issues such as fake identities are also highlighted in Section 

2.2.4. The related works are included in Section 2.3, which describes the variety 

of existing approaches used to overcome online identity issues. These works 

include identity management systems, social network analysis (such as 

friendship and similarity analysis), data mining, deception detection, and 

recommendation systems. The summary of the literature review in Section 2.4 

concludes this chapter. 

 

2.1 Research Background 

It was intended to conduct a research background studying related 

papers within the following fields. First the identity was defined in Section 2.1.1, 
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describing what identity really means in the different areas and how context is 

related to identity. The digital representation was described in Section 2.1.2 

including the description of social and multiple identities (Section 2.1.3). The 

importance of online social networking sites is also highlighted and, in 

particular, the MySpace community in Section 2.1.4. 

 

2.1.1 The Notion of Identity 

A discussion of digital identity within social networking sites cannot be 

complete without setting a definition of identity. The main question that 

naturally emerges when investigating identity is certainly about the notion of 

identity itself. The subject of identity is interesting and emerges very naturally 

within people. If someone is asked what defines an identity, a number of 

attributes by which one can be distinguished from others are likely to be listed 

such as name, date of birth, place of birth, nationality and so on. In practice a 

combination of techniques, such as physical identification (for example 

fingerprints, DNA and iris recognition), legal documents (birth certificate and 

passport), and social identification (such as club membership) can be applied to 

distinguish one identity from another.  

In the physical world the body provides a convincing definition of identity. 

According to [Donath et al., 1999] “the norm is: one body, one identity”. Though 

the self may be complex and changeable over time and circumstance, the body 

provides more stability to identity representation. [Pato, 2003] defines the 

identity of an individual as “the set of information known about a person”, which 

is issued by a relevant authority to determine someone‟s identity. In more 

common terms, it could be said that identity is the means that distinguishes one 

from another [Baier et al., 2003]. In mathematics, identity is a relation where 

each element is similar to itself. For instance, „x‟ is identical to exactly „x‟ and 

equal in its value. From this conception [Gutierrez & Feigenbaum, 2006] define 

the notion of human identity as a comparison method as follows: “two humans 

may not be identical and they must not share a single identity”.  

People naturally create different identities within different contexts, for example 

as family members, citizens or patients. Since, nowadays people change roles, 

activities and duties more frequently due to modern social communities, there 

are different ways to express identity based on numerous contexts. Typically, 

when individuals are performing a certain role, they are selective in terms of 

what information they reveal. [Schilit et al., 1994] identified important context 
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aspects as being where you are, who you are and what resources are near. The 

authors define context based on surroundings, which provide additional sources 

of information such as where, who and what. [Jøsang & Pope, 2005] also 

describe an identity as “a representation of an entity in a specific application 

domain”, where the user may have different identities within different contexts. 

[boyd, 2002] stresses that people negotiate their appearance based on different 

facets of their personality that are associated with different roles or contexts. 

Therefore, based on different situations, people often present a particular facet of 

their identity. According to [Windley, 2005], there are many ways to think about 

what identity is, such as “how we define ourselves and how others see us”.  

There are many complex philosophical implications surrounding the subject of 

identity. In our view there is no particular definition for the word identity as it 

can be used differently within different contexts. We define an identity as a core 

element about who we are as individual and social beings with a set of 

characterising attributes. It is about how we present ourselves (verbally, on 

paper or electronically) and how others see us (such as our reputation and 

honesty).   

 

2.1.2 Online self-representation 

The concept of digital representation is a broad area for researchers. It is 

a complex issue ranging from philosophical to practical concepts on cyberspace. 

A digital identity is the representation of physical identity that can be distributed 

within a network for representation and interaction with other people. In his 

book Digital Identity, Phillip J Windley defines digital identity as “data, which 

uniquely describes a persona or things and contains information about the 

subject‟s relationships to other entities” [Windley, 2005]. 

Researchers such as [Schau & Gilly, 2003] employ the theories of self-

presentation, possessions, and computer-mediated environments. This research 

was conducted to understand how online self-presentation relates to the 

physical performance of identity, and the motivation of people who create 

websites that change based on context. The purpose of this theory is based on 

Goffman‟s theories of identity and social performance, which explains how self-

representation reflects external social observations [Goffman, 1959]. Goffman‟s 

thesis indicates that self-presentation is a component of identity that projects a 

desired impression.  
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A digital profile has become a general mechanism for presenting one‟s identity 

online. It provides an opportunity to present people as who they really are, or as 

who they would like to be. Our identity profile comprises a subset of personal 

information to describe what we look like, how we behave, where we live, how 

others can get in touch with us as well as our personal and professional 

circumstances. According to [Donath & boyd, 2004], the creation of a social 

network website represents an individual‟s public persona and their network of 

connections to others. [boyd & Heer, 2006] emphasise how profiles have 

become a common mechanism for presenting one‟s identity online. In particular, 

[boyd, 2004] examines social relations and the motivation of using such a social 

community by taking a sociological study amongst Friendster users. Other 

research also focuses on how people present their identity when faced with an 

unknown audience [boyd et al., 2004]. 

According to [Suler, 2002] there are five factors to examine how people manage 

their identity representation online: these include the level of awareness, fantasy 

or reality, and positive or negative attributes. This paper investigates the 

question of what is one‟s true identity and how online communities can be 

trusted. The author also suggests that in real world identification people are 

wearing masks and do not always reveal what they think and feel, and it 

becomes more difficult to make a trust decision.  

 

2.1.3 Social and Multiple Identities 

Who we are? This is a simple question, but it does not have a simple 

answer because of the way we represent our identity within society. People are 

more connected than ever before due to the rise of online social networking that 

shifts identity from the individual to the social realm. Therefore, another part of 

our identity is given by the social connection to a particular community, also 

called social identity. According to [Grayson, 2002], “identity does not inhere 

within us; it is a social construct granted by others”.  

In the world of communication and interaction, the knowledge of whom we 

communicate with is essential to decide which information to make available. 

Goffman perceives social interaction as an interactive performance, where actors 

present themselves based on the reaction they receive from others. This idea can 

distinguish between the terms “expressions given and expressions given off” 

[Goffman, 1956]. According to [boyd, 2002], “social interaction is a negotiation 

of identities between people in a given environment”. The author considers 
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identity as two parts of personal and social representation. She indicates that 

people often realize who they are in association with other people around them. 

[Donath, 2007] also defines identity as who we are while social identity is about 

what type of person we are. 

There is no limit to the number of online identities that an individual can create. 

For example, a person may have two identities associated with being both a 

student and an employee at the same university. Furthermore, sometimes 

people do not just identify themselves as unique individuals, but as part of a 

group or community. While this group identity seems to be just another identity 

tag, it is becoming part of our identity [Baier et al., 2003]. The fact is that a 

person may associate with a different identity representation, yet this multiple 

identity does not necessarily mean that any of them are false. According to 

[boyd, 2002], people maintain multiple accounts that represent different facets 

of their internal identity in association with particular contexts.  

According to [Cameron, 2005] due to the numerous contexts in which identity 

is presented online, a single identity is not sufficient and a logical method of 

using multiple identity systems is required. It is increasingly difficult and time 

consuming to keep track of all of our names and authentication mechanisms in 

the networks we use, especially since we often identify ourselves differently 

according to the type of communication in which we wish to participate. 

According to the „Laws of Identity‟ one reason there is no single, centralized 

system is “because the characteristics that would make any system ideal in one 

context will disqualify it in another” [Cameron, 2005]. On the other hand 

according to [Damiani et al., 2003], “maintaining multiple identities as separate 

and independent named sets of attributes or credentials obviously poses huge 

management problems”. It would be more efficient if people could create and 

manage a core digital identity by going to only one website and by only having to 

make changes once such as OpenID [Recordon, 2006]. However, such a system 

may cause more serious problems; for instance, if one central identity is stored 

on an authenticating server to verify a person, what would happen if the server 

was hacked? How would that impact on all the sites that use the same identity? 

 

2.1.4 Online Social Networking (MySpace) 

Social networking sites are online spaces that offer individuals an 

opportunity to present themselves and maintain social interaction through their 

profiles. Today, people with no knowledge of web designing can quickly create a 
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free webpage portraying an online identity and representing themselves to the 

rest of the community. The earliest online networking website was 

sixdegrees.com, which was established in 1997 and closed after four years, but 

has been followed by many other social networking sites [boyd & Ellison, 2007]. 

Some popular examples of social networking communities are forums and event 

listing sites (e.g. orkut.com), work related contexts (e.g. linkedin.com), 

relationship and dating services (e.g. match.com), college communities (e.g. 

facebook.com that originated as a way of connecting college students), networks 

of friends (e.g. friendster.com), and music and other interests (e.g. 

myspace.com).  

MySpace is one of the largest social networking sites, offering a customized 

personal profile, posting of images and comments, and searching profiles to find 

friends who share common interests. The name „MySpace‟ implies that it is a 

personal presenting space and the central elements are personal information 

within profiles. This website was established by Tom Anderson (the current 

president and an alumnus of the University of California) and a group of 

programmers in July 2003. Later, in 2005, Rupert Murdoch‟s News Corporation 

bought MySpace‟s parent company (Intermix Media) for $580 million. Since 2006 

various countries and language specific versions of the site have been released 

[MySpace Wikipedia]. MySpace relies on advertising as the main profit making 

stream, utilising a variety of advertising opportunities such as banner ads, 

album promotions, services and products, sponsorships, streaming media and 

event invitation [Trendmaker, 2006]. 

Currently this online community has universal appeal; however it is especially 

attractive to teenagers and those in their early twenties who are interested in 

music, culture and are often seeking to establish their sense of self within a like-

minded community. MySpace has various community and group features, for 

example, blogging, an e-mail service, instant messaging (IM), online dating, and 

media sharing within profiles. In addition, the growing number of MySpace 

members and new features led mobile phone providers to release a series of 

mobile phones that employ MySpace mobile services through a hand-held device 

and grant community mobile services anywhere. The population of this social 

site is increasing rapidly with a current population of 256 million users (as of 

December 2009). MySpace, initially intended for musicians, gradually became a 

space for friends to articulate their network and meet others through their 

profiles. We selected the MySpace network as a case study for our research due 

to its variety of population. 
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2.2 Online Identity Concerns 

Online social networking provides an overview of a user‟s identity 

through a digital profile that represents an image of the individual‟s identity. If 

we were able to believe in the validity of this information, we could use the 

profile information to make decisions about whether to trust someone in a 

variety of contexts. Since people may have concerns about loss of privacy, 

identity theft, phishing, etc., we cannot be sure about the reliability of the 

information provided. 

While in the physical world many governments perceive national identity cards 

as a solution for many problems, the issues associated with the use of digital 

identities in the context of online social networking are not yet solved. Currently 

there is no standard model for authentication and authorization of identity 

management online. Therefore, for people who want to be able to trust the other 

end of the connection, there is a lack of any structure to verify the 

friends/opponents in social networking. Furthermore, an individual is likely to 

have many different versions of their identity that are difficult to manage 

effectively and accurately. Within this section we aim to highlight some online 

identity issues such as privacy (Section 2.2.1), anonymity (Section 2.2.2), trust 

and honesty (Section 2.2.3). In Section 2.2.4 some MySpace concerns such as 

fake identities and predators that this community faces today in are discussed. 

 

2.2.1 Identity Disclosure and Privacy 

Online identity fraud is a rapidly growing crime due to the poor privacy 

practices on the Internet [Coates et al., 2000]. Privacy has become an 

increasingly important concern to online users, especially in contexts where 

personal information is disclosed for interactions and communication. According 

to [boyd et al., 2002], privacy is a dynamic process between the desire of being 

alone and the desire of interacting with others. They state three common 

definitions of privacy as: 

 The right to be left alone; 

 Control of personal information; 

 Encrypted data and communications; 

A system such as online social networking that shares personal information with 

others may have serious privacy implications. For instance, there are increasing 
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concerns about third parties who have access to the information contained in a 

profile, and misuse or sell people‟s identities [Zarandioon et al., 2009]. There 

are no technological controls on how an Internet application provider uses 

someone‟s personal information and people have little control over their identity 

distribution.  

Currently, there are some systems that identify the user-level personal 

information disclosure within an effective privacy management framework. For 

instance, [Lederer et al., 2003] use techniques to authorize users in order to 

customise their privacy preferences by manual configuration. The authors 

believe that the people whose privacy is in question should make decisions 

about privacy. Although privacy systems cannot be an absolute solution to 

protect identity, they have to be flexible enough for an individual to manage 

privacy in a range of social contexts.  

 

2.2.2 Anonymity and Pseudonymity 

According to [Jøsang & Pope, 2005], “pseudonym is an identifier where 

only the party that assigned the pseudonym knows the real world identity behind 

it”. Anonymity is used extensively in digital environments, even for serious or 

essential online activities [Pfitzman & Hansen, 2008]. In some situations, such 

as online gaming, creating a pseudonym persona is more acceptable, however for 

other purposes, such as exchanging goods and services, finding friends and 

seeking employees, it is not acceptable. The right to be anonymous encourages 

individuals‟ freedom of expressing themselves. On one hand, anonymity may 

provide people with the opportunity to extend their reputations based on the 

quality of their ideas rather than their identity itself. On the other hand, 

anonymity may bring some conflict over trusting an identity holder within an 

online domain. 

Identity fraud is a rapidly growing crime both online and offline, due to the lack 

of trust management and the right to be anonymous. For instance, the film 

Catch Me If You Can (with Leonardo DiCaprio and directed by Steven Spielberg), 

shows the effect of the pseudonym and multiple identities in real life situations. 

This film is based on the true story of Frank William who played a number of 

anonymous identities to deceive the system [Danylak & Edmonds, 2005]. 

Early work on pseudonym detection, for example [Huffaker & Calvert, 2005], 

investigates the use of language, identity disclosure and gender differences 
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among weblogs looking for pseudonym behaviour. Due to the relationship 

between accountability and anonymity online, researchers such as [Ford & 

Strauss, 2008] also proposed a schema for detecting virtual personas using 

both accountability and anonymity to ensure that a person can only operate one 

accountable pseudonym at a time. The authors believe that online anonymity 

often appears to undermine accountability.  

 

2.2.3 Trust Implication and Honesty 

Identity and trust are two related concepts: according to [Seigneur & 

Jensen, 2004] “identity is a central element of computational trust”. In fact when 

we trust other people or communities, we are prepared to reveal more honest 

information about ourselves. Today‟s Internet has many problems with trust 

establishment: as [Steiner, 1993] states, “on the internet nobody knows if you‟re 

a dog”. [Park et al., 2002] suggest that “trustworthiness refers to the 

truthfulness of a website‟s contents and the site‟s reputation”. In the shared 

environment of social networking, it is essential to build a trusted environment 

in order to support collaborative activities while protecting sensitive information.  

There are alternative solutions for the implementation of identity in a trusted 

environment [Ying & Chris, 2009]. According to [Abdul-Rahman & Hailes, 

2000], “trust is a social phenomenon and any trust model must be based on the 

type of society”. In this paper the authors have carried out a survey of the social 

sciences and identified different characteristics of relevant trust. The goal of 

their work is to discuss a trust model based on real-world trust characteristics 

in online communities to help users in identifying trustworthy entities. Other 

work, such as the two-tiered approach proposed by [boyd, 2002], also provides 

users with appropriate mechanisms for presenting themselves in a trusted 

community. Researchers such as Kim Cameron in his white paper „Seven Laws 

of Identity‟ search for a solution to prevent the loss of online trust by defining a 

unifying identity Metasystem [Cameron, 2005]. His Metasystem architecture is 

based on a set of principles called the “Laws of Identity”, which are proposed and 

universally adopted through continuing dialogue on the Internet.  

From a psychological perspective, there are some theoretical aspects about 

honesty in the physical world. [Donath, 2007] defines honesty as one of a 

quality signal in identity representation. This work is based on „Signalling 

Theory‟, which learns from animal communication and applies to human social 

interactions. In [Somanathan & Rubin, 2004] the authors study honesty 
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behaviour in market societies by focusing on the employment relationship and 

the behaviour of workers. This work has examined the factors that affect the 

accumulation of honesty in growth models and suggests that capital and 

honesty are co-determined in the long run. Similar work, such as [Mazar et al., 

2007], also proposed and tested a theory of self-concept maintenance, which 

allows people to engage in dishonest behaviour to some level.  

 

2.2.4 MySpace Identity Issues 

While the MySpace network creates a broad new set of opportunities in 

personal and social areas, it also creates new threats and issues for its users. 

Since there are many concerns about disclosing personal information on this 

site, online profiling introduces a certain level of uncertainty and, as a result, 

inaccuracy in self-representation. These concerns, such as loss of privacy and 

fake identity, will gradually grow as the use of this social network grows. There 

are several guides for users such as the Rough Guide to MySpace [Buckley, 

2006], which describes how to play safe on this site, focusing on how to prevent 

identity theft, predators and false identities.  

In the world of online networking it is difficult to identify people who construct a 

false persona. There is no limit to the number of profiles people can create on 

MySpace and there is no accurate verification when people join this site; it is 

therefore easy to create a false persona and connect to other recognized profiles. 

Faking a known identity is used to position oneself in a status hierarchy, for 

instance by claiming a connection to celebrities or well-known people. According 

to [Donath & boyd, 2004], while public displays of connections can verify an 

individual‟s identity, they can also help someone else to establish a false 

identity. At what point does one decide to create a profile of „Bin Laden‟ complete 

with photos, and start posting comments on other fake members such as 

„George W Bush‟? For some this means just having fun, while others may 

undervalue the meaning of people‟s connections, and even become intimidating 

towards other network residents. Some people also obtain multiple profiles and 

control different false identities to increase trust between their networks of 

friends; these malicious users are also called Sybil attackers [Douceur, 2002]. 

Another problem is related to identity manipulation such as in the case of 

switching gender. Women for instance receive more attention and are usually 

better supported online [Nabeth, 2005].  
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Recently, the number of members on MySpace has declined due to a number of 

security issues compared with other social networking sites. For instance, there 

is deficient use of email verification as MySpace sends an email to verify each 

email address but does not check the email verification. It seems that people can 

register under any email address, only if the address is not used for another 

account. In other social communities, such as Facebook, college email addresses 

were initially used as technical authentication; this would then connect the 

online persona to the real person and makes their network more trustworthy. 

According to [Dwyer et al., 2007], which conducts a survey to compare 

MySpace and Facebook sites, MySpace has a poor reputation of trust compared 

with the Facebook network. The authors indicate that MySpace users have less 

trust in the site itself, and they and their friends are less willing to reveal 

identifying information about themselves.  

On the other hand, MySpace allows younger people (age 14 to 16) to join as long 

as they change their profile setting to private. However, this conveys a lot of 

negative views towards this site such as the fear of sexual predators. Online 

predators take advantage of simple access to personal information published in 

profiles to trace their target. In particular, this alerts leading social networking 

companies to protect their site from „sexual‟ predators. Accordingly, some 

schools and public libraries in the countries where MySpace is most used 

considered having restricted access to the site to protect their youngest members 

from sexual predators and malicious users [MySpace Wikipedia]. Researchers 

such as [Lee et al., 2008] have concerns about users‟ safety online. They looked 

at how to motivate users to engage in self-protection behaviour and defend 

against predators and malicious viruses. Additionally, there are some hackers, 

such as the popular profile on MySpace called „Samy‟ [Lai, 2005], who created a 

self-propagating script to automatically make anyone who viewed his page his 

friend without obtaining any permission. In October 2005 the worm spread by 

duplicating itself into each friend and friends of friends, rapidly increasing 

Samy‟s friends and therefore overloading the MySpace servers. Though the 

Samy‟s worm was friendly, other hackers might use their skills to destroy or 

steal personal information, even from private profiles. 

 

2.3 Related Work 

This section aims to review some related works that appear to follow 

similar ideas for detecting identity representation in digital social applications. 
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The majority of these solutions follow the privacy [Acquisti & Gross, 2005] and 

trust implication [Dwyer et al., 2007] approaches. Several smaller projects, 

such as [Dokas et al., 2002], [Airoldi & Malin, 2004] and [Thongtae & Srisuk, 

2008], have utilized data mining approaches in order to control the verification 

of identities online. Recently there have been some academic papers and studies 

in the same field of identity and social networking, such as [Ying & Chris, 2009] 

and [Stutzman, 2006]. A considerable amount of research has focused on social 

networking sites, including the social network structure, such as [Petroczi et 

al., 2006], [Mislove et al., 2007] and [Spertus et al., 2005]. However, there is 

little similarity between these studies and our approach since none of them 

propose a method to directly solve the problem of detecting and verifying the 

reality of identity.  

This section briefly highlights some of the related publications and projects. 

These related works include identity management systems (Section 2.3.1), 

evaluation of online social communities (Section 2.3.2), social network analysis 

(such as friendship, similarity and personality analysis) (Section 2.3.3), data 

mining (Section 2.3.4), deception detection (Section 2.3.5), and recommendation 

system (Section 2.3.6). 

 

2.3.1 Identity Management Systems 

Many systems propose strong end-user controls over how identity 

information is distributed and managed. Two well-known identity management 

approaches are Passport by Microsoft (www.passport.com), and Federated 

Identities by the Liberty Alliance Project (www.projectliberty.org), both providing 

complete identity management architecture. There are some other projects that 

propose new identity management models to improve issues of online identity. 

For instance Microsoft InfoCard is a set of technologies that aims to overcome 

the current problems with digital identity management by allowing people to use 

their identities as easily and securely as in the physical world [Gutierrez & 

Feigenbaum, 2006]. One potential problem with InfoCard is that it is partly up 

to users to deal with the trust issues.  

Other work, such as [Pato, 2003], defines identity management as a set of 

processes, tools and social contracts, which enables secure access to an 

expanding set of systems and applications. This paper primarily categorises 

three models for deploying identity management systems: Silo, Walled Garden 

and Federation. Silo is the predominant model on the Internet today, while 
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Walled Garden represents a closed community of organizations and Federation 

includes systems such as Microsoft.NET Passport and the Liberty Alliance 

project.  

On the other hand, [Koch, 2002] argues that a user-centric global identity 

management system is required to personalize identity. The author proposed a 

specific identity management solution called an IDRepository, which focuses on 

user empowerment to control profile attributes. His technical approach is to 

store the user‟s identity in a central place where it can be maintained by the 

user and accessed by different services. However, this central system requires 

strong privacy protection and must provide complete control to the user over 

deciding what information to disclose and share with which parties. Also recent 

systems, such as OpenID, introduced a centralised system to access the entire 

identity account into one single location [Recordon, 2006]. 

When we decide on what to reveal about ourselves, we are performing identity 

management. An efficient identity management system would allow people to 

decide how to give data and when to act anonymously. In addition, the system 

should be able to validate a profile‟s identity and perform a trust decision based 

on an individual‟s representation, which we are aiming within this investigation. 

 

2.3.2 Evaluation of Online Communities 

The success of online social networking sites has attracted the attention 

of many researchers. A number of papers evaluating online social community 

sites have been published in recent years mainly focused on privacy protection 

and security issues. Although there is not sufficient academic work examining 

the validity of identity, previous research in this field shows the extent of 

research interest, and the lack of a solution to the social networking problems. 

There are few academic studies on digital relationships and the structure of 

social interaction using MySpace. For example, [Caverlee & Webb, 2008] 

studied the characteristics of MySpace profiles based on facets of this social 

network such as sociability and the use of language. The authors in this paper 

analysed the language used in profiles to find the distribution terms in a large-

scale database. They used a demographic model to represent the probability of 

each attribute within gender. This study has a slight similarity to our work; 

however, the focus was only on two identity traits (such as age and gender). 

Works such as [Dwyer, 2007] have studied the structure of social networking 
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using the MySpace generation as a case study, focusing on a framework to 

capture user‟s attitudes that influences interaction with others.  

Other work such as [Perkel, 2006] argues that MySpace could be an informal 

learning environment to promote the development of new literacy. The author 

believes that although MySpace is not a perfect environment for learning and 

expressing languages, it may still provide new forms of literacy practice. Online 

community researcher danah boyd (she prefers her name in lower case), in a 

talk called „Why youth heart MySpace‟, also indicates youths‟ desire to learn 

social culture through their online space by exploring their identity formation 

[boyd, 2006]. In particular, the author discusses issues of trust and intimacy on 

online networking using Friendster as a case study [boyd, 2003]. 

The majority of researchers within this field are examining the Facebook 

community with the focus on identity presentation and information sharing. For 

instance, [Acquisti & Gross, 2005] examined the pattern of information 

exposure on Facebook profiles. The authors looked for identifying attributes, 

such as name, email and image, and focused on the visibility of profile 

information and possible forms of online attacks. In other works, such as 

[Acquisti & Gross, 2006], the authors discuss the demographic differences of 

student‟s behaviour in regards to their privacy implication. Other works, such as 

[Stutzman, 2006], have studied identity-sharing behaviour in online 

communities including the protection of information disclosure. [Ellison et al., 

2006] also analysed the Facebook network structure and the role of identity 

management in relation to social college life. Similar to our work, they analysed 

profiles‟ identity elements; however, they mainly focused on whether users are 

aligned and the positive outcomes associated with the use of this social network.  

There are some other related works in the field of identity disclosure and privacy 

management in online social communities. For instance, [Tufekci, 2008] 

examined the disclosure behaviour on MySpace profiles and the relationship 

between disclosure as well as the issue of privacy. The author found little or no 

relationship between online information disclosure and privacy concerns. 

However, we show later that profiles who feel more concerned about their 

privacy (such as private profiles) disclose more honest information about 

themselves. Tufekci states that the “disclosure behaviour on these websites was 

more heavily influenced by demographic characteristics of the participants”, 

believing that a user‟s characteristics can influence identity representation. This 

work has a comparable approach to our study, but the author has only focused 

on the disclosure aspect of identity by following Gofman‟s theory [Goffman, 
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1959] and Altman‟s theory [Altman, 1977] of privacy, and produces some 

statistics of how much information people reveal about themselves online.  

Other works, such as [Berman & Bruckman, 2001], have conducted some 

research on the different ways in which men and women behave online, and if 

people‟s communication patterns can help to determine their identity. The 

authors conducted a survey on online gaming to find out what motivates people 

to have such behaviour. The authors also look at whether peoples‟ 

communication patterns can help determine information about an individual‟s 

age, race or national origin. This work is related to ours in terms of analysing 

online identity elements by looking at gender difference and examining the 

deceptive information. Early work on the theory of personality, for example 

[Casciaro, 1998], believes that personality has a strong correlation with 

accurate perceptions of networks that depends on both individual differences 

and situational factors. Looking at the accuracy of friendships, the author 

argues that an individual‟s position in the social structure and their personality 

traits are potential determinants of the expected accuracy in network perception. 

Many researchers have focused on users‟ personalities. For example, for a better 

understanding of the personal and social implication of weblog authorship, 

[Marlow, 2006] investigated a large-scale survey on a weblog network. This work 

examines the user‟s personality, reflecting on the social effects of weblog 

authorship. The author shows that the community rewards the authors who put 

time into their network and give them more accountability credit. [Bechar-

Israeli, 1995] also indicates that there is a strong link between one‟s nickname 

and personality. 

There is a research gap in the area of the transformation of identity over time 

within online social networking. For instance, [Kumar et al., 2006] presented a 

simple model of network growth and measured the evolutionary structure of a 

large social network. [Hill et al., 2006] assessed the correlation between past 

and future representation of nodes behaviour to formalize a dynamic network 

representation. On the other hand, [Holms et al., 2004] analysed a large 

number of Internet dating communities and examined multi-scaling behaviour 

on online social networks. In particular the authors focused on the time 

evolution and degree function of the network, believing that online interaction 

creates an unstructured network.  
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2.3.3 Social Network Analysis 

The enormous expansion of online networking has motivated many 

researchers to produce a variety of literature on social network analysis. Many 

studies on social network analysis attempted to understand the graph of social 

networks and measured the properties of the network structure. For example, 

[Mislove et al., 2007] observed four popular networks (Flickr, LiveJournal, 

Orkut, and YouTube) on a large scale and discussed that the in-degree (a count 

of the number of links directed to each node) correlated to the out-degree (the 

number of links that each node directed to others). The authors believed that 

connecting to high degree nodes in social networks is commonly used, while 

high degree nodes connected to low degree nodes shows the opposite behaviour. 

The authors suggested that understanding the structure of online networks can 

lead to an algorithm to detect trusted users by looking at the network properties 

and distribution rather than the identities themselves. 

Previous studies, such as [Hsu & Helmy, 2006], measured the relationship 

between close nodes and examined the influence of network connectivity on each 

relationship. This work analysed a small model to help understand the 

characteristics of network structure and user behaviour. In another work, 

researchers analysed the community structure from mobility traces and 

evaluated the different community detection approaches to identify both static 

and temporal communities [Hui et al., 2007]. Early work such as [Petroczi et 

al., 2006] aimed to develop a tool that provides a quantitative and continuous 

measure of strength of ties in virtual communities. Using a Danish social 

network site, [Ryberg & Larsen, 2008] also argue that the notion of exploring 

weak and strong ties is a valuable contribution to network structure, although 

this perspective does not automatically reflect on the individual‟s understanding 

of their influential or central positioning.  

Other work, such as [Cameron, 2004] and [Russo & Koesten, 2005], looked at 

the psychological aspect of social identity and proposed a social identity 

representation using three factors to examine the efficiency of these models 

within different studies. They examined the efficiency of three factors of social 

identity, centrality (being in the group), in-group effect (belonging to the group) 

and in-group tie (similarity to the group), and hypothesised that social 

identification can be represented based on these factors. [Yoneki et al., 2008] 

also define centrality as an important property of network structure. Within our 

study, we will show how identity can be validated partly based on network 

structure such as centrality and similarity factors. This section highlights 
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similar works on friendship in Section 2.3.3.1 and similarity analysis in Section 

2.3.3.2. 

 

2.3.3.1 Friendship Analysis 

An identity can often be defined as “You are who your network is”, which 

emphasises a particular significance of the social network and its relationship to 

others [Nardi et al., 2000]. Therefore, people reveal information about 

themselves depending on their audience. The theoretical and design implication 

of predicting friendship links from Facebook profiles is discussed by [Lampe et 

al., 2007], and suggests that the information provided by individuals has an 

impact on who interacts with them, and identifies the effects of identity 

information on users‟ interactions with others.  

According to [Donath & boyd, 2004] there are different types of connections 

between people, which apply to both offline relationships as well as online 

connections. These include: 

 Friend: someone known with possible interaction in the offline word, 

who is trusted for online communication and sharing identity. 

 Familiar stranger: someone not necessarily known but one may 

communicate with such as friends of friends, who are less trusted than 

direct friends. 

 Stranger: someone not known but have some link for some reasons such 

as gaining more links and popularity through connection.   

 Community: anyone in the community, even those who are not similar 

or trusted.  

Other social network researchers have observed how people make friends and 

how people rely on their friends for social support. For instance, „Socialize This!‟ 

by Andrew Zolli discusses how certain social networking users deal with the 

feeling of dissatisfaction over the low number of friends on their friends list 

[Zolli, 2004]. Researchers such as [Fono & Raynes-Goldie, 2006] also 

examined user understanding of the term „friend‟ on online social networking. 

The authors in this work analysed user behaviour and public articulation with 

the effect on social conflict, focusing on the LiveJournal network. They defined 

core keys of understanding friendship as: content, an offline facilitator, online 

community, trust, a courtesy and a declaration. The authors believe that online 

friendship is weak, and the higher number of friends in the friend list is equal to 

experiencing more social conflict or drama.  
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Analysing the type and quality of online friendships is out of scope of our 

research. However, it would be interesting to study this further and examine the 

correlation between the type of friendship and an individual‟s identity 

representation.  

 

2.3.3.2 Similarity Analysis 

There are many studies on similarity measurements, such as [Adamic & 

Adar, 2003], which examine the personal homepage information of a university 

to predict relationships between individuals. This study uses a similarity ranking 

method to predict the possibility of one being a friend of another based on their 

text, links and mailing lists. Previous works, such as [Abbasi & Chen, 2008], 

also applied a stylometric analysis to online texts with a novel pattern disruption 

mechanism; this can be used for identification and similarity detection of 

authorship. 

Recent work, such as [Brzozowski et al., 2008] and [Hogg et al., 2008], shows 

the impact of friend‟s similarity, by examining the influence of friendship and 

voting behaviour using a social network group (essembly.com). By analysing 

ideological social networks and distinguishing between „friend‟, „allies‟ and 

„nemeses‟, they found that people have a greater similarity to their allies than 

friends, though users are more influenced by their friends. [Maia et al., 2008] 

also proposed a methodology for clustering and identifying similar user 

behaviour in online social networks using YouTube data. The authors used a k-

means (a clustering algorithm) to group users with similar behavioural patterns, 

believing that their model has the potential to improve recommendation systems 

in online social networks. In addition, [Spertus et al., 2005] presented a 

comparison of six different similarity measures based on users‟ self-reported text 

for recommendation by using the Orkut social networking site. 

Some other studies, for example [Strauss et al., 2001], examined the effect of 

similarity on rating different datasets and measured how similarity can impact 

on the relationship between individuals. The authors aim to answer how an 

individual‟s personality is related to their similarity by analysing different models 

of personality such as extroversion and emotional stability. Other work, such as 

[Sherif et al., 2000], uses the user‟s typing behaviour and a similarity measure, 

based on a simple matching methodology, to authenticate users as a pattern to 

signify a graphical representation. [Casciaro, 1998] also argues that the 
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situational factors and individual similarity and differences have an effect on the 

accuracy and performance of social networking.   

 

2.3.4 Data Mining and Machine Learning 

Many recent works have employed machine-learning techniques to find 

patterns in users‟ behaviour on online social networking. For instance, a 

previous study on prediction used a Bayesian framework to predict a user‟s 

identity such as age and gender based on users web browsing behaviour history 

[Hu et al., 2007]. Their proposed algorithm improved when compared to the 

baseline algorithm, as their study shows 79.7% accuracy on gender prediction 

and 60.3% on age prediction. The authors are planning to predict other entities 

such as location and education. This work is comparable to our study; however, 

their method is not able to analyse if the predicted age and gender are real or 

false.  

Previous studies, for example [Hsu et al., 2007], define a set of machine-

learning approaches to predict and classify friend relations and profile 

information using LiveJournal data. This study documented attribute features, 

which are dependent on graph properties and an individual‟s demographic 

attributes. [Galloway & Simoff, 2006] focused on human-centred network data 

mining methods looking for the correlation between data attributes and the 

value for each attribute, using NetMap for visualisation and analysis of data 

relationships. 

Other studies used data mining frameworks to construct a detection model by 

uncovering important patterns in data. For instance, [Dokas et al., 2002] and 

[Stolfo et al., 2000] constructed a class prediction model to identify attacks 

from both known and unknown intrusion, based on two categories of misuse 

and anomaly detection in network intrusions. Work such as [Thongtae & 

Srisuk, 2008], has shown the efficiency of data mining techniques for the 

analysis of crime detection. [Airoldi & Malin, 2004] also introduced a filtering 

system for capturing email spam focusing on text classification. This approach 

examines the text used in email using data mining methods and classifies them 

into groups of frauds and non-frauds. Similar work, such as [Badaskar et al., 

2005], used the characteristic of real text as a feature to distinguish real articles 

from fake, by creating a classification approach based on a language model. 

[Agrawal el al., 2003] also used the same method of examining the text-based 
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and link-based profile information from a newsgroup site to develop a link 

detection algorithm. 

Concentrating on unsupervised methods, [Malin, 2005] studied on deciding 

when two pieces of data correspond to the same entity. This work relies on name 

similarity and employs a hierarchical clustering method using an Internet movie 

database. The author evaluated several unsupervised methods such as 

hierarchical clustering and random walks for disambiguating names (where the 

same name references multiple entities). A novel approach also projected finding 

pseudonyms by automatically generating lexical patterns using a set of real-

world name-alias data [Bollegalla et al., 2008]. They used vector machine 

learning for ranking and evaluating the confidence of an alias for a name using 

anchor texts and page counts.   

 

2.3.5 Deception Detection 

Many recent works have prototyped the idea of deception detection based 

on user attributes. For instance, [Zinman & Donath, 2007] focused on 

deception detection on social networks by developing a research prototype to 

categorize spammer and non-spammer by inserting trust values into the system. 

Their categorisation is based on many factors such as sociability, events, 

actions, emotions, social relationships, and so on. Other studies, such as [Toma 

et al., 2008], offer some important insights into the practice of deception in the 

arena of online dating. This work addresses the self-presentation issue by 

comparing the information presented by daters to establish the truth about the 

information on online dating profiles. [Burgoon et al., 2005] also proposed an 

automated tool to identify deception in the non-verbal communication 

environment by introducing a four-dimensional profile that reveals an 

individual‟s emotional and cognitive status, such as active/passive and 

tense/relaxed behaviours.   

Other works, such as [Mundinger & Le Boudec, 2005] introduced a 

mathematical model to investigate the impact of liars who were trying to 

influence their social network and gain reputation. The authors assume that 

“liars either have extremely positive or extremely negative behaviour to achieve 

maximum impact”. Whitty, in her paper „Liar, Liar!‟ also focused on examining 

liars on chat rooms [Whitty, 2002]. The author examined the gender differences 

in terms of online dishonesty, stating that: “men are more likely to lie about their 

socio-economic status while women usually lie for safety reasons”. She highlights 
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the differences of interpersonal interaction in chat rooms and suggests that the 

active users are more likely to be expressive about themselves in chat rooms. 

In addition, researchers have demonstrated how the revealed information in 

social networks can be exploited for social phishing and other attacks. For 

instance, [Shrivastava et al., 2008] extracted a social network structure to 

identify a class of potential attacks on the network by proposing two algorithms, 

„GREEDY‟ and „TRWALK‟. Other related works, such as the SybilGuard project, 

detect Sybil attacks in a distributed social network with the knowledge that Sybil 

users do not generate many trust links to non-Sybil users [Douceur, 2002; Yu 

et al. 2006]. Similar work also implemented a protocol as a simulation and 

tested against extracted data from the Orkut social networking service, which 

uses the social links between users to identify a Sybil attack [Lesniewski-Laas, 

2008].  

 

2.3.6 Recommendation Systems 

Trust enforcement systems have become a focus of the research 

community over time. Current recommendation systems such as eBay have 

serious effects on the user experience due to the rapid increase of online 

communities. Previous work on trust systems, such as [Shand et al., 2004], 

believes that “people categorise people they know according to the type of trust 

they place in them”. For instance, close friends are more trusted than neighbours 

and colleagues. The authors proposed a trust framework using a consistent 

recommendation system, to allow users to share and exchange sensitive 

information.  

Previous works on recommendation systems, for example [Hsu et al., 2006], 

also presented an approach based on collaboration recommendation on weblogs 

using Livejournal as a case study. [Felt et al., 2008] proposed a browser 

modification to distinguish trusted and un-trusted online content. Believing that 

user-side filtering is less complex and cost effective, this could be protected by a 

browser enforcement policy. In addition [Berkovsky et al., 2007] examine 

users‟ opinion about the impact of rating systems and their privacy. 
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2.4 Literature Summary 

Online social networking and identity representation are active research 

areas with input from computer sciences, statistics, sociology, and psychology. 

Researchers in these fields propose different hypotheses, which can help to 

understand how an identity verification system should be built online. The 

previous and current studies mentioned in this chapter are mainly focused on 

the demographic results of network structure and privacy issues of online social 

networking. These papers have studied different metrics for evaluating online 

social communities and network analysis. However, there is little academic work 

towards determining the reality of identity in such online communities. None of 

the past studies determined if the self-reported identity in social networking is 

accurate, therefore, there has been little evaluation of the quality of online 

identity metrics. These studies fundamentally differ from our work as we mainly 

concentrate on determining the validity of identity within an online social 

community using data mining techniques. We believe that our approach is the 

first attempt to find the validity of identity on a large-scale data. 

However, these studies help us to understand the wider picture of our research 

problem by discovering the research gap on the validation of online identities. 

Within this chapter we highlighted the most important papers, which are related 

to our research questions as follows: 

We described the definition of identity described by [Goffman, 1956], [Baier et 

al., 2003], [Donath et al., 1999], [Pato, 2003] and [Gutierrez & Feigenbaum, 

2006]. In more common terms they defined identity as the means of 

distinguishing one from other. Studies on the psychological aspects of social 

identity representation examined the social implication of displaying identities 

publicly, for example [boyd, 2004], [boyd & Heer, 2006] and [boyd et al., 

2004]. We argued that, according to [Schilit et al., 1994] and [Dey & Abowd, 

1999], identity representation is based on context. Therefore, in the context of 

online social networking people sometimes maintain multiple accounts that 

represent different facets of their internal identity. However, there are systems 

such as OpenID to centralize identity accounts and enable users to gain some 

control and privacy [Recordon, 2006].  

We addressed online identity issues such as identity disclosure and privacy 

(such as [Coates et al., 2000], [boyd et al., 2002] and [Zarandioon et al., 

2009]), the effect of anonymity [Jøsang & Pope, 2005], and related works on 

trust and honesty (such as [Cameron, 2005], [Donath, 2007] and [Park et al., 
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2002]). We also tackled some of the issues related to MySpace identity 

disclosure (such as [Donath & boyd, 2004] and [Lee et al., 2008]).  

We reviewed some related works that appear to follow similar ideas for detecting 

identity representation in digital social applications. The majority of these 

solutions follow the evaluation of online communities, such as [Caverlee & 

Webb, 2008] and [Ellison et al., 2006], privacy issues, such as [Acquisti & 

Gross, 2005] and [Tufekci, 2008], behavioural analysis, such as [Marlow, 

2006] and [Holms et al., 2004], trust implication approaches [Dwyer et al., 

2007] and recommendation systems, such as [Hsu et al., 2006] and [Felt et 

al., 2008]. 

We described previous studies on social network analysis, for example [Hsu & 

Helmy, 2006], [Hui et al., 2007] and [Ryberg & Larsen, 2008], including 

friendship analysis, [Fono & Raynes-Goldie, 2006], and similarity analysis, 

such as [Brzozowski et al., 2008] and [Hogg et al., 2008]. 

Many recent studies such as [Thongtae & Srisuk, 2008] and [Dokas et al., 

2002], have shown the efficiency of data mining techniques and analysis on 

pattern discovery. We highlighted previous studies, such as [Hsu et al., 2007] 

and [Hu et al., 2007], which defined a set of machine learning techniques to 

predict and classify friend‟s relationships and user profiles. In addition 

[Badaskar et al., 2005] used the characteristic of real text as a feature to 

distinguish real articles from fake.  

The idea of deception detection based on user attributes and behaviour, such as 

[Zinman & Donath, 2007] and [Toma et al., 2008], are also highlighted. Other 

studies have also engaged on detecting liars and deception online, for instance 

[Mundinger & Le Boudec, 2005] and [Whitty, 2002]. In addition, we addressed 

studies that demonstrated how the information revealed in social networks can 

be exploited for social phishing and other attacks, for example [Shrivastava et 

al., 2008], [Douceur, 2002] and [Yu et al., 2006]. 
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Chapter 3 

______________________________________________________________________________ 

Research Approaches 
 
 

“The art of being yourself at your best is the art of unfolding your personality into the 

person you want to be. . . . Be gentle with yourself; learn to love yourself, to forgive 

yourself, for only as we have the right attitude toward ourselves we can have the right 

attitude toward others.” 

 

Wilfred Peterson  

 

 

3.1 Introduction  

As the preliminary step to answer our research questions we first 

designed a customized crawler to gather data from MySpace profiles. Founded in 

2003, MySpace is one of the largest social networking sites; it offers members 

the ability to customize their profile and control privacy and creativity of their 

pages. Members are free to express themselves and make the page their own by 

embedding music, video clips, Flash content and photographs. In December 

2007 the total number of MySpace users was about 176 million; this number 

had grown to over 253 million in December 2008. The massive increase of 43% 

(76 million) in a year without considering the number of users, who left the site, 

indicates the high popularity of this social site. The MySpace population 

increases rapidly, although recently it had a massive decline in the number of 

members and visitors (256 million members as of December 2009) due to 

competition with other established social networks, such as Facebook [Torkjazi 

et al., 2009]. 

The MySpace community was chosen as a case study for our research due to its 

widespread population that accommodated a variety of people. By examining a 

profile‟s content we were able to construct a classifier model that can distinguish 

between different types of identity representation. The data was first 

accumulated by a robust web crawler that gathered the personal, professional 

and relationship information of connected profiles. Using a qualitative approach 

we then gathered some profiles with a known identity (such as real or fake). By 
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distributing an email survey we acquired an individual‟s views about their 

identity representation by asking them to rate the level of honesty of themselves 

and their friends. We also set up an online form and asked participants to 

generate a fake identity. These profiles with a known identity were used in our 

data mining process as a training dataset, so we learnt from data, evaluated 

their predicted accuracy and built up our classifier in parallel.     

The collected data was used to implement a model that built a personality 

classifier for the determination of the type of identity, such as real or fake. We 

proposed a model of seven personality features, such as expressive/anonymous, 

valid/fantasy, traceable/untraceable, active/inactive, popular/isolated, 

positive/offensive and sociable/unsociable. These personality factors were 

chosen based on several different types of studies; these include a literature 

study, data mining, social network analysis and principal component analysis 

(see Section 3.3.1 for more detail). The values for these personality factors were 

discovered by methods such as text mining and social network analysis. Using 

text-mining techniques, we compared each text-based profile‟s content against 

several lists of known terms and classified them into different personality 

attributes. For instance, to check the validity of a location, the described address 

was compared to a database of known cities/countries, as well as a list of 

fantasy and offensive terms. Social network analysis, such as centrality analysis, 

was applied to explore the network structure, and examine „popularity‟ and 

„sociability‟ characteristics by comparing the relationship between these 

attributes and the type of profile. The personality classifier is validated by data 

mining and principal component analysis. In addition, to measure how online 

identities are transformed over time, we applied evolution analysis for the same 

set of profiles over a period of time. 

We have used several approaches to overcome our research problem, including 

the knowledge gained from the literature review. This chapter aims to describe 

the overall research approaches, including data collection and modelling the 

classifier. Section 3.2 describes data collection methods (such as crawling), and 

the survey study together with brief descriptions of data. In Section 3.3 we 

explain the procedure of modelling the classifier by defining personality factors 

and describing why they are chosen (Sections 3.3.1 and 3.3.2). Sections 3.3.3 

and 3.3.4 describe the process of text mining and network analysis methods 

used to examine and rate each personality factor. Section 3.4 also describes the 

evolutionary features of identity representation by examining profile information 

of the same person over time. We show how profile attributes change over a 
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period of time. This chapter will conclude with a discussion and summary of our 

research approaches (Section 3.5).  

The following chart (Figure 3.1) illustrates the research procedure from crawling 

data and classification model to data mining evaluation and identity 

transformation analysis. 

 

Figure 3.1 The research methods procedure 

 

3.2 Data Accumulation  

In this section, we describe the data collection process, including a 

description of our dataset. The first step for our research was to collect profiles 

that are rich with personal information. We first employed a quantitative study 

for mass downloading of MySpace profile content. A crawler was designed to 

accumulate information, such as personal and professional information as well 

as relational information (such as number of friends, their comments, and who 

are friends with whom). The data was extracted by the selection of „FriendID‟ 

(MySpace members‟ unique number) to crawl pages up to two degrees of 

separation, targeting their top 40 friends (Section 3.2.1). We also applied a 

qualitative study, such as an email survey, online form and manual search to 

gather a number of profiles as a training set with a known identity (Section 

3.2.2).  
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3.2.1 Robust Crawler  

A custom crawler with time efficiency was implemented to collect a wide 

range of information required for this study. The crawler was written in PHP 

(hypertext pre-processor) to extract specific information from profiles and store 

the data within several MySQL databases. The PHP language was chosen 

because of its flexibility to limit and fetch the required information from each 

profile using „regular expression‟, rather than storing the entire profile‟s content. 

Due to the use of embedded HTML code and major personalization on MySpace 

profiles, the crawler was customised and carefully designed to collect the 

required information automatically. 

In the first stage of crawling, the automated script started by generating a list of 

a random selection of 50 seeds and accumulated 202,835 profiles, saved into the 

„Seed‟ database (see Figure 3.2). The crawler used a unique FriendID to fetch 

the profile pages up to a depth of two degrees (friend and the friends of friends). 

After obtaining the seed‟s profile, we further collected the top 40 friends (the 

listed friends on the first page with no order) of each profile. Top 40 friends are 

selected for two reasons: firstly, friends on the first page may represent a real 

friend as people generally list their close friends toward the top of their friend 

list. Secondly, due to the large number of friends (thousands and millions) listed 

in the majority of profiles; it was less feasible to follow one stream of connection 

as we were looking for different groups of connected people. In the last stage of 

crawling, the collected FriendIDs of top friends were used to retrieve the profile 

information of 2,008,398 friends and saved into the „Track‟ database. This 

technique is known as snowball sampling [Goodman, 1961], which starts with 

some random seed and increases by the number of links to each seed. In total, 

we have accumulated about 2.2 million profiles, which represent only 1% of the 

entire MySpace population (176 million registered members at the time of 

crawling in December 2007). 

 

Figure 3.2 The crawling procedure 
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The number of collected profiles within three main categories is described in 

Table 3.1 as „Public‟ (personal profiles), „Private‟ (limited profiles), and „Bands‟ 

(with music related information). The profile information is explained in more 

detail in Section 3.2.3. In addition, the same profiles were collected a year later 

to undertake a transformation analysis on the identity representation over time 

(see Section 3.4). 

Table 3.1 The number of collected profiles by each category 

 

Type of 

profile 
 

Number of profiles 
 

 

Total 

seeds friends 

Public 113,969 1,101,032 1,215,001 

Bands 19,908 181,371 201,279 

Private 68,958 725,995 794,953 

Total 202,835 2,008,398 2,211,233 

 

The crawling algorithm is efficient and reasonably fast as the computation time 

for accessing and storing profile information, together with friends‟ connections, 

into a database is less than three seconds on a single processor. After improving 

our crawler and applying a multiple scripts program on a server (using a cron 

job), we were able to download almost one million unique profiles per day, 

including the time to identify mutual friends. Therefore, every profile on 

MySpace could be collected in a maximum of approximately seven months, 

taking into consideration new members (note that this social site increases by 

almost 5 million members each month at the time of crawling in 2007).  

 

3.2.2 Qualitative Study 

The information collected using our crawler was used as a „validation‟ 

dataset (profiles with unknown identity type), where the nature of identity, i.e. 

whether it is real or fake, is unclear. The test set is used for clustering data more 

effectively by pattern discovery and grouping each identity element. For instance, 

clustering data helped us to decide which personality factors are more important 

when we applied a data-mining algorithm such as unsupervised learning (see 

Section 4.3.3). However, a set of profiles with known identity (such as real or 

fake) is required. To provide profiles with known identity types („training‟ set) we 

applied a qualitative study to manually identify the true identity of profiles. We 

utilized a survey to contact a number of people via email at the University of 
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Sussex to confirm the ownership of a profile and accumulate the level of honesty 

for both participants and their friends based on self-rating. We also collected a 

number of fake invented profiles by asking participants to generate a fake 

identity. The training set is used to find a pattern in data when applying data 

mining algorithms such as supervised learning (see Section 4.3.2) and predict 

the type of identity. The number of collected groups for each training set is 

represented in Table 3.2. We identified four types of users; „real-celebrity‟, „real-

local‟, „fake-celebrity‟ and „fake-invented‟, described as follows:  

 Real-celebrity: Official profiles representing famous people, such as 

celebrities who have their name listed in the directory of official profiles 

on MySpace. As their page is recognized by MySpace as an official page, 

we assume that they are representing a real person. These profiles are 

obviously well connected and have very large numbers of friends that 

might affect our results; therefore, we needed to collect the profile 

information of local users. 

 Real-local: Current students at the University of Sussex who responded 

to our email survey questionnaire (118 responses from 2019 emails) 

verified that the profile belonged to them and rated their level of honesty. 

Students from the University of Sussex were selected because, by 

comparing participants‟ information on the University directory website, 

we could check their true identity. We asked participants to confirm 

whether their page belongs to them; how they rate their level of honesty 

according to their identity representation; and if they think their friends 

(on average) are trusted and represented their true identity.  

 Fake-celebrity: Those who fabricated known profiles (such as celebrities) 

with almost the same information; for instance, many profiles claim to be 

„Britney Spears‟ or „Osama bin Laden‟, which are not authorized in the 

official directory website. We determined these profiles manually, for 

instance by knowing of another real profile for the same person. Those 

who impersonate other people might be a fan of celebrities, or intend 

some political view, or are just having fun by making a fabricated profile. 

 Fake-invented: We set up an online form and asked people, such as the 

University of Sussex FOSS group of Facebook friends, to generate a fake 

profile. We asked them to create an imaginary profile to represent any 

identity except their real identity or known people (such as celebrities, 

politicians, etc.).  
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Table 3.2 The number of participants in each training and validation dataset 

Type of Identity  
 

Known profiles 
(training set) 

 

Unknown profiles 
(validation set) 

 

Real-celebrity 417 not known 

Real-local 118 not known 

Fake-celebrity 457 not known 

Fake-invented 308 not known 

Total 1300 2,211,233 

 

In our email survey at the University of Sussex, 100% of the 118 responses 

received confirmed that the profile belonged to them. Participants were asked to 

rate their level of honesty from 1-100%, where 100 is the highest level of 

honesty. They were also asked to rate the level of honesty of their friends. This 

survey helped us to understand how honest people are in terms of their identity 

representation and how much they trust their friends. For instance, Figure 3.3 

illustrates that the majority of participants rated their level of honesty higher 

than their friends‟ honesty. Of the total, 38% claimed that they are 100% honest, 

and many of participants fall into the range of 80-99% honesty value. Almost 

18% of participants have set their profile visibility to private. On average, 

participants with a „private‟ profile rated their level of honesty higher than the 

„public‟ users. Through transformation analysis, we later found that „private‟ 

users altered their profile information less, which may indicate that they are 

more honest about their identity representation (see Section 5.3). Also, through 

similarity analysis we found that „real-local‟ users are more similar to their 

network of friends (see Section 5.2.1.2). 

 

Figure 3.3 Self-rating honesty survey of both individuals and their friends 
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3.2.3 Description of Data 

The collected dataset has a simple structure with three main categories, 

and each record can be identified with a unique FriendID number acting as a 

primary key:  

 Public Profiles: These profiles are accessible to all friends and online 

visitors and contain some personal information, such as name, age, 

gender, location, last login date, status, orientation, children, 

smoke/drink preferences, zodiac sign, education, occupation, income, 

religion, body type, group membership, school, number of pictures, 

number of blog entries, number of friends and number of comments. We 

also generated information about the age of the profile by calculating the 

“date of profile creation” and “date of crawling”. The age of the profile 

helped us to examine each profile fairly based on how long they have 

existed. 

 Bands’ Profiles: These are promotional profiles for musicians and bands. 

The profiles in this category contain a name, location, last login, band 

website, record label, date since member, and number of views, 

comments, friends and blog entries. 

 Private Profiles: These profiles used privacy settings to control their 

privacy and make their page accessible to their own network of friends 

only. Accordingly we only had access to their basic information, such as 

name, age, gender, location and date of last login.   

Appendix A describes each identity trait with their data range in more detail. 

The profile content and friendship information is categorized as follows:  

 Personal information, such as age, gender and location. 

 Professional information, such as education and occupation. 

 Relational information, such as friends and comments details. 

 Profile visibility type, such as public, private or bands. 

 Activity information, such as last login, age of profile and blog entries.   

 Type of profile such as real or fake (for training set only). 

In this investigation 2.2 million representative profiles were harvested in a 

relational database. Of these profiles, 68% contained personal information 

(public profiles) and the remainder used privacy settings to control the visibility 

of their profiles (private profiles). Hence, limited personal information was 

available for private profiles (such as name, age, gender and location): relational 
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and professional features (such as education, profession and who is a friend of 

whom) were not visible to our crawler. It should be noted that MySpace was 

initially intended to be used by those over the age of 18 [MySpace Wikipedia]. 

However the age limit was reduced in 2006 to allow anyone over the age of 14 to 

use MySpace. Users in the age range of 14 to 15 years old are automatically 

visible and searchable only within their network of friends, and so profiles in this 

age range do not appear in this study.  

We have not eliminated any information as obscure data may reveal some 

information about profile‟s identity. Photos are also not collected due to space 

and image processing requirements; thus we identified the number of enclosed 

photos for each profile, which may reveal some pattern about the type of 

identity. Furthermore, we manually observed a subset of profile photos to see 

how people present themselves through their images (see Section 5.1.3.2). This 

would be an interesting further study to evaluate user identity using image 

identification.  

 

3.3 Modelling Classifier 

At this stage, adequate information was available through crawling and surveys, 

which gave us grounding on which to propose our classifier model. Our classifier 

program was developed based on a set of rules, which are generated in a 

development cycle using both data mining techniques [Richardson & 

Domingos, 2002] and social network analysis [Agrawal et al., 2003].  

This section describes our assumption of how self-described identities can 

construct a classifier to detect the types of identity. In Section 3.3.1 we explain 

how the idea of personality factors was developed. We then define each 

personality factor used to classify identity elements through this study (Section 

3.3.2). In Section 3.3.3, we explain the text mining methods that were applied to 

examine profile contents in order to extract some personality factors. Network 

mining approaches, such as centrality and similarity measurements, are also 

explained in Section 3.3.4, which helped us to find some other personality 

factors.   
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3.3.1 Why Personality Factors 

We propose seven opposite personality factors such as 

expressive/anonymous, valid/fantasy, traceable/untraceable, active/inactive, 

popular/isolated, positive/offensive and sociable/unsociable. These factors were 

chosen in parallel through several studies such as a literature study, data 

mining (such as clustering and classifying), social network analysis (such as 

centrality analysis), and principal component analysis (such as examining the 

correlation between each personality factor).  

The idea of personality factors was based on a literature study. For instance, 

according to [Roccas et al., 2002] personality can be defined using five big 

personality factors such as extraversion (e.g., activity and positive emotions), 

agreeableness (e.g., trust and modesty), conscientiousness (e.g., achievement 

and deliberation), neuroticism (e.g., anxiety and vulnerability), and openness 

(e.g., fantasy, feelings and ideas). We selected some of these personality factors, 

such as fantasy, active and positive (as they are more searchable from profiles), 

and examined their efficiency on detecting the type of identity through data 

mining and principal component.  

Other work, such as [Suler, 2002], describes how people manage their identity 

representation online with some factors such as the level of fantasy, reality, 

positive and negative attributes. Other studies on social network analysis, such 

as [Russo & Koesten, 2005], also hypothesized that social identification can be 

represented based on three factors; centrality (being in the group), in-group 

effect (belonging to the group) and in-group tie (similarity to the group). 

Therefore, we applied a social network analysis to measure the centrality or 

„popularity‟ value for each connected profile, and later examined its effect on 

detecting the type of identity representation. In most cases, such as criminology 

studies, personalities are used for tailoring and making decisions about the type 

of people‟s behaviour [Thongtae & Srisuk, 2008].  

Personality factors such as „expressive‟, „traceable‟, „valid‟, and „sociable‟ were 

selected based on several text mining and data mining techniques. By clustering 

and classifying our large set of data (2.2 million profiles), we examined every 

iteration process and improved our classifier. Using data mining techniques (see 

Section 4.3) and feeding variable, we decided which identity elements were more 

likely to define a personality factor. We also examined which personality factors 

are most important in detecting the type of identity (see Section 4.2). For 

instance, through principal component analysis we found that 
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„offensive/positive‟ use of language has less influence on distinguishing the type 

of identity compared with other personality factors.  

We also applied further studies such as profile customization and photo 

observation to identify more personality factors, which, due to manual 

observation, we decided to not include in our classifier (see Section 5.1.3). 

Alternatively, other personality factors such as likeable, cooperative, 

professional, fanatical and so on, can be identified from profile contents, which 

are interesting for further research.  

The following chart (Figure 3.4) illustrates our personality model, in which we 

will examine each personality factor to determine the type of identity 

representation, such as real or fake. 

 

Figure 3.4 Identity model based on personality factors  

 

3.3.2 Personality Factors Definition 

This section aims to define each personality factor, although there is no 

standard definition for these characteristics of identities. We automatically 

classified each identity element into seven opposite pairs of personality terms. 

These personalities were chosen after examining and clustering both texts and 

links within the profile information in a development cycle. 
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 Expressive/Anonymous: Expressive is someone with a more 

communicative and open personality, who is prepared to share more 

information about himself/herself with other people in the network. We 

defined someone as „expressive‟ if he/she responded to the questions 

listed in the profile. Profiles that minimize their identifiable information 

are classified as „anonymous‟, which simply refers to the amount of 

undisclosed identity information on profile. 

 Valid/Fantasy: We defined a profile as „valid‟ if each identity element 

(such as age range, existing location, occupation and school information) 

exists and is reasonably accepted. For instance, we compared each 

location (such as city, county and country) with a database of valid 

locations gathered from online to determine the existence of each 

location. We classified profile information into the „fantasy‟ group if the 

validity of the entity was not clear, or humorous, or not related to the 

subject. 

 Traceable/Untraceable: The digital trace of identity can be found on 

profiles, including an email address, web link, employment company and 

school. This information can be used to find further perceptible 

information about the person. As well as checking the validity of this 

information, we calculated the number of traceable links from profiles to 

the outside world. For instance, we defined a profile as „traceable‟ if there 

was a valid list of schools he/she attended.  

 Active/Inactive: We defined a profile as „active‟ if someone participated 

in his/her network activity, such as blog posts or group membership. We 

also calculated if someone actively logs into his/her profile based on a 

timestamp for the last login. On the other hand, profiles with less activity 

on their page were classified as „inactive‟.  

 Popular/Isolated: The popularity attribute is supported from other 

users, such as friends and visitors. We defined a „popular‟ profile as one 

that has a higher number of friends with more views or hits on the page. 

The level of popularity examined is based on centrality analysis (average 

in-degree, out-degree, closeness, and between-ness). This attribute is 

calculated based on the age of each profile. For instance, we do not 

expect new members to be as popular as the older members; we can 

calculate their „popularity‟ by knowing when someone joined the network 

and averaging against the number of friends. On the other hand, the 

„isolated‟ attribute determined when the centrality value is low.  
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 Sociable/Unsociable: Sociability is defined based on the level of 

communication with others in a social network. We defined someone as 

„sociable‟ according to the total number of comments sent or received on 

each profile. Also the timestamp and recipient of each comment shows 

the frequency of comments to each friend.  

 Positive/Offensive: These attributes are based on the language used in 

the profile to describe the individual. For instance, we collected a number 

of databases, such as offensive and positive terms from online, and 

compared each text within a profile to determine the use of language. The 

optimistic and encouraging terms, which are used to describe an identity 

profile, were detected to define the level of the „positive‟ attribute. We also 

compared the self-described text with a list of offensive (unpleasant or 

hateful) terms to determine the level „offensive‟ language.   

 Real/Fake: We also defined „fake‟ as someone who provides a false 

identity to mislead people into believing that this is a profile of a real 

person, who has no connection to the profile. A „real‟ profile may present 

a true identity of a real person.   

Applying different methods, such as text and network analysis, led us to 

implement a personality classifier that examined each identity trait and 

calculated personality values. We built a weighting schema to rate each 

individual and their group of friends based on our personality model (see Figure 

3.4). To rank each individual, we cast all profiles into different categories of 

positive or negative attributes, and automatically rated each personality 

attribute. Each attribute was awarded a normalized score between 0-100% 

based on their appearance.  

The classifier effectively detects profile information and decides on the 

personality factors. However, to find the misclassification error rate, such as 

false positive and false negative, the accuracy of this model was evaluated 

through some data mining methods (see Section 4.3.4). Later in the empirical 

chapter, we look to see if we can determine the type of identity by learning from 

known data (with real or fake identity tags) and improving the classification. We 

will show (in the results Section 5.2.3) that the reality of the identity can be 

predicted with higher confidence using the pre-classified personalities rather 

than using original data.  
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3.3.3 Text/Content Mining 

The key elements for classifying personalities are through profile content 

and network connections. The text classification provides an insight into the 

characteristics of each of the entities [Gill & French, 2007]. First we examined 

the content-based identifiers to classify the „validity‟ (truth about information), 

„expressive‟ (amount of revealed information), „positive‟ or „offensive‟ (use of 

language), and „traceability‟ (trace of identifying information). Using text-mining 

techniques we categorized each self-described text into a different group of 

personalities. For this purpose a classification program was developed to 

examine the data and classify each attribute within opposite groups of 

personalities. The features are determined using a mixture of ad hoc automated 

techniques, ranging from checking the validity of the entity to comparing the 

terms and language used against a list of known terms. In addition, the levels of 

„popularity‟ and „sociability‟ attributes are checked using a social network 

analysis (see Section 3.3.4). 

This section briefly describes how attributes, such as „name‟ and „location‟ were 

identified based on a profile‟s contents. The first step towards text mining was to 

create and adopt several databases, such as a list of valid cities and countries, 

schools and occupations, and a list of positive/offensive words. These databases 

were collected from online resources and employed to compare with our dataset 

by searching for patterns within each text using „regular expression‟ methods. 

Although there is no standard way of finding out if some identity elements (such 

as age or gender, or indeed if the person really went to that school, etc.) are true, 

the validity of some attributes (such as city, country, occupation and school) 

have been checked by comparing to these collected databases.   

Each identity trait is mined and classified into opposite pairs of personality 

factors. The value of each personality is increased or decreased based on the 

number of appearances of each attribute, and the ratios are measured within a 

range of 0-100%. This normalization of data into categorized fields is more 

understandable and faster to calculate by machine. Due to spare usage of 

terminology, however, mining and comparing a profile‟s content was not a 

straightforward process. For example, the pre-defined options in a drop-down 

menu are easy to categorize, but those entities with open-ended fields and 

descriptions needed some more attention to examine and classify. Therefore, 

from an efficiency perspective for our text classification technique, we had to 

consider an error rate for both input errors and processing errors in the use of 

language. However, the accuracy of the classification can be improved by further 
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text mining techniques. The following are some examples of the text 

classification process to classify „name‟ and „location‟: 

Verifying Name  

The username on social networking sites is not necessarily the real name 

of the user. However, we examined each username associated with a profile, 

comparing them with several different databases such as offensive terms and the 

name of known people; these were collected from online sources. We classified 

four different groups of representation as follows:  

 Related: the name associated to a person that may be the real name 

of the person. 

 Fake: the name appears to be fabricated and may relate to celebrities 

and known characters (such as „Homer Simpson‟, „Saddam Hussein‟, 

„God‟, etc.). 

 Fantasy: the name is not related to a person and it may not have a 

meaning (such as „A.P.E.L‟, „It‟s me‟, „M@U‟, etc.). 

 Offensive: the name contains some offensive language, which is 

detected when compared to the list of offensive words in a collected 

database. 

Verifying Location  

To validate location, the data were first grouped with SQL query language 

to see which cities or towns were used more within profiles, and then classified 

as a valid location. For instance, some terms, such as „l.a.‟ or „Lost Angeles‟ are 

commonly used by Los Angeles users and classified as valid information. This 

method saved computation time for later comparisons. Next, we compared the 

rest of the locations with a list of offensive language to detect any offensive term. 

Following this, a database of 250,000 valid cities was compared with the rest of 

the data to detect valid and fantasy locations. For instance, locations such as 

„middle of nowhere‟, „here‟, „near you‟, etc., were not matched with our database 

and were classified as fantasy locations.  

 

3.3.4 Network Mining 

It is well known that social networks are examples of networks, and the 

properties of social networking, such as the „small world‟, were studied by many 

sociologists [Milgram, 1967]. Observing and analysing the features of social 
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structure has the advantage of seeing a bigger picture about the structure of a 

community. According to [Katona et al., 2009] a community is shaped by an 

individual‟s characteristics; individuals can also be influenced by a community. 

Therefore, we applied some social network analysis (such as centrality and 

similarity) to find the position and characteristics of each profile in relation to 

others in our sample network. We examined the structure of our network sample 

to score the level of „popularity‟, „sociability‟ and „similarity‟ attributes. These 

features helped us understand the network property and its relationship to the 

type of identity representation. 

We defined community as a subset of a friend‟s connection. It can therefore be 

modelled as a graph G={I, F}, where „I‟ represents an individual or node and „F‟ 

represents a friends‟ link or edge. Within this study, we examined the most 

obvious type of clique as the group of top 40 friends. This is because, since there 

is no classification of friends in MySpace (such as best friend, family or 

stranger), every connection is considered as a friend, while the list of friends may 

not indicate a strong tie among them. Therefore, when we mention „friend‟ we 

really mean „links‟ rather than a strong tie. It would be a better understanding of 

friendship if social networking sites provided an explicit type of friendship. 

According to [Donath & boyd, 2004] there are different types of connections 

between people, such as friends, familiar stranger, stranger and community. 

Some people tend to link to anyone through their friends or friends‟ of friends. 

For others who connect to strangers, the motivation could be that they are 

possibly seeking more links to obtain more popularity and attention: this can 

become addictive behaviour over time. This means that people are often listed as 

friends even though they do not particularly know or trust the cyber friend. 

Weighting the type of friendship is out of the scope of our study, however, it 

would be an interesting further study to discover the correlation between the 

strength of friendship and the type of identity representation. 

In this section we have examined our sample network structure in term of 

centrality and similarity between participants and their friend‟s connectivity. We 

have identified the network features and metrics by tracing a friend‟s link to find 

out the centrality value (the mean of in-degree, out-degree, closeness and 

between-ness) (Section 3.3.4.1). We also built a similarity measurement to 

detect a group of similar identity characteristics (Section 3.3.4.2). We 

determined the similarity criteria for both self-described data and extracted 

personality factors between individuals and their network of friends. The 
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similarity analysis aimed at determining if a friend‟s similarities had any 

influence on deciding whether someone is real or fake.  

 

3.3.4.1 Centrality  

The concept of centrality features within networks has been discussed for 

many years. According to [Russo & Koesten, 2005] centrality is “a measure of 

potential influence and popularity based on who an actor seeks to interact with 

within the social network”. There are many approaches to analyse the network 

and define centrality features, such as in-degree, out-degree, between-ness, and 

closeness between each node. We analysed our sample network based on an 

individual‟s position in the network and visualized a social graph of connection. 

Within this analysis we aimed at improving the performance of our classifier, 

and in particular at determining the characteristics such as „popularity‟ and 

„sociability‟. Note that our network is directed, which encodes significant 

information about each node. This means that each tie has direction: for 

instance if A is a friend of B it does not mean that B is a friend of A.  

There are many tools for analysis and visualization of social networks, such as 

UCINET [Borgatti et al., 1999] and Pajek [Batagelj & Mrvar, 1998], which are 

both considered as the main tools to analyse the structure of our sample 

network. We applied the centrality measurement based on the Linton Freeman 

method [Freeman, 1979] (one of the authors of UCINET), which measures the 

centrality of nodes based on their degree distribution. We applied the following 

social network analysis to measure centrality value:   

 Out-degree: The number of links of each node directed to others 

(number of people that „A‟ has in their friend list). 

 In-degree: A count of the number of links directed to each node (number 

of people that have „A‟ in their friend list). 

 Between-ness: Nodes between important groups of connection, which act 

as a broker (have influence on the information flow). 

 Closeness: Nodes with shortest paths to other nodes (monitor the 

information flow in the network).  

We calculated the centrality feature (average degree distribution, between-ness 

and closeness) of each profile as a „popularity‟ attribute: the scale ranges from 0-

100%. It should be noted that new profiles were measured based on the age of 

their profile (the date of profile creation against the date of crawling). Therefore, 
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we did not expect recent profiles to be as popular and sociable as the older 

profiles.  

The following graph (Figure 3.5 (a)) demonstrates a sample network of 11,635 

connected profiles (with unknown identity). Due to computational complexity, it 

should be noted that it is difficult to illustrate the entire network with its high 

diameter. As seen in the graph the majority of nodes with a higher centrality 

value are located in the centre and the isolated nodes are at the edge. The size of 

each node indicates the value of centrality (the larger size represents the higher 

centrality value). The most central node with highest out-degree is called „Tom‟, 

who is the founder of MySpace and automatically becomes a friend to anyone 

who joins the network. The clustered nodes indicate the strength and power of a 

specific group of friends. The high degree links imply the importance of the node 

and represent the core element of the social structure. Our statistical analysis 

shows that this network employs many high degree connections, which are 

strongly clustered in contrast to a very low degree connection. Figure 3.5 (b) 

also shows the nodes with the between-ness feature, which have great influence 

over information flow in the network. The size of each node indicates the level of 

between-ness value. Often, if these nodes are removed, the network splits into 

unconnected sub-cliques. For more results on centrality measurement, see the 

results Section 5.2.1.1. 

 

(a) 
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(b) 

Figure 3.5 (a) Centrality (out-degree and in-degree distribution (b) Between-ness  

 

3.3.4.2 Similarity  

In the real world, people tend to connect with those who are 

demographically and behaviourally similar to them [Brzozowski et al., 2008]. 

Similar attributes and values between people indicate the stronger link between 

them. This also replicates on online social networking as linkage relies on some 

similarity between connected people. According to [McPherson et al., 2001], 

“homophily is the principle that a contact between similar people occurs at a 

higher rate than among dissimilar people”. [Mesch & Talmud, 2006] also argue 

about the quality of a social relationship and indicate that the closeness to a 

friend is a function of social similarity as well as content, activity and duration of 

friendship.  

The similarity measurement can reveal some information about the context of 

links between profiles and the correlation between their identity types. After all, 

„we are who we are with‟, and this is a significant evaluation for both offline and 

online identity. There is no standard method to weight and verify the friends‟ 

connection in our sample network. The observation of an individual‟s choice of 

friends indicates that the fundamental factor in connecting profiles is similarity 

in identity (such as age, location, marital status, and education, together with 

the similarity of interests). We measured the similarity between an individual 

and their friends‟ characteristics based on both identity traits (such as age, 
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location, education, orientation, and so on) and personality (such as expressive, 

valid, sociable, popular and so on). We are aiming at understanding if 

similarities between group of friends in both self-described identity and classified 

personalities can decide on the type of identity. 

For this purpose, we generated an identity code for each profile. The identity 

code is tagged with each profile‟s information as an identifier. For example, in 

the identity code „P_V3MVVA-H11NKNNN33V‟, each character in the code 

represents the classification rating. The first character represents the type of 

profile (such as „P‟ for public, „R‟ for private and „B‟ for bands), the second 

character represents the name classification (e.g. „V‟ for valid name), the third 

character represents the age range (e.g. „3‟ for the 30s age range), gender (e.g. M 

for male), and so on. Generating an identity code speeds up the process of 

searching for any similarity between groups of friends with certain identity 

attributes. In addition, a group „identity code‟ was obtained by calculating the 

average friend‟s personalities within a group, which facilitates the clique 

similarity in finding the structural equivalence of subgroups.  

We applied the following formula to compare „I‟, which represents the individual 

attributes, with „F‟, which implies the average friends‟ attributes of top 40 

friends. The average similarity is calculated by dividing the minimum value of 

each identity and personality elements into the maximum value between 

individuals and their friends. For instance, if a profile attribute, such as 

„traceability‟, has a value of 80%, and the average friends‟ „traceability‟ score is 

60%, then the similarity value among that group of friends for being traceable 

would be 75%. We assumed any value greater than 70% as high with a similar 

correlation in the friends‟ network. We excluded profiles with no friends (where 

f=0) or one friend from our similarity analysis. There are some other similarity 

measures, such as Nearest Neighbours [Malin, 2005] and Euclidean based on 

similarity distance [Elmore & Richman, 2001]. However, due to computational 

efficiency we used a simple algorithm of min/max to compare the similarity 

value among a group of friends. In addition, it would be interesting to further 

examine the similarity correlation within friends‟ of friends (fof) [Smarr, 2001]. 

The abbreviation for each acronym is shown in Table 3.3. 
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Table 3.3 Acronyms used within similarity algorithms 

Acronym Description 

I Individual 

F Friend 

n number of attributes 

a attribute 

f number of friends 

 

Figure 3.6 illustrates the correlation between some identity traits and their 

similarities. The more clustered nodes show a higher correlation, while 

distributed and scattered nodes indicate less similarity between each pair of 

identity elements. The results from the similarity analysis show that friends are 

more similar in identity elements, such as age and location, rather than other 

identity traits, such as education, marital status, religion and orientation. In 

particular, participants who are in the same age group are more likely to be 

similar in other identity elements and the similarity rates are growing in parallel.  

 

 

Figure 3.6 The correlation between similar identity elements 

We measured what fraction of similarity people may have within their group of 

friends and learnt that similarity in entities plays a major role in deciding the 

type of identity (see results in Section 5.2.1.2). 
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3.4 Transformation of Identity 

This section describes the algorithm we implemented to measure how identity 

and personality representation transformed over time. To determine the 

transformation of self-presentation over a period of time, we measured the 

differences in previous and recent MySpace profile representation. This study 

will help us understand the evolutionary features of identity representation 

together with the direction of online social networking. For instance, several 

studies used confirm the instability of information in profile contents and 

personality features, with an overall transformation in identity representation of 

about 29% of „static‟ and 45% of „dynamic‟ information. We will see that a 

profile‟s content becomes less expressive, valid and traceable information, while 

other characteristics, such as popularity, sociability and activity increase over 

the period of a year (see Figure 5.18). Also, measuring the identity 

transformation over our training dataset indicates that real profiles transformed 

their identity information less compared with the fake group (see Figure 5.16). 

Using our customized crawler we collected the same set of profiles, including 

their friends‟ information, during both 2007 and 2008. We describe the data 

collection process and the differences in data volume for the same profiles in 

Section 3.4.1. We employed our classification model to determine a profile‟s 

characteristics for each dataset. To measure the evolution of online 

representation, we implemented a transformation algorithm by ranking both 

„static‟ and „dynamic‟ features of identity elements over time (see Section 3.4.2).  

 

3.4.1 Data Collection over Time 

We employed a quantitative study for mass downloading of MySpace 

profile content within two different periods of time (the years 2007 and 2008) 

(see Section 3.2.1). Our customized crawler accumulates information, such as 

personal and professional information as well as relational connections between 

groups of friends. The information was collected first in December 2007, and the 

same sets of seeds were used to crawl the same profiles again in December 

2008.  

Table 3.4 describes the number of participants within the different categories of 

„public‟ (personal pages), „private‟ (limited pages), and „bands‟ (with music bands 

related data) profiles. The difference in the number of profiles over time shows 

that the fraction of „public‟ and „bands‟ profiles has decreased over time by 10.8% 
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and 1.8% respectively, while the number of „private‟ profiles has increased. The 

differences in our dataset are small, but on a larger scale, this may indicate that 

users are more willing to change their profile setting from „public‟ to „private‟. The 

difference in the number of our sample dataset shows that „public‟ profiles are 

six times more likely to leave the site than „bands‟, and 63 times more likely than 

„private‟ profiles. Based on the age of the profile (the date when a user becomes a 

member), we also found that older profiles are more likely to change to „private‟ 

settings.  

Table 3.4 The number of collected profiles in both year 2007 and 2008 

Type of  
Profile  

Year 2007 Year 2008 
Difference 

% 

Public 1,215,001 1,083,623 -10.81 

Private 793,995 795,319 +0.17 

Bands 201,297 197,670 -1.80 

Total 2,210,293 2,076,612  

 

 

3.4.2 Evolutionary Analysis 

The same profile can represent the same person without having identical 

contents at different times. According to Leibniz‟s law [Stevenson, 1972], if „p‟ is 

identical to „q‟, then every quality of „p‟ will become the quality of „q‟. So if profile 

„p‟ transforms to profile „q‟ then some property in „p‟ and „q‟ is true at time „t1‟ 

and not true at time „t2‟. As we do not know the truth about both identities in 

„t1‟ and „t2‟, we aimed to measure the profile‟s attributes for both „p‟ and „q‟. We 

then compared both datasets to see how much „p‟ transforms to „q‟ in terms of 

identity representation over a period of time. 

We first applied our classification program over both year 2007 and 2008 

collected profile data and measured the personality factors for both datasets. To 

examine the transformation of identity, we compared both raw identity data 

(such as age, gender, location, etc.) and pre-classified personality attributes 

(such as expressive, valid, traceable, etc.). We then identified data as being 

either „static‟ or „dynamic‟ information. Static refers to the information that is 

less likely to change over time (such as age with constant change, gender, 

orientation, ethnicity and zodiac), while a „dynamic‟ attribute (such as location, 
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marital status, number of friends and interactions) is more changeable over 

time.  

The formula below is proposed to compute the transformation of identity based 

on both static and dynamic information. We examined the transformation of 

identity for both individuals and their networks of friends using original and pre-

classified data. If the same persona „p‟ changes to persona „q‟ over time „t‟ then 

the difference in representation can be calculated by dividing the minimum 

value to the maximum value between „p‟ and „q‟, whereas „p‟ is the summation of 

„static‟ information for both original and pre-classified dataset, accumulated to 

the summation of „dynamic‟ attributes. We assumed that dynamic attributes 

have less impact on the overall transformation value due to the variable nature 

of these attributes (see Table 3.5 for acronyms). 

 

 

 

 

 

 

Table 3.5 Acronyms used within transformation algorithms 

Acronym Description Acronym Description 

T transformation n number of attributes 

p persona (old) t time 

q persona (new) s static 

a attribute d dynamic 

 

We illustrate the findings in the results chapter, Section 5.3. We will discuss the 

results of how both individual and social networks evolve during a time frame 

and what impact it may have in determining the taxonomy of identity 

representation.  
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3.5 Summary 

In this chapter we described our methodology for collecting data and 

implementing a customized classifier to detect and categorise profiles and their 

connected friends based on their self-representation. We employed two methods 

to accumulate data from MySpace profiles. We first downloaded profiles via 

automated crawling, which has the advantage of collecting a greater number of 

participants. We started by collecting a group of friends, rather than random 

profiles, to have a minimum cut in our sample network. Our crawler identified 

three types of profile; „public‟, „private‟ and „bands‟. We were able to harvest 

approximately 2.2 million profiles over the course of two months. We then 

collected a number of profiles with known identities, such as official profiles and 

impersonators. We also conducted an email survey by asking participants to 

verify their online identity and rate their level of honesty.  

We implemented a personality classifier to automatically categorise profiles 

according to our seven personality factors (expressive, valid, traceable, active, 

popular, sociable and positive). By creating a breakdown of profile information 

into these characteristics, we generated a database of profile attributes, where 

this may correspond to an actual image of user. A ranking score was integrated 

to associate with each profile‟s attributes and their network of friends. Our 

classifier aims to identify the profile‟s characteristics and examine the 

correlation between what is real and what is fake identity. 

The classifier was generated in two steps. We first defined a classifier using a 

text mining approach and analysed the profile‟s content. Through text mining 

analysis we extracted the terms and language used against known terms. The 

terms were rated within different classifications of „valid‟, „fantasy‟, „expressive‟, 

„offensive‟ or „positive‟. However, examining the identity content and the use of 

language was not a straightforward task, as the terminologies used are diverse 

when an open question is asked, and people tend to use different expressions to 

describe themselves. 

Next, we examined network content by applying some social network analysis, 

such as centrality and similarity measurement. We explored community 

structure using social network techniques and portrayed our sample network 

and their relationship as a graph. The degree of distribution showed the 

popularity and power for central nodes as the majority of nodes had a significant 

high degree of connection forming a core element of a social structure. We 
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calculated the „popularity‟ attribute for each profile based on the centrality 

feature.  

Through similarity analysis we also found that mutual friendships are a 

significant input in the determination of the type of identity representation. This 

is because people normally choose friends with similar identity traits and 

interests. Therefore, we investigated similarity measurement by clustering 

profiles with certain identifiers using our generated „identity code‟. The identity 

code works as a signature for each profile compared with the group of friends‟ 

identity code. We learned that social network analysis reveals some property of 

the network, which can be used to find the property of a network of friends more 

effectively. Centrality and similarity have definite effects on determining the type 

of persona. We then employed our classifier for the same set of profiles within 

different time frames. By assigning data into „static‟ and „dynamic‟ categories, we 

measured the same profile in both 2007 and 2008 (see result in Section 5.3). 

The next chapter will describe the empirical methods used by examining the 

importance of each personality factor using principal component analysis. We 

will evaluate the prediction accuracy and performance using data mining 

algorithms. Through both data mining and principal component methods, we 

observed some patterns in data and improved our classifier in parallel.  
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Chapter 4 

______________________________________________________________________________ 

Empirical Techniques 
 
 

“The truth is sustainable! A lie is unsustainable, and is eventually exposed through 

Time. A lie can't 'Face' the truth because of guilt and the liars will try to detach 

themselves through avoidance.” 

 

Carl Stoynoff  

 

 

4.1 Introduction 

In the previous chapter we used data accumulated from MySpace profiles 

to develop a classifier that categorizes profiles based on their personality 

attributes. We rated profiles based on how „expressive‟, „valid‟, „traceable‟, 

„popular‟, „sociable‟ and „positive‟ the individuals and their friends are. These 

personality traits were based on several text mining and network analyses. We 

used both known and unknown datasets to uncover patterns in the data in a 

development cycle and improved the classifier in parallel. We also examined the 

same set of profiles at a different period of time; this allowed us to measure how 

identity representation evolves through time focusing on the extracted 

personality factors. 

Within this chapter we aim to evaluate the accuracy of our developed classifier 

to predict and verify represented identity. We first examined the correlation 

between each personality factor, so principal component analysis was applied to 

uncover which entity and personality elements are more significant in 

determining the validity of identity. We observed each personality factor to 

identify their importance by extracting the main component in our dataset. This 

analysis will improve the prediction accuracy further when we apply further data 

mining techniques.  

Next we applied several machine learning techniques to automatically uncover 

significant patterns in our dataset. We used these patterns to build our classifier 

heuristically in a cycle by learning from the training set (known identity) and 
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applying to the validation set (unknown identity). Both supervised and 

unsupervised learning were employed to cluster and classify the training and 

validation datasets. Using different learning methods, we aimed to evaluate the 

performance of our classifier and validate the different types of identity.  

This chapter is structured as follows: Section 4.2 explains the procedure for 

principal component analysis, such as component and rotation analysis, 

measuring the correlation between each personality and the influence on 

verifying identity. Section 4.3 describes the employed data mining techniques, 

such as supervised and unsupervised learning, where we take advantage of 

existing machine learning techniques to identify significant patterns in data. By 

analysing different algorithms, we are able to explain the prediction accuracy 

through a confusion matrix table.  

 

4.2 Principal Component Analysis 

Principal Component Analysis (PCA) is a common technique used to find 

a pattern in data with a high dimension [Smith, 2002] and [Qu et al., 2002]. 

We took advantage of principal component features using the SPSS application 

by simplifying the personal attributes and generating a set of component 

variables [Jae-On & Mueller, 1978]. Each principal component is a linear 

combination of the variables with a minimal loss of information. We used this 

method to discover a simple model of relationships within variables and explain 

them using a smaller number of components. Accordingly, we used both raw 

data (original identity representation) and pre-classified data (personality factors) 

for both training and validation sets as an input for our principal component 

analysis. This analysis indicates which factors or components are more 

significant when examining online identities. Some identifiers are better 

indicators for deciding the type of identity while some are strongly associated 

with each other. Within this analysis we aim to answer the following questions:  

 How many components are required to explain the patterns and 

relationships among variables?  

 What is the correlation between each identity attribute? What are the 

characteristics of these components and how do they explain the 

observed data?  

 In terms of the size and structure of our dataset, how efficient is it to use 

PCA? How much information is lost by using this analysis? 
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 How can PCA improve the prediction accuracy of our classifier model? 

In Section 4.2.1 we first explain our primary analysis, which was used to 

discover the correlation between data and exclude any entities or personalities 

that are not correlated with others. We extract the main component and 

measure the amount of information that we lost as a result. We then discuss 

rotation component analysis in Section 4.2.2, where we identify the common 

theme found in each component. We analyse each personality and identity 

attribute according to the dimension of extracted principal components.  

 

4.2.1 Component Analysis 

We began our primary analysis by looking at the inner correlation matrix 

between each identity attribute. We used the SPSS program to exclude any 

attribute that did not correlate with others or those that were highly correlated 

with each other [Liu et al., 2003]. These distinct correlations may influence the 

determination of components in our analysis. According to [Smith, 2002], PCA 

requires correlations between variables to be greater than 0.3: our correlation 

coefficients show that most identity elements are correlated reasonably well with 

each other (greater than 0.5). 

We then examined if component analysis is a sufficient study using Kaiser‟s 

measure (KMO) [Kaiser, 1960]. KMO measures the adequacy of component 

analysis where its value varies between 0 and 1, and any value greater than 0.5 

is adequate. The overall KMO for our set of variables within different types of 

identity ranges from 0.63 to 0.68. This range exceeds the minimum requirement 

and generally indicates that a component analysis may be useful within our 

dataset. 

The eigenvalue (covariance value of two dimensional data) of each component is 

plotted using a Scree plot (Figure 4.1), which demonstrates the curve of seven 

personality factors. For the initial solution, there are as many components as 

input attributes, where those with a high eigenvalue are more significant and 

were retained in the analysis. The components on the shallow slope have a lower 

contribution to the solution. Therefore, the first three components on the steep 

slope, which have an eigenvalue greater than „1‟, are extracted as an optimal 

number of components. We exclude the tail and lose 17.32% of data in order to 

classify and identify our personality factors within three main components (see 

Table 4.1 for more detail). 
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Figure 4.1 Scree plot to extract the main components  

 

Table 4.1 Primary principal component analysis (KMO, loss of information and main 

components) 

(Average accuracy: 82.68%) 

C
o
m

p
o
n
e
n
t Eigenvalues (Real) Eigenvalues (Fake) 

KMO:0.68   Loss: 15.09 KMO: 0.63        Loss: 19.56 

Total 
Variance 

% 
Cumulative 

% 
Total 

Variance 
% 

Cumulative 
% 

1 3.24 46.24 46.24 1.96 31.04 31.04 

2 1.14 20.33 66.57 1.366 26.51 57.55 

3 1.00 18.34 84.91 1.11 22.89 80.44 

 
Table 4.1 describes the eigenvalue associated with each extracted component 

for our dataset. The „total‟ column indicates the eigenvalue and the amount of 

variance in the original variables for each component. The „variance‟ column 

shows the ratio (as a percentage) for each component to the total variance of the 

variables. The „cumulative‟ column shows the percentage of variance for the sum 

of first three components. The cumulative variability explained by these three 

components ranges from 31.04% to 84.91%. This suggests that there is 

redundant information across each identity type within the „real‟ and „fake‟ 

categories. For instance the first three components for „real‟ data demonstrate 

84.91% of the total variance. Therefore, we have a 15.09% loss of information by 

reducing the number of identity variables into these three factors. There is 



    69 | P a g e  

 

slightly lower loss of information for „real‟ data compared with the „fake‟ group, 

which means the possibility of determining someone as „real‟ is higher than „fake‟ 

using these main components. Within this component analysis we achieved 

82.68% accuracy on average by defining our personality factors within three 

main components.   

 

4.2.2 Rotational Component 

To make various decisions on the importance of selected identity 

variables, it is important to identify common themes in each component. To do 

this, we utilized the rotational component that was used to find the correlation 

between each identity attribute in relation to the main three extracted 

components.  

The results from the selected components‟ score over our training dataset are 

represented as a rotated matrix in Table 4.2. The differences between 

components within the „real‟ and „fake‟ identities indicate which attributes are 

more likely to determine the type of represented identity. For instance, the value 

for „popularity‟ and „traceability‟ for the „real‟ group is higher compared with the 

„fake‟ group. The table shows that attributes such as „positive‟ and „active‟ have a 

lower rate for the corresponding component and are not as significant as other 

personality types. This rotational analysis shows the order and importance of 

each personality within both the „real‟ and „fake‟ groups, which may help to 

distinguish between both types of profile. It also improved the data structure by 

reducing unnecessary data dimensions. Further prediction results from our 

principal component analysis can be found in the results (Section 5.2.2).  

Table 4.2 Extracted rotation components for each attribute using training dataset 

Rotated Component Matrix 

Attributes 

Real Fake 

Components Components 

 1 2 3 1 2 3 

Expressive .825    .746  

Valid  .451    .504 

Active   .097  .182  

Positive  .027    .067 

Popular .733   .674   

Sociable  .944   .790  

Traceable .872     .776 
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4.3 Data Mining  

In recent years, data mining techniques have attracted a great deal of 

research attention. According to [Hand, 1998], data mining can be described as 

“The process of secondary analysis of large databases aimed at finding 

unsuspected relationships that are of interest or value to the database owners”. 

Data mining played an important role in improving our classification model 

through the use of both supervised and unsupervised learning methods. These 

learning methods involve applying a model to determine some knowledge from 

data and evaluate our classifier in parallel. Some data mining techniques are 

more reliable than others in providing more accurate prediction results. 

Therefore, we used different algorithms to evaluate the performance of our 

classifier and analysed the efficiency of each learner. 

We took advantage of an existing data mining tool called Rapidminer (formerly 

known as Yale) [Jungermann, 2009]. Rapidminer is a graphical user interface 

environment for machine learning with many schemes for classification, 

including Support Vector Machines (SVM), Decision Trees, Bayesian, Association 

Rules and clustering. This application uses XML as a standard format to 

describe structured data and model a Knowledge Discovery (KD) process. In 

addition, the attribute evaluations and clustering schemes from the Weka library 

(another machine learning application) were integrated [Holmes et al., 1994]. 

Within this section we explain the four main steps involved with data mining 

approaches. Each process is explained and demonstrated without going into any 

algorithmic details. The results can be found in Section 5.2.3. The four key 

steps are as follows: 

 Data pre-processing: such as data formatting and outlier detection.  

 Supervised learning (classification): such as Naïve Bayes, Lazy Learner 

(Nearest Neighbours), rules learning and tree learning (Decision Tree). 

 Unsupervised learning (clustering): such as clustering (Agglomerative, 

K-means), similarity comparator and Association Rule generator. 

 Performance validation: such as X-validation using confusion matrix. 

 

4.3.1 Data Pre-processing  

Data pre-processing is the procedure of preparing and cleaning data for 

further analysis. The pre-processing operations are necessary since particular 

learning schemes may not handle attributes of certain value types. After dividing 
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our data into different groups (such as training, test and validation datasets), we 

applied some data cleaning and pre-processing operations, such as outlier 

detection to filter any noise in data. These methods helped us to isolate some 

obscure features for further analysis. 

 

4.3.1.1 Data Formatting 

Data mining techniques were applied to both original data (such as age, 

gender, location, etc.) and pre-classified data (such as expressive, valid, etc.). 

Our dataset with known identity attributes, such as „real-celebrity‟, „real-local‟, 

„fake-celebrity‟ or „fake-invented‟ are labelled within our training set. We used 

both the „one-third‟ technique (two-thirds for training and one-third for test set) 

for selecting the number of training and test datasets [Klösgen & Zytkow, 

2002]. Therefore, from our 1300 known profiles, two-thirds are held back for the 

training set and the remaining one-third are allocated for the test set. The 

unknown data are used as the evaluation set to find some grouping attributes 

when unsupervised learning is applied. According to [Guillaumin et al., 2009], 

the larger the training set, the better the performance. However, we used only 

one set of data as rapidly changing data can make discovering patterns 

confusing. The selected datasets can be described as follows:  

 Training dataset: The training set is used for building a model. Our 

training set contained 867 records where the initial value of our class 

variable „identity‟ was set to „real-celebrity‟, „real-local‟, „fake-celebrity‟ and 

„fake-invented‟. 

 Test dataset: The test set is used to measure the performance of the 

model. Our test set contained 433 records, where the class or „identity‟ 

value is ignored. However, the class value will later be exposed in the 

evaluation process to measure the performance accuracy. 

 Validation dataset: The validation set is used for tuning the model, such 

as clustering. This dataset contains the entire unknown profiles of 

approximately 2.2 million records. So, we do not know the correct value 

for the class of „identity‟ in this dataset.  

So that the data could be read by Rapidminer, all the selected datasets were 

converted into the XML integrated application. Additionally, we had the choice of 

using other data formats, such as .csv (comma separated values) and .xls 

(Microsoft Excel), but it is faster to use an XML Meta data format, such as: 
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 .aml – (attribute description file) this file is a simple XML document 

defining the properties of the attributes, such as name, range and the 

data source files. 

 .dat – (dense file) understandable data format, which lists every record of 

our dataset. 

 .arff – (attribute relation file) the Weka application uses this format for 

further techniques. 

 

4.3.1.2 Outlier Detection 

The outlier detection process identifies outliers in the given dataset based 

on the distance of points to their nearest neighbours [Malin, 2005]. This 

technique helps us to find individuals with the largest distance to neighbours 

according to their personality attributes. For instance, profiles that represented 

their identity very differently from others are most likely to be detected as 

outliers. This process takes an example set and passes each record with a 

Boolean status indicating true (outlier) or false (not outlier) (see Figure 4.2). The 

detected outliers were removed with the filter operator. This process eliminates 

invalid and noisy data and increases the processing speed. 

 

 

Figure 4.2 A scatter plot shows outliers based on the type of identity 
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4.3.2 Supervised Learning (Classification) 

In order to classify our training data we mainly focused on supervised 

learning, also known as classification [Chakrabarti, 2000]. Unlike unsupervised 

techniques, supervised learning uses labelled data, so the class attribute is the 

target. This classification method is significant; by learning from the discovered 

knowledge our classifier was able to significantly improve its prediction 

accuracy. In this learning process our training set was associated with a label or 

class „identity‟ that determines the type of identity, such as „real-celebrity‟, „real-

local‟, „fake-celebrity‟ or „fake-invented‟. We applied both original and pre-

classified data from our training set and trained multiple classifiers, such as the 

Decision Tree, Naïve Bayes, and Lazy Learner and later compared their 

performance (see results chapter, Table 5.2 and Table 5.3). 

 

4.3.2.1 Decision Tree 

Decision Trees are powerful classification techniques, which can be easily 

understood. They are primarily used for analytical modelling and classification, 

which visually brings up the hidden patterns on data. Using this method, we 

built a hierarchical classifier of our training dataset and classified data into 

different attributes. As featured in Figure 4.3, the Decision Tree presents rules 

that were learned over classification. Each branch on the tree is a classification 

question and the leaves reflect the probability of a specific identity type 

classification. It is important to decide which part of the rules corresponds to 

data and whether the data are reliable. Failing to ensure correctness of rules can 

result in an inability to classify data accurately. As seen in the graph „sociable‟, 

„popular‟ and „traceable‟ attributes are the main characteristics to distinguish 

different types of profile and „real-celebrity‟ is the most identifiable group, while 

attributes such as „positive‟ and „active‟ do not have much influence when using 

Decision Tree learner.    
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Figure 4.3 Decision Tree learner 

 

4.3.2.2 Naïve Bayes 

Additional supervised models have also been studied. These include the 

Naïve Bayes classifier, which weights each attribute for classification based on 

Bayes theorem [Keogh & Pazzani, 1999]. This learner computes the possibility 

of each feature in determining the class variable. The Naïve Bayes classifier was 

trained for each of our personality factors. The advantage of this classifier is that 

it generally performs well even with a small training set, but if there are many 

properties to check, the number of observations increases in order to estimate 

the probability. A Naïve Bayes classifier can be comparable to a Decision Tree, 

but it has lower accuracy and works faster with large datasets. 
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4.3.2.3 Nearest Neighbours 

The Nearest Neighbours prediction is one of the oldest techniques used in 

data mining, and classifies attributes based on their close neighbours [Klösgen 

& Zytkow, 2002]. We used the Lazy Learner as a simple Nearest Neighbours 

classifier based on an explicit similarity measure. This technique uses similar 

close attributes in order to determine the classification of data. The distance 

between neighbours shows their similarity in terms of identity representation. 

Figure 4.4 shows our training profiles based on their similarity distance. 

Clustered nodes in the centre represent the „real‟ profiles and the more 

distributed nodes are the „fake‟ group. Therefore, there is more similarity in 

attributes within „real‟ profiles in comparison to „fake‟ profiles. For instance, 

„real-celebrity‟ profiles have less distance between them as they have more in 

common, such as having greater number of friends (popularity), and have more 

valid and expressive information on their page; the profile attributes and identity 

traits for „fake-celebrity‟ are not similar to each other. 

 

Figure 4.4 Nearest Neighbours similarity-based classification 

 

4.3.3 Unsupervised Learning (Clustering) 

Unsupervised learning methods are designed to observe hidden patterns 

in data [Malin, 2005]. The clustering method is a fundamental technique for the 

visualisation of classified data, which groups profiles with similar identity 

attributes. In general, the clustering process is faster to generate than 

classification methods, however, it takes more time to decide on the results. We 
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used the validation dataset with an unknown class attribute of „identity‟ to 

cluster similar personalities and entities, examining both original and pre-

classified data. Some techniques such as agglomerative similarity and 

association rules were applied to our dataset. Some of the methods that were 

used to classify identity properties into different clusters are described below. 

 

4.3.3.1 Agglomerative Clustering 

This clustering technique performs generic agglomerative clustering 

based on a set of attributes and their similarities. For instance, the similarity 

between node A and node B is weighted according to the value of each 

personality factor from our rating model. Our validation dataset is clustered to 

quantify the neighbourhood connection and their similarities. This clustering of 

similar attributes categorised different identity representations within different 

groups. For instance, profiles with higher „popularity‟ values are clustered closer 

to one another that indicates that they have other shared values as well as 

popularity, such as their age range; scattered nodes are mainly similar in terms 

of orientation, income or gender.  

 

4.3.3.2 Association Rules Generator 

Rule generation is one of the major factors in data mining for knowledge 

discovery in unsupervised learning. The rules are in the form of „if this … then 

that…‟ and can be used for understanding the relationship between entities 

based on their attributes. We have generated a set of rules by applying the 

association rules algorithm over our validation dataset. We then searched for 

significant rules in accordance with each personality factor. Appendix C lists a 

sample set of rules generated from „public‟ profiles. Each rule is assigned based 

on their frequency of appearance. These rules helped us to decide on the 

importance and frequency of each entity in relation to each personality attribute. 

 

4.3.4 Performance Validation  

In many cases the learned model is not of particular interest, but the 

accuracy of the model achieved in the evaluation process is of most importance. 

There are several validation methods that can be used to estimate the accuracy 

of learning models and measure the prediction performance, such as simple 
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validation, regression performance and T-test. We applied a validation operator 

called X-validation [Jungermann, 2009] and a confusion matrix [Klösgen & 

Zytkow, 2002]. Our aim is to achieve higher accuracy when using personality 

factors as an input in validation process. The result shows that we achieved 64% 

accuracy when using original data (such as age, gender, location, etc.) compared 

with 83% when using personality factors (see Section 5.2.3). Within this section, 

we explain the predictive model applied along with the table of the confusion 

matrix. 

The X-validation operator evaluates the learning method from the previous 

model applier. The model applier predicts labels for the test dataset and the 

performance evaluator compares them to the known labels. Over the iteration 

process, the cross-validation returns the average absolute and squared errors. 

Appendix D demonstrates the process of the X-validation operation, providing 

an XML sample description. For example, as seen in the graph, first the training 

dataset is used as an input for the learner to convey a model. Then our 

generated Decision Tree learner is used to generate a model and this is applied 

to the model applier. Next, the test dataset is loaded to predict the class of the 

„identity‟ value. The X-validation operator is then applied to deliver the 

performance of possible predictions for our unknown test set by one-third 

validation. Finally, the performance accuracy and classification error produces 

the results as a confusion matrix. 

The confusion matrix is a well-known evaluation technique that factors a matrix 

of true-positive (TP), true-negative (TN), false-positive (FP) and false-negative 

(FN), and presents the performance based on precision and recall 

measurements. For example, if our model applier predicts an attribute as true-

positive and our model suggests this as false-positive then the error rate will 

increase.  

 TP is a correct classification of correct data 

o e.g. „real‟ correctly tagged as „real‟ 

 TN is a correct classification of incorrect data 

o e.g. „fake‟ correctly tagged as „fake‟ 

 FP is an incorrect classification of incorrect data 

o e.g. „fake‟ incorrectly tagged as „real‟ 

 FN is an incorrect classification of correct data 

o e.g. „real‟ incorrectly tagged as „fake‟ 
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The metrics for performance evaluation are described in Table 4.3, where the 

overall accuracy can be calculated as:  

 

       

 

 Accuracy: proportion of the total number of predictions that are correct. 

 Precision: proportion of the predicted positive cases that are correct. 

 Recall: proportion of positive cases that are correctly identified. 

 

Table 4.3 The table of Confusion Matrix 

 Actual (real) Actual (fake) 

Predicted (real) TP (a) FP (b) 

Predicted (fake) FN (c) TN (d) 

 

To examine the accuracy of our classifier model we computed the correlation 

between the predicted data and the actual data. To find the error rate, we were 

interested in the probability of when someone falls into an incorrect identity 

type. For instance, „false-positive‟ where the „real‟ profiles are classified as „fake‟ 

and the „fake‟ profiles are tagged as „real‟. Table 4.4 demonstrates the 

performance of pre-classified data using the nearest neighbour learner. The 

precision ranges from 61% to 91% with the best performance for the „real-

celebrity‟ group, where the precision for „fake-invented‟ is remarkably low. The 

highlighted values (diagonal line) represent the „true-positive‟ and „true-negative‟ 

predictions, with an average prediction accuracy of about 82%. 

 
Table 4.4 The confusion matrix of Nearest Neighbours learner  

 
 

Accuracy: 82.43% 

 
Actual Identity 

 

real-
celebrity 

real-   
local 

fake-
celebrity 

fake-
invented 

class  
precision 

P
re

d
ic

te
d
 

real-
celebrity 

358 16 12 6 91.33% 

real-      
local 

2 42 0 0 95.45% 

fake-

celebrity 
25 47 384 132 65.31% 

fake-
invented 

32 13 61 172 61.87% 

class  
recall 

85.85% 35.59% 84.03% 55.48%  
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By applying different learning methods and adjusting our personality classifier, 

we expected to achieve less false detection in classification prediction. Applying 

different methods has the advantage of comparing and selecting the more 

efficient learner. As a result, we compared the accuracy obtained from different 

data mining learners using both original and pre-classified data. In order to 

achieve greater accuracy it is good practice to apply different performance 

operators, although observing many different results may be confusing. We will 

show in the results chapter, Section 5.2.3, that the prediction rate using pre-

classified data performs more accurately than using the original data. In 

addition, Appendix E describes the confusion matrix performance across 

different machine learning techniques for both inputs (original and pre-classified 

data) in more detail.  

 

4.4 Summary 

This chapter reflects on the validity and reliability of our classification 

model. We discussed the overall assumption about the techniques we used to 

analyse and verify data using both principal component analysis and data 

mining methods. Following the implementation of our personality classifier, we 

first applied some principal component techniques to extract the main 

components and measure the correlation of each component with the type of 

identity representation. Within this process we determined which identity 

elements are more important to identify the type of identity. Applying component 

analysis to our dataset confirmed that the advocated seven personality factors 

are a good indication that can be used further within our study. However, 

analysing the use of language, such as „positive/offensive‟, did not bring new 

insight to identifying the type of profile‟s identity (see Table 4.2). The 

computation time for running the component analysis sped up by removing the 

less significant dimensions in the data. We achieved a higher prediction 

performance based on fewer dimensions of data.   

Next, we applied some data mining methods to extract significant patterns 

within identity information. Data mining refers to a set of techniques that 

uncover hidden patterns in data. Therefore, we took advantage of these 

techniques as it is highly inefficient to analyse a large set of data manually. The 

data mining procedure first set out to understand the dataset more clearly by 

using some pre-processing approaches (such as outlier detection). We then 

applied a number of supervised learning methods (classification techniques) to 
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help examine the training set and predict the test set class target variable. We 

also applied unsupervised learning (clustering techniques) to identify the natural 

grouping of similar attributes. The collected data from the crawler (with 

unknown identity) was used for unsupervised learning to observe the patterns 

within the data, while the data from the survey (with known identity) were used 

in supervised learning. Within the supervised learning process, we applied 

several learning approaches, such as the Decision Tree and Association Rules 

techniques. This model was then applied to the test dataset for prediction of the 

label or the class „identity‟. We then measured the re-substitution error on the 

training set (known data) to examine the incorrect performance in labelled data. 

Finally, the performance accuracy of the learner was described as a confusion 

matrix, which is an evaluation technique used to factor a matrix of true-positive, 

true-negative, false-positive and false-negative.  

Data mining techniques caused a considerable improvement on the overall 

performance of our classifier model. The next chapter describes and illustrates 

the result from comparing the different learning methods. The performance 

results show that the proposed model cannot be used as an absolute prediction 

of identity, although we found 83% accuracy on deciding the type of identity.  
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Chapter 5 

______________________________________________________________________________ 

Results and Findings 
 
 

 “We will act consistently with our view of who we truly are, whether that view is 

accurate or not.” 

 

Tony Robbins 

 

 
In the previous chapter we employed different methods to evaluate and 

measure the influence of each personality factor against the type of identity. We 

first examined the correlation between each identity trait using principal 

component analysis and focused on the main components to reduce the possible 

dimensions within data. We then used different data mining techniques to 

evaluate the prediction performance of our personality model. We found patterns 

within the data by training profiles with a known identity (such as „real‟ or „fake‟) 

and predicted the identity type for unknown profiles. We improved our classifier 

in parallel by finding patterns in data.  

Within this chapter we present the results that correspond to the methods used. 

The chapter is organized as follows: Section 5.1 demonstrates some statistical 

results and explains the properties of our dataset. Through these results, we 

learnt the correlation between each personality factor in deciding the type of 

identity within our model. We present the statistical relationship between each 

entity, including the initial analysis, further personality factors and highlights of 

extracted patterns in data. Exploratory results are illustrated in Section 5.2, 

including the results from our social network analysis, principal component 

analysis and data mining algorithms. Section 5.3 explains the evolutionary 

results, such as the transformation of a profile‟s identity and the evolutionary 

features of the social network. This chapter concludes with a summary of our 

findings in Section 5.4. 
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5.1 Statistical Results  

Within this section we aim to provide some demographic and statistical 

results from our data analysis that provides a clear picture about our dataset 

and the identified patterns. Through this analysis, a measure of how MySpace 

users are currently representing their identity and defining their profiles were 

developed. The results include several types of measurement, including: 

 Profile visibility and privacy setting 

 Network of friends and their similarities 

 Profile preferences and photo presentation 

 Validity and reality of information 

 Patterns in identity and personality 

 Identity representation overview 

We first present some results from our primary analysis on the original data, 

and demonstrate the type and amount of published self-described information in 

Section 5.1.1. In Section 5.1.2 we then describe extracted patterns in the data 

that we found through data mining and social network analysis. For these 

analyses, we used both training (known data) and validation (unknown data) 

datasets. The training set evaluates the relationship with each personality and 

the type of identity, while the validation set provides a larger picture to help us 

understand the extent of each identity feature. Additionally, in Section 5.1.3, we 

describe the result of examining other possible ways of extracting more 

personality factors, such as the influence of photos and profile customization. 

These extra personality factors can be used for further research to determine the 

types of identity representation. 

 

5.1.1 Initial Data Analysis 

This section aims to describe and illustrate how people exposed their 

identity in our sample dataset. We observed and explored various demographic 

results from users‟ appearance online. This analysis will help us understand the 

extent of identity representation and facilitated our classification procedure.  

Our dataset initially contained over 4.8 million profiles. After removing mutual 

friends, our dataset currently consists of 2.2 million nodes with 2.4 billion edges 

between them. Figure 5.1 illustrates the number of friends within two groups of 

„public‟ and „bands‟ profiles (it should be noted that we have no knowledge about 
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the number of friends for „private‟ profiles as this information is not publicly 

available).  

 

Figure 5.1 The degree distribution of friends for both public and bands profiles 

Table 5.1 shows that our sample network employs many high degree 

connections, with an average of 1,010 friends for „public‟ profiles and 5,792 for 

„bands‟ profiles. Over 5% of our sample network has more than 10,000 friends 

and 2% have no friend or only have one friend. While the numbers of friends are 

almost the same for both male and female users, they vary in different age 

groups. 
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Table 5.1 The number of friends for both public and bands profiles  

Friends Connection Public Profiles Bands Profiles 

Number of participants 1,196,071 200,586 

Total Friends 1,208,589,955 1,161,861,427 

Maximum Friends 220,900,569 2,759,654 

Average Friends (Mean) 1,010.46 5,792.33 

 
However, the result shows that teens are more eager to have a greater number of 

friends (see Figure 5.2). We expected this result as from a psychological and 

sociological point of view [boyd, 2006], teens and those in their early twenties 

are more eager to articulate and maintain their online social network of friends. 

Examining the age distribution between „public‟ profiles shows that published 

ages range from 16 to 107 years, while 12.1% of participants were not willing to 

reveal their age publicly. It appears that more than half of the participants 

(58.7%) were teenagers or people in their early twenties. Analysing gender also 

demonstrates that our sample network is more dominated by male users (58.1% 

vs. 40.5%), while 1.4% of users did not disclose their gender. Figure 5.2 

demonstrates the number of male and female users in our dataset with 

consideration to their age distribution. The mean age for females is 26.5 

compared to the male age of 29.8. It can be assumed that, on average, more 

females are joining MySpace at a younger age than males.  

 

Figure 5.2 The age distribution between male and female users 
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Extracting profile descriptions of location (such as country, state and city) 

revealed that they are from very diverse geographical locations. Of the total, 

75.4% claimed to live in the United States, which is almost three times more 

than the number of European users. The UK has the second largest MySpace 

population with 8.2%, and the third biggest population in our dataset is from the 

Philippines with 7.1% registered accounts.  

In addition, we studied the number of activities and communication, such as 

comments, blog entries and the number of photos, which revealed the degree of 

communication and interaction between groups of profiles. Figure 5.3 

demonstrates the relationship between the number of friends, comments, blog 

entries and photos. The density in each block indicates the correlation within 

each interaction; for instance, the number of friends increases the frequency of 

comments and communication. Also, the number of photo and blog entries 

influences the number of comments and communication. These results help us 

to understand which elements are more important in order to classify each 

identity trait into different groups of personality factors. 

 

Figure 5.3 The correlation between represented identity traits 
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5.1.2 Pattern Discovery 

Knowledge discovery is a process used to uncover patterns within data. 

The interpretations of each discovery are significant in order to facilitate our 

personality classification model. Therefore, we applied both text mining and 

network mining techniques to find patterns in our dataset. A large set of identity 

combinations were grouped to find the correlations between each identity 

element and to tune our personality classifier. The following describes some 

patterns we have identified, where some appear to be more expected. 

 Profile Visibility: Comparing „public‟ and „private‟ profile visibility, it 

shows that one third of participants have modified their profile visibility 

to their group of friends only. There are more female users with „private‟ 

profiles than „public‟ profiles (63.6% vs. 36.4%); also female users change 

their privacy setting from „public‟ to „private‟ 9% more than male users. 

„Private‟ profiles are less active compared with „public‟ and „bands‟ 

profiles. „Bands‟ on the other hand are highly active, due to their music 

promotion, such as gigs, events and blogs. We also found 151 under-age 

users (aged between 14 and 15) with a „public‟ profile in our data sample; 

this category is not supposed to adjust their privacy to „public‟. They 

disclosed all their personal information, including their photos. 

 Number of Friends: Some identity elements, such as age, are strongly 

associated with the number of friends. Teenagers who fabricated their 

profiles had the most friends and created their own fame. The number of 

friends has a correlation with their geographical distance, for instance 

people tend to choose friends near to their location. Some other 

attributes are also noticeable, for example, people who spend more time 

writing comments on other profiles have a greater number of friends (see 

Figure 5.3).  

 Username: Analysing the user name estimates that almost everyone in 

our data sample provides a name. Of these, 32% have disclosed both first 

and last name, 36% of the names are unrelated or fantasized, and 6% of 

the names are fabricated from celebrities or famous profiles associated 

with a fabricated photo. While females are more realistic about their 

name, male users seem to have used more fantasy names.  

 Gender Difference: As with traditional gender difference, female users 

are more likely to hide their location, possibly due to their privacy 

protection. In contrast, male users seem to exaggerate their economic 
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status, such as income and occupation. Processing the use of language 

shows that male users use offensive language almost twice as much as 

female users (61% vs. 39%), while 58% of females use more positive 

language. In addition, males express themselves with a diverse language 

style, such as aggressive and offensive compared with the female group. 

Males therefore use more valid information to describe themselves 

compared with females (by 4%). Males have a higher number of friends; 

on average 976 compared with the female average of 632 friends. 

Females have more comments (an average 597 vs. 509), which indicates 

their sociability attributes. Females disclose more photos compared with 

male users (95 vs. 58). Male users are twice as likely to be members of a 

group activity as female users. Analysing the date of the last login shows 

that female users are more active on MySpace and login to their page 

more often, 62% compared with male users 53%. Males and females are 

equally as expressive, while males use more offensive words to describe 

themselves. Some patterns are correlated with other entities, such as 

gender and traceability attributes. For instance, females are less 

traceable than males, which are expected for psychology and sociology 

reasons. 

 Age: Observing the correlation between age, occupation and income 

shows that profiles with higher incomes have more popularity and 

sociability characteristics, but on the other hand they provide less valid 

information, they are less traceable and used more offensive language. 

People in their 40s have a higher use of positive language, while people in 

their 30s are more traceable. About a quarter of participants hide both 

their age and gender. People who hide their gender are more likely to hide 

their age as well, and those who hide their age, gender and location have 

fewer friends. Those with a higher number of blog posts in their profile 

used fewer offensive words and have a correlation with the age of their 

profile. Also, profiles with a similar age and gender have a higher 

similarity rate in other interests and preferences. 

 Geographical Location: Observing the profiles‟ geographical location 

confirms that, although the majority of profiles provide some information 

about their residency, they are selective about which part of their 

address should be disclosed: 94% disclosed their country of residence, 

69% revealed their state/county and 82% disclosed their city/town, 8.6% 

named a place that does not exist. It appears that people feel more secure 
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disclosing their country than their city. They reveal their city/town more 

than their state/county in countries other than the US. A small 

percentage of users revealed their full address including the house 

number and their postcode. Overall more than half of the participants 

disclosed valid information about a location according to our classifier.  

 Marital Status and Orientation: The result shows that two-third of 

participants disclosed both their relationship status and sexual 

orientation. Profiles that are looking for dating and serious relationships 

are more expressive and described themselves with more valid and 

traceable information. The married group and those in a relationship are 

more traceable than single and divorced, while swingers have the lowest 

traceability and the highest use of fantasy information. Bisexual users 

have a higher average number of friends, 1,325, and an average comment 

of 772, compared with straight users with 539 friends and 536 

comments. Lesbians have more photos with an average of 115 than other 

sexual orientations. Gay users use more valid information to describe 

themselves; they are more traceable compared with other orientations.  

 Religions and Ethnicity: Almost half of the participants indicate their 

religion: female users are more likely to disclose their religious views. 

Muslim users have on average 38 photos, while Christians have the 

highest average of 96 photos. Also, Muslim users have the lowest 

traceability of 24% compared with other religious groups. In term of 

ethnicity, black Africans are the most expressive. The result shows that 

Asian users are less traceable compared with white Caucasian (28% vs. 

39%). Native Americans also have one of the highest values of using 

offensive language. 

 Profile’s Photos: On average married users have more photos compared 

with single users (93 vs. 65). Parents have on average 102 photos; they 

have higher rates for disclosing valid information and are less offensive, 

thus they have fewer comments on their page. It is interesting to see that 

profiles that did not reveal their age have on average more photos on 

their page. Asian, and especially Muslim, girls have fewer photos on their 

profiles. Figure 5.4 shows the number of enclosed photos for our 

training profiles, and indicates that real profiles are more willing to 

enclose a photo in their profile compared with fake profiles.  
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Figure 5.4 Comparing numbers of enclosed photos for each identity type 

Overall, 69.2% of users state their age, gender, and their current residency, and 

almost 72% of participants disclosed all of their identity information. Figure 5.5 

demonstrates the disclosure of identity elements in accordance with our 

personality factors, such as „anonymous‟, „fantasy‟, „offensive‟ and „valid‟ 

attributes. For example, it shows that the username, city and occupation are the 

most fantasized pieces of information, while entities, such as the country of 

residence are the most valid information.  

 

Figure 5.5 Frequency and the type of information disclosure 
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Figure 5.6 also shows the correlation between each personality attribute. For 

instance, „fake‟ identities are less „valid‟, while „real‟ nodes are less „anonymous‟, 

although there are some „real‟ nodes that have a higher value according to their 

„fantasy‟ attribute. Also we can see that the „offensive‟ attribute alone is not able 

to distinguish between the types of identity.   

 

 

Figure 5.6 The correlation between each identity attributes 

 

5.1.3 Further Personality Factors 

A number of personality factors, such as („anonymous‟, „fantasy‟, 

„traceable‟, etc.) were defined and analysed in Chapters 3 and 4. In addition, we 

observed a small subset of profiles to measure the possibility of finding more 

users‟ attributes to distinguish „real‟ and „fake‟ personas. How people customized 

their profiles, and what type of photo (such as facial, group, fake and fantasy 

photos) they disclose, may reveal some information about the truth of the 

presented identity. Thus, these metrics are rather subjective and open to 

interpretation in identifying the validity of the identity. This would be interesting 

further research to analyse the look and feel of profiles together with an image 

processing approach to see if we can find any correlation within these attributes 

and the types of online identities. However, due to the time inefficiency of 

observing each profile manually, we decided not to include these attributes in 

our classifier. Within this section we briefly explain two different methods of 

examining identity traits, such as profile customization and photo observation. 
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5.1.3.1 Profile Customization 

One of the reasons for the popularity of MySpace is that users have the 

freedom to alter and administer their pages. How much do people benefit from 

this ability to manage and customize their presentation of self? We selected our 

training dataset of 993 excluding „fake-invented‟ as there is no actual profile for 

this group. We manually observed if people customized their page and how 

much this customization demonstrated the owner‟s personality? We observed 

the embedded images, colour, songs, texture, background and other contents on 

their profiles. The result from this observation confirms that 64% of participants 

customized the look and feel of their pages by embedding code and other content 

into their profiles. Identity features, such as age, gender, marital status, etc., 

have considerable influence on how people define themselves to their audience 

through the choice of colour and background in their profiles. Figure 5.7 

compares the fraction of customizations in different identity groups with the 

influence of gender. It can be seen that „real-celebrity‟ are more likely to modify 

features on their page, while „real-local‟ are less likely to modify their page. 

Women are also more likely to customize their page compared with men. We 

analysed the profile customization by manual observation and decided to not 

include them in our personality classification.   

 

Figure 5.7 The number of customized profile within different type of identity  
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5.1.3.2 Photo Observation 

Profiles often appear with photos, which give the highest evidence of 

identity performance. According to [Riegelsberger et al., 2003], “the 

interpersonal cues given in a photo on the personal page can have a significant 

effect on trust in the whole site”. Manual examination of our training set of 993 

profiles (excluding „fake-invented‟ as there is no actual profile for this group) 

indicates that the majority of profiles (82%) enclosed a photo and even a family 

album; these are classified into the following groups: 

 Facial Photo: the photo related to a person and possibly a real image of 

the user. 

 Group Photo: the photo contains a group of people and the user may not 

be identified in the photo. 

 Fake Photo: the photo is apparently related to fame or celebrities. 

 Fantasy Photo: the photo is not related to a person and could be any 

image. 

Figure 5.8 demonstrates that the majority of participants disclosed a facial 

photo on their profile, 9% included a group photo, 6% of all images are clearly 

fabricated from celebrities, while 19% used fantasy and humorous images in 

their profile. The result shows that women disclosed personal photos more than 

men (62% vs. 38%). We also found that people who disclosed a photo have built 

a stronger network of friends and have more comments on their profiles. This 

study would be an interesting further research to analyse the profile‟s photo in 

order to verify the type of identity. However, due to image identification 

processing, we have not considered image identification for our entire dataset.  

 

Figure 5.8 The type of published photos in observed profiles 
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5.2 Exploratory Results 

This section provides some discussion and evidence of our findings 

through exploratory analysis. We have broken the results into three sections: 

social network analysis, principal component prediction, and machine learning 

comparisons.  

In the next Section 5.2.1, the results from the social network analysis show the 

structure and relationship between individuals and their friends. We have 

investigated two different types of measurements; centrality and similarity. 

Centrality analysis (such as in-degree, out-degree, between-ness, etc.) examines 

the position of each profile and models a social graph, where each node 

represents profiles and each edge represents the connection between profiles. 

The centrality analysis aims to find out the relationship between centrality and 

the type of identity. Similarity measurement, on the other hand, looks at how 

people are similar to their network of friends and examines the relationship 

between friends and the type of identity. 

The prediction result from principal component analysis in Section 5.2.2, 

demographically demonstrates the important factors of each personality and 

their relationship with each other. The evaluation results obtained from data 

mining are also included in Section 5.2.3. By comparing and testing different 

data mining algorithms, we achieved some confidence on which algorithms are 

more accurate.  

 

5.2.1 Social Network Analysis 

In social networking the probability of spreading new characteristics 

depends on the influence of central nodes and the level of similarity and mutual 

interests between friends. The centrality and similarity analyses are important 

properties within a social group. The following results reflect on the effect of 

social network analysis in the determination of identity type. This examination 

provided evidence that social network measurements can reveal key properties of 

the network in order to classify the type of profile‟s information.  

 

5.2.1.1 Centrality  

As we discussed previously (in Section 3.3.4), centrality analysis, such as 

out-degree, in-degree and between-ness, were applied to examine the 
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relationship between the type of identity and the position of each node within a 

network.  

Measuring the centrality features of profiles with a known identity indicates that 

nodes with a higher centrality value have more influence over the network. 

Figure 5.9 shows out-degree distribution of known profiles. It can be seen that 

the „real-celebrity‟ group has a high out-degree distribution: out-degree analysis 

alone is able to distinguish between the „fake‟ and „real‟ group, while it is difficult 

to indicate which sub-group (such as celebrity, local or invented) they belong to.   

 

Figure 5.9 Out-degree distributions according to the type of identity  

Figure 5.10 demonstrates the training nodes (known profiles) and their position 

within the network structure. Nodes are illustrated based on the type of 

identities and represented within different colours. The degree distribution 

indicates the strong association with centrality attributes, which has a 

significant high degree of connection forming a core element of a group 

structure. As seen in the graph, „real-celebrity‟ nodes are more closely tied to 

each other. The majority of nodes with zero out-degree (isolated nodes on the left 

side) are correlated to „fake‟ profiles. Although „real-local‟ nodes are distributed, 

there is little connection between „fake‟ and „real-local‟ groups. There is a weak 

connection between „fake‟ nodes as they seek to connect to „real-celebrity‟ group. 

According to [Donath & boyd, 2004], this is because people would often like to 

connect to those who have a higher number of friends. We learnt that the higher 

centrality value between groups of nodes can distinguish the type of identity.  
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Figure 5.10 Network structure within known profiles and their friends  

 

5.2.1.2 Similarity  

Within our similarity examination, we first identified the notion of 

similarity within a group of users. We identified two identity elements as similar 

if they overlap between two profiles that have a connection as a friend. These 

similar attributes refer to both a user‟s identity traits and their personality 

factors, where we weighted each identity element based on our similarity 

formula (Section 3.3.4.2). We measured similarity within both datasets of 

original identity elements (such as age, education, etc.), and pre-classified 

characteristics (such as valid, traceable, etc.).  

By examining pre-classified personalities, we measured each personality factor 

to see if any of these personalities are important when examining the type of 

identity. Figure 5.11 demonstrates the relationship between friends‟ similarity 

and their personality factors. For instance, as shown in the graph, similarity in 

attributes such as „traceability‟, „validity‟ and „positive‟ are not as significant as 

„active‟, „sociable‟ and „popular‟. On average, participants are 67% similar to their 

group of friends.  
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Figure 5.11 The similarity measurement between individuals (I=993) and their top 40 

friends (F=17247) 

The measurement of similarity over known profiles also provided some 

information about the relationships between the type of identity and the level of 

similarity in attributes. As shown in Figure 5.12, we are able to demonstrate 

that „real-celebrity‟ profiles are more similar to their friends than „fake-celebrity‟, 

while „real-local‟ fall between these two groups. In general, real profiles are more 

similar to their network of friends than fake personas. This may indicate that 

fake profiles have no standard for choosing a friend and they connect to anyone 

who responds to them. It should be noted that, as the „fake-invented‟ group were 

generated by online survey, we do not have any knowledge about their friends 

and therefore their similarity. 

 

Figure 5.12 The density of similarity within different types of identity  
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5.2.2 PCA Prediction 

The results from principal component analysis indicate the correlation 

between extracted principal components and its effect on predicting the type of 

identity. We analysed each personality and identity attribute using a component-

loading graph, shown in Figure 5.13. The following graph illustrates the 

relationships between observed attributes and their dimension according to each 

extracted principal component. The plot projects the data along the directions 

where the identity varies the most. The principal components are located in a 

single axis in space, and the major direction of variability is neither along the 

„dimension-1‟ nor the „dimension-2‟ axis but somewhere in between them. Each 

identity element is represented by a vector, and the length and direction of each 

vector indicates how they contribute to the main principal component. These 

variables with long vectors are strongly associated with their dimension and 

therefore may provide more useful information about each entity. As seen in the 

graph, attributes with a longer vector such as „traceable‟ and „sociable‟ have 

more effect, while personalities such as „positive‟ or „valid‟ have less effect on 

deciding the type of identity. 

 

Figure 5.13 Principal component dimensions in accordance to different identity features 

In order to understand the relationship between each component in relation to 

their identity type, the main factors for each identity variable can be illustrated 

in a tree graph. The tree graph of selected components, and the probability of 

how each principal component decides on the type of identity, is demonstrated 
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in Figure 5.14. By converting the value of each personality factor into three 

main components as „pc1‟, „pc2‟ and „pc3‟, we are able to define each identity 

group. As shown in the graph, the „real‟ and „fake‟ group are identified within 

different dimensions, which describes the relationship between each factor and 

the type of identity. For instance, the top hierarchy of the graph shows that the 

majority of the „fake‟ group have higher correlations with „pc1‟, while the „real‟ 

group are mostly distinguishable with „pc2‟.  

 

Figure 5.14 Decision Tree based on the principal components 

Principal component analysis shows high confidence in distinguishing different 

types of identity. Figure 5.15 illustrates the relationship between each 

component and the confidence rate achieved for each identity type. For instance, 

the confidence obtained by „pc1‟ is higher than „pc2‟ and „pc3‟. The higher 

numbers of clustered nodes indicate the higher confidence in the classification, 

while the distributed nodes have lower confidence rates. Those nodes which are 

misclassified with the opposite type are the error rate of false-positive and false-

negative. We achieved an accuracy rate of 79% using PCA in predicting the type 

of identity. 
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Figure 5.15 The correlation between each component and the types of identity 

 

5.2.3 Machine Learning Comparison 

In order to evaluate the accuracy of our classifier, we compared the 

confidence level on predicting the type of identity with different learners. We 

applied both types of data: original data (such as age, gender, location, etc.) and 

pre-classified data (such as valid, popular, traceable, etc.). The accuracy 

obtained for each learner is based on the confusion table (explained in Section 

4.3.4). We first examined the known data to evaluate the accuracy of identity 

prediction. By using a cross validation method, two-thirds of our dataset was 

selected as the training set and one-third as the test set.  

We created different models by training data and evaluating the prediction 

performance on the test dataset using the confusion matrix. In order to compare 

each learner, we applied different data mining learners for both original data and 

pre-classified data, and each learning algorithm indicates different accuracy (see 

Table 6.2).  

Table 5.2 Comparing different learners‟ accuracy using pre-classified data  

 

Decision 

Tree 
% 

Rule 

Learner 
% 

Nearest 

Neighbors 
% 

Naïve 

Bayes 
% 

Average 

Accuracy 
% 

Public 89.58 90.07 88.15 83.20 87.75 

Private 69.63 68.39 67.07 59.57 66.17 

Band 99.09 99.21 98.55 91.32 97.04 

Average 
Accuracy 

86.10 85.89 84.59 78.03 83.65 

 

Table 5.2 describes the comparison of the different learners applied to our 

training dataset. As seen in the table, „private‟ profiles have less prediction 

accuracy compared with „public‟ and „bands‟ profiles. This is because the „private‟ 

profiles have less identity attributes to use in each learner compared with other 
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types of profiles. The applied Decision Tree learner achieved the highest overall 

accuracy in detecting the type of identity by 86.1%, while the Nearest 

Neighbours was the fastest learner. 

 

5.3 Evolutionary Results 

After performing our classifier algorithm and identifying the personality 

factors for both sets of profiles (2007 and 2008), we formulated a transformation 

algorithm to measure both „static‟ and „dynamic‟ features of identity traits over 

time. As we explained in Section 3.4, the identity traits were categorized into two 

groups: static (information that is unlikely to change over time, such as gender, 

Zodiac, etc.) and dynamic (information that may change over time, such as 

location, occupation, etc.). Analysing the profiles transformation of identity 

representation shows significant changes in profile contents for both „static‟ and 

„dynamic‟ features. Our results show rapid transformation over static identity 

traits. For instance, the average age changed from 25.36 to 30.24 for the same 

set of profiles during the period of one year, while we expected the average age 

range change to be 25.36+1. Also, gender modification from male to female 

increased by 1.19%, which is seven times more than shifting from female to 

male. This gender transformation is more widespread within the teenage group.  

Through this analysis we found that, on average, a profile‟s content changed by 

29% for static data and 45% for dynamic data over a one-year period. Figure 

5.16 shows that the „real-local‟ group have altered their profile information less 

compared with other groups. „Real-celebrity‟ group are more subject to 

transformation on their „dynamic‟ information, while „fake-celebrity‟ changed 

their „static‟ information more rapidly.  

 

Figure 5.16 Static and dynamic transformation of identity over time 
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Understanding the impact of geographical, cultural and social status when 

constructing an identity profile may define some metrics that differentiate 

between the same profiles over a period of time. For instance, based on the 

residency of participants, US and UK users have a higher transformation on 

their identity representation, such as orientation, religion and ethnicity. 

Teenagers and females are more consistent at altering their „static‟ identity 

features, while male users increasingly transformed their „dynamic‟ identity 

representation (such as location, occupation and group membership). Those who 

are seeking dating and relationships also modify their online profiles more often. 

Figure 5.17 compares the identity representation for both „public‟ and „private‟ 

profiles, and indicates that „private‟ profiles have made fewer changes in their 

self-described contents compared with „public‟ profiles.  

 

Figure 5.17 Transformation of identity for both public and private profiles over time 

Figure 5.18 shows the identity representation transformation of average 

characteristics within the same profiles over a year. As seen in the graph, while 

people are becoming more „active‟ and „sociable‟ and acquiring more „popularity‟, 

they also become more „anonymous‟ and use more „fantasy‟ information to 

describe themselves.  
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Figure 5.18 Transformation of personality attributes over time  

In addition, we applied the similarity analysis in accordance with the level of 

identity transformation to see if similarity between friends has changed over 

time. Figure 5.19 shows that over time profiles become less similar to their 

group of friends. It is interesting that those with a lower similarity rate have a 

higher transformation in their representation. On average, the similarity rate 

between groups of friends reduced by 8%. Dissimilarity in such a social network 

indicates that the linkage is less based on mutual interest, which will question 

the strength and meaning of friendship in online social networking. 

 

Figure 5.19 Transformation in similarity comparing both previous and recent profiles  
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5.4 Summary  

Within this chapter, we described the demographical and statistical 

results of our study. The statistical results (Section 5.1) show both initial and 

post analysis of data. We first examined the original data to describe our dataset 

and the fraction of identity representation. We then rated each personality factor 

using text mining and social network analysis to find out some useful patterns 

in data. These patterns helped us to improve our classifier in a development 

cycle. We also attempted to advance our classifier by searching for more 

personality factors, such as analysing photos and profile customization.  

Some exploratory results from our study on social networks, principal 

component and data mining analysis are illustrated within the exploratory 

section (Section 5.2). We examined two main properties of social networks; 

centrality and similarity. Centrality measurement (such as in-degree, out-degree 

and between-ness) proved to be a valuable method for distinguishing „real‟ and 

„fake‟ profiles. By training the known profiles, we learnt that profiles with a 

higher centrality value are more likely to be categorized within the „real‟ group. 

However, we have to consider an error rate for those who are carefully trying to 

gain popularity by faking to a real persona.  

We then proposed a similarity algorithm (Section 5.2.1.2) and discovered which 

identity elements and personality factors are more similar within a group of 

friends, and how the level of similarity correlated to the type of identity. For 

example, examining the pre-classified attributes shows that „valid‟ and „positive‟ 

attributes are not as important as being „sociable‟ and „popular‟. This 

examination helped us understand if friendship (linkage) is based on trusting 

each other, and revealed more information about the context of links between 

people. However, being honest and trusting each other is an undirected property 

in a community, as friends are not necessarily honest with each other to the 

same degree.  

The results from principal component analysis verified that, by extracting the 

main components, the information can be reduced and distinguished in a 

greater number of categorized groups. However, we lost some ineffective data 

during the analysis, which had an effect on the confidence of the prediction. The 

results from different learners are presented in the machine learning (Section 

5.2.3), where we investigated several data mining methods on both original and 

pre-classified data. This comparison suggests that the overall accuracy on the 

training dataset using the pre-classified data is more accurate than using the 



   104 | P a g e  

 

original data. Although the diversity of data in both datasets is almost the same 

size, the pre-classified data is more reliable and has higher confidence in 

predicting the type of identity by 82.9% on average compared to 64.4%. After 

applying different data mining techniques, we achieved the best accuracy 

through the Decision Tree learner with 84.6% accuracy. To observe the 

relationship between entities, choosing the most useful data-mining algorithm is 

significant. For instance, some learners, such as Association Rules, are time 

ineffective; however they show higher performance and accuracy as a result. We 

found out that our classifier is more efficient in detecting and verifying identity 

representation compared with using the original data (see Table 6.2). 

Furthermore, the analysis of identity evolution over a period of time for the same 

profile was presented in Section 5.3, where both individual and network 

evolution of identity representation were examined. The results from profile‟s 

transformations confirm significant changes over both „static‟ and „dynamic‟ 

data. By examining the network evolutionary feature we found the relationship 

between the type of identity and the amount of identity transformation. In 

addition, the similarity measurement of both datasets (past and recent profiles) 

shows that people are gradually becoming less similar to their network of friends 

over time. 

The next chapter discusses the overall results and findings. We will finalize the 

thesis with the conclusions chapter, including the limitation and a feasibility 

study over our proposed classifier, and discuss further possible extensions to 

this research.  
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Chapter 6 

______________________________________________________________________________ 

Discussion and 

Conclusions 
 
 

“A real act of honesty is not enough to be honoured by everyone, but being 

witnessed by you and God alone.” 

 

Czeonollo  

 

 
In the previous chapter we illustrated our main findings, including 

statistical, exploratory and evolutionary results. We presented the relationship 

between each entity, including the initial analysis, and discovered patterns in 

our dataset. Our exploratory results, including the outcomes from social 

network analysis, principal component analysis and several data mining 

approaches, were presented. We also explained the evolutionary results, such as 

the transformation of a profile‟s attributes and the evolutionary features of the 

social network over time.  

Within this chapter we conclude our thesis with discussion on our findings and 

describe the correlation between the types of identity in accordance with our 

personality factors. In Section 6.1, we discuss the overall efficiency of our 

classifier model and how a more sophisticated classifier could be implemented in 

the future. This chapter concludes with an overview of the future system in 

Section 6.2.1, and highlights our research limitations in Section 6.2.2. 

Interesting further studies are described in Section 6.2.3, with the summary of 

the thesis in Section 6.2.4. 

 

6.1 Discussion of Results 

Determining the type of identity is not a simple matter and cannot be modelled 

easily with a computational system. Considering the limitations of our study (see 

Section 6.2.2), we proposed a classifier to distinguish between fact and fiction in 

relation to online identity representation. We employed several techniques, such 
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as social network analysis, principal component analysis and data mining, to 

implement and evaluate our personality classifier (see Section 3.3.1). This 

classification model creates an image of a profile‟s characteristics, which may 

represent an actual identity of a profile holder. Our classifier is able to 

automatically examine each personality factor and therefore predict if the 

represented identity is real or fake.  

Table 6.1 presents the fraction of each personality classification within different 

identity types over our training set (known data). As seen in the table, „fake‟ 

profiles have lower values for each personality factor, while the „real-celebrity‟ 

group have the highest values and „real-local‟ profiles fall in between.  

Table 6.1 The percentage of each personality factors within known profiles 

 
Training dataset  (known profiles)    N=1300 

 

Type of 

Identity  

Expressive 

% 

Valid 

% 

Active 

% 

Traceable 

% 

Popular 

% 

Sociable 

% 

Offensive 

% 

real-

celebrity 
85.1 89.96 87.96 48.19 60.77 54.83 0.38 

real-     
local 

84.77 89.66 71.31 36.07 25.72 28.35 0.17 

fake-
celebrity 

75.26 84.42 78.97 15.37 15.77 22.81 0.13 

fake-
invented 

72.28 75.15 81.86 09.65 17.92 12.30 0.00 

Average 79.35 84.80 80.03 27.32 30.05 29.57 0.17 

 

Our classifier is efficient in terms of usability, accuracy and computational time. 

Through different data mining methods, we found an average confidence rate to 

distinguish between real and fake profiles, while using original data from profile 

content will give us a less accuracy in predicting the type of identity 

representation. This means that we may be able to tag someone‟s profile as „real‟ 

or „fake‟ by examining a profile‟s characteristics. Table 6.2 shows that by using 

the original data for each learner we achieved less accuracy in prediction (an 

average 64.4%), while using the pre-classified data is much faster to analyse and 

achieved 82.9%. Using original data in different machine learning proved to 

perform poorly in classifying and predicting the type of identities, while the pre-

classified data improved the accuracy by almost 18%. Therefore, if we train 

profile‟s information based on their personality factors, the prediction accuracy 

would be much higher and the processing speed would be much faster.  
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Table 6.2 Average learner performance comparison when using both original and pre-

classified data 

 
Decision 

Tree 

% 

Rule 
Lerner 

% 

Nearest 
Neighbors 

% 

Naïve 
Bayes 

% 

Average 
Accuracy 

% 

Original Data     64.42 

Personality Factor     82.86 

 

We can conclude our findings as: 

 Personality factors, such as „expressive‟, „valid‟, „traceable‟ and „positive‟ 

can determine the type of identity. 

 An individual position on the network, such as centrality, has a 

correlation to the type of identity. For instance the more central nodes 

are more correlated with „real‟ group.  

 The similarity between groups of friends can decide on the validity of 

identity. For instance „real‟ profiles are more similar to their friends than 

„fake‟ profiles. 

 There is a correlation between the type of identity representation and the 

amount of transformation in self-described profiles over time. For 

instance, „real‟ profiles are less transformed over time than „fake‟ profiles. 

 Existing methods such as data mining, social network analysis and 

principal component analysis can examine and predict the type of 

identity representation. 

 

6.2 Conclusions 

Determining the type of identity representation cannot be modelled easily with a 

computational system. According to [Jøsang & Pope, 2005] people present 

themselves differently within different contexts. People decide what type of online 

identity they want, revealing truth of self, keeping personal information to a 

minimum, fabricating an existing identity or creating a fantasy character. While 

some people are living in their fantasy world or fabricating other profiles, others 

might be at risk by disclosing a variety of personal information online. On the 

other hand, identity misrepresentation devalues the meaning of social 

networking. However, in all cases it is difficult to distinguish an online persona 

from the real person. This is because identity is a complex subject and only the 
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person who creates an online identity knows whether he/she has been honest or 

not.  

Within this study we aimed to identify how people present themselves online and 

how to validate their profile identity. We examined several approaches in order to 

verify and distinguish between profile types. We investigated MySpace profiles on 

a large-scale and implemented a classification system to automatically examine 

each identity disclosure. Using different methods, we tried to answer our 

research questions by identifying some profile characteristics to identify the type 

of self-described identity online. For example, the principal component analysis 

helped us to reduce the data dimension and discover the important identity 

features for further data mining analysis. Data mining algorithms also helped us 

to evaluate our classification system in a development cycle. For instance, we 

presented a data mining framework that automatically found patterns in the 

known data and used these patterns to predict the type of identity for unknown 

data. We also measured the structure of the network by applying similarity and 

centrality analysis. The relationship between each node in our sample network 

provided insight into the individual‟s position in the network according to the 

type of identity representation. The relationship and interaction among the 

group of friends indicates the influence of friendship on online social networking. 

In terms of the efficiency of each technique we used (such as data mining, PCA 

and social network analysis), the confidence we achieved from our classifier 

would not be achieved without all these techniques. 

In addition, we identified the evolutionary patterns in profile information over 

time and the influences on deciding the type of identity. Due to identity 

complexity, people are not expected to disclose one type of identity in the long 

term and their identity changes over time. We examined our dataset 

(approximately 2.2 million MySpace users) over two periods of time to see how 

profile „p‟ transforms to „q‟ over time. Although it is not obvious which one of the 

personas (p or q) represents the actual profile, we found some patterns in their 

identity transformation; this explains some evolutionary features in online social 

networking. This study proved that „fake‟ profiles are more subject to identity 

transformation compared with „real‟ profiles. Our transformation study indicates 

that, while profile attributes are becoming more active, sociable and have more 

friends, they also become more anonymous and use more fantasy information to 

describe themselves. Although the diversity of these attributes is not massive, 

over a longer period of time this shows the direction of online social networking.  
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Our initial classifier was difficult to adjust, but through a development cycle we 

learnt from the data and adjusted the classifier to achieve higher accuracy. 

There are sets of potential approaches and further work to improve the classifier 

model further. For instance, the efficient approach is to find different groups of 

profiles with known identity types and train them to achieve higher prediction 

and accuracy levels. Our classifier should be dynamic in order to detect 

transformation of identity, as through time people update and modify their 

identity representation. Furthermore, it would be more reliable if our classifier 

was able to trace multiple identities through different online communities. 

Although it is not an easy process to detect multiple identities, there needs to be 

a system, such as OpenID [Recordon, 2006], to centralize and access the entire 

identity account into one single location. 

In the end, implementing such a system to detect and evaluate online identity 

representation is a worthwhile goal that can be used to build a trust model 

within online social networking. Our personality classification system is powerful 

when combined with a recommendation model based on a human rating, as 

using users‟ interaction and a rating system is more reliable than the computer 

algorithm alone. Such an identity validation system can be used for many 

systems, such as firewalls, to detect and block unwanted connections. We 

predict that in the future the usage of social networking will be increasingly 

extended to trusted devices and systems that mediate interactions and 

transactions in the social world. Online social networking should rely on some 

form of identity management to secure underlying trust systems. Thus, the 

current state of the art in social networking does not properly address identity 

management within a trusted system, which remains the challenge for further 

research. 

 

6.2.1 Future System 

In this section, we evaluate the efficiency of our identity model if 

implemented as a future system. The property of our identity classifier should 

support at least the following requirements to assure higher feasibility: 

 Hardware and Software Resources: Management tools are required to 

monitor and track disclosure of identity information in order to validate 

the type of identity. The network capability should be reconfigurable in 

real time to detect profile modification, rapidly address security threats, 

adapt to the context and support user‟s needs. Additionally, a high level 
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of software, such as data mining, social network analysis and language 

detection, is required to detect and validate profile identity in 

background. We are confident that technology development will take care 

of this issue by introducing more powerful software and devices. 

 Cost Effectiveness: Social networking systems are designed to be cost 

effective and scalable for both users and service providers. However, we 

have to consider the network traffic and a database to keep track of 

personalities. There are many other costs, such as machines and human 

resources required for the identity verification system. Users can also 

benefit from validating their potential friend‟s identity for no or little cost.  

 Computation Time: Our identity algorithm is efficient in terms of 

computational complexity (time complexity O(n)). The allocated time to 

evaluate each online profile and decide on the type of identity is very 

small (a second per profile). However, applying this system for the entire 

network may result in slowing down the processing time.  

 Privacy and Legal Issues: A major drawback about our identity 

detection approach is that very personal information is examined, which 

raises many privacy issues. The management of identity has to be tightly 

coupled with a privacy policy and legal legislation to support users‟ 

privacy. The enforceability of privacy has to be provided to users so that 

they have control over which identity traits to disclose and to what 

extent.  

 Adaptability: Currently our system is implemented using data from the 

MySpace community. The system should be adaptable and able to 

perform within different platforms with minimum configuration. 

Preferably this should allow users to have greater support for accessing 

their network of friends on other social networking sites and evaluate 

online identities across different platforms. 

 Performance: Our classifier model is capable of detecting identities with 

confidence of, on average, 82.9%. Increasing the number of training set 

(users with known identity), and introducing more personality factors, 

could potentially improve the performance. However, our classifier would 

be more effective when combined with an efficient recommendation 

system.  
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6.2.2 Limitations 

A number of limitations should be taken into account, including the 

design, implementation and functionality of our classifier model as follows:  

 Due to the computational complexity of collecting the entire MySpace 

network, our data sample represents a small proportion (1% at the time 

of crawling) of the entire MySpace population. The result obtained from 

collected data may not be applicable if the entire populations were 

examined.  

 We also have only collected the information of the top 40 friends, as some 

profiles, such as celebrity profiles, have a large number of friends 

(thousands or even millions). However, limiting the number of friends 

made it more feasible to examine a population based on a diverse 

network. We only have access to some basic information about „private‟ 

profiles. Also, the friends‟ information for „private‟ profiles is excluded in 

our study, as we have no access to their list of friends.  

 The MySpace network is growing rapidly and many features we examined 

may change over time. Logging the changes quickly will provide a clearer 

picture about the transformation of online identity. Such a system 

should be able to constantly examine the history of a profile in order to 

verify identity. However, due to time limitations, we have collected the 

information over two periods of time.  

 Detecting the type of identity takes considerable effort. Although we 

attempted to detect different groups of users in our study, there is no 

guarantee that our system detects users who carefully designed their 

profile with or without deception in mind. 

 In this study, due to image processing identification, the analysis of 

users‟ photos was limited to a number of profiles, which is beyond the 

scope of our investigation. Photos are the most identifying identity 

feature and can provide us with more information about the validity of 

the profile‟s identity. 

 The numbers of training profiles that we collected are not sufficient. 

Additional training datasets will obtain more accurate results when using 

machine learning algorithms. However, using many different sets of 

training data may confuse the system. 
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6.2.3 Further Research 

There are many challenges for future investigation on distinguishing 

different types of identities online. This section describes some further studies as 

follows: 

 Many psychological and sociological factors are involved in why people 

choose to act using an honest or dishonest characteristic within different 

contexts. It would be interesting to conduct a further study and take 

advantage of the theory of criminal psychology and human social 

behaviour and embed them into an identity verification system.  

 Studying other social networking sites and their differences in terms of 

identity disclosure within different social contexts, such as gaming, chat 

rooms, blogging and dating communities, are interesting topics for 

further research. Further study is required to examine identity across 

different online communities and compare the properties of a highly 

trusted community with a less trusted one. We relied on data obtained 

from a single network (MySpace) rather than analysing different online 

social networking sites. It would be interesting to study different social 

networking sites and compare our results. For example, Facebook 

members are more tied to real world friendship and their members are 

believed to be more honest in comparison to MySpace users [Dwyer et 

al., 2007].  

 It would be interesting to explore if the accuracy of our classifier can be 

improved further. This would be possible by obtaining more personality 

factors (such as cooperative, entertaining, enthusiastic, friendly, 

knowledgeable, arrogant, fanatical and so on) and incorporating more 

training data with known identities. Furthermore, embedding Natural 

Language Processing (NLP) with an identity detection system has the 

potential of effectively identifying and potentially classifying each identity 

feature. 

 One highly interesting area of further research would be to explore how a 

profile‟s attributes influences the group, and if the individual fits well 

within a community. It would be an interesting study to identify different 

types of friendship or linkage regarding people‟s interactions and 

attributes to see if they fit well within a group of friends. According to 

[Katona et al., 2009] not only can individual behaviour be predicted 
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from community structure but also community can be shaped from 

users‟ behaviour. 

 Human evaluation required is based on user experience on online social 

networking. An extensive user study can be performed to assess the 

users‟ view of online representation. For instance, setting up some online 

profiles (both fake and real) as a game or quiz and asking participants to 

rate them based on their own criteria. 

 We used existing methods, such as data mining, principal component 

analysis and social network analysis. This is because we believe that 

there are enough existing technologies to carry out this kind of 

investigation. However, employing other algorithms, such as SybilGuard 

(detect multiple identities) would be an interesting examination for 

further research [Yu et al., 2006]. 

 Further study on friend analysis could identify an individual‟s motivation 

for selecting someone as a friend, such as seeking similar interests and 

interactions, popularity, or deceptive behaviour (such as spammer, 

predator and identity fraud). One approach would be to examine the 

strength of a friendship and the context in which people reveal their 

identity. For instance, by analysing the type of friendship (such as friend, 

familiar stranger, stranger and community) the correlation between the 

type of connection and validation of identity representation can be 

examined further.  

 Ultimately, this research could lead to a study on how to build a trust 

model on online social communities. The combination of a 

recommendation system and our identity validation system works more 

effectively when based on both machine learning and human 

recommendation. Such a trust model can verify the type of identity, 

predict and filter any deceptive and spammer acting as a firewall, for 

instance, accepting or rejecting a friend‟s request. 

 

6.3 Summary of the Thesis 

In summary, within this thesis we discussed how personal information 

can be classified and analysed to determine the validity of identity. We 

investigated the MySpace social networking site using a dataset collected 

through a spider and personalized script. After obtaining the profile content, 
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different types of personality and the taxonomy of identity were examined. To 

examine the validity, use of language and creditability of disclosed information, a 

text classifier was proposed that classified profiles based on their personality 

factors. Later we constructed an algorithm to rate each profile based on their 

taxonomy of identity and examined the „top 40 friends‟ of each individual to 

measure their similarity.  

To validate and find a pattern in the observed data, several data mining 

algorithms were applied and trained from our model, which helped us to improve 

our classification model. Principal component analysis was implemented to 

reduce the dimension of identity variables and extract the main factors and 

components. Analysing the network of friends also provided a fundamental 

understanding of the structure of our sample network. We applied some social 

networking techniques, such as similarity and centrality analysis, to measure 

profiles in relation to their friends in the network. Centrality and similarity 

analysis proved to be a metrics to distinguish different types of identity 

representation. Further, we examined the evolutionary features of identity 

representation over the period of one year and presented the results and 

discussion through this thesis. The transformation analysis indicates how 

personality factors changed over time and the direction of social networking 

sites. 

To restate our initial research problem, this thesis began with an introduction 

and overview of our research problem (identity representation, validation of 

identity, trust management and privacy implication) (Section 1.2). We explained 

the objectives and contributions in Section 1.3, on which we focussed within 

this study, including the research questions, research methods and research 

ethics. The goal of our study was to provide a reliable way to establish an 

identity model in order to detect and validate identity representation within 

online social networking. Our main focus is to evaluate online identity 

representation, the amount of published information, the validity of profile 

information, community structure, and how similarity between friends affects 

the type of identity. Furthermore, the main goal for our research was to provide 

a more trusted environment for online networking by helping the users and 

service providers to decide on the level of trust by examining a profile‟s 

personality.  

We conducted a further literature study on related subjects and highlighted the 

related works. Our research background in Section 2.1 included the theory of 

the notion of identity, digital representation, social and multiple identities, and 
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an overview of the MySpace social networking site and its features. We studied 

online identity issues, such as privacy, anonymity, and trust, which opened up a 

wide direction for our research. MySpace identity concerns, such as ownership 

and fake identities, are also highlighted in Section 2.2. The related works 

described current and past approaches to overcome online identity issues. 

Previous works, such as identity management systems, evaluation of social 

communities, social network analysis (such as centrality and similarity 

analysis), data mining, deception detection, and recommendation systems, are 

also explained in Section 2.3. The summary of the literature reviewed is 

included in Section 2.4.  

We employed many different research approaches to implement a model for 

detection and validation of the type of identity. Our research approaches are 

described in Chapter 3, including data accumulation and modelling the 

classifier. We examined MySpace profiles using both quantitative and qualitative 

studies to collect personal information from online profiles. The popularity of 

MySpace gave us an opportunity to observe this online community as a case 

study. For our qualitative study we crawled approximately 2.2 million profiles 

over a two month period. Using robots crawler (Section 3.2.1), we accumulated 

large-scale information; however the type of identity is unknown. Therefore, we 

utilized a qualitative survey (see Section 3.2.2) to collect four types of profile: 

„real-celebrity‟, „real-local‟, „fake-celebrity‟ and „fake-invented‟. These types of 

identities were used and trained for data mining purpose.  

We explained the procedure of modelling our classifier by defining personality 

factors and the reason for choosing these factors (Sections 3.3.1 and 3.3.2). We 

processed and clustered our data sample into seven opposite personality 

metrics: expressive/anonymous, valid/fantasy, active/inactive, 

positive/offensive, popular/isolated, sociable/unsociable, and 

traceable/untraceable. Using these metrics we intended to identify the type of 

identity for each individual in accordance with their network of friends. Section 

3.3.3 explained the process of text mining in order to classify data within 

different personality factors.  

We also incorporated an analysis of the social network structure using both 

centrality (such as in-degree and out-degree) and similarity measurement 

(Section 3.3.4). This analysis helped us to explore the structural properties of 

our sample network and therefore classify profiles‟ content into more identifiable 

personalities (such as active, popular and sociable). We examined the 

relationship between centrality, similarity and the type of identity, and learnt 
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that centrality has a correlation with the type of identity and similarities have 

influence on profile characteristics. By examining a profile‟s contents and an 

individual‟s position in the community, we were able to build and improve our 

personality classifier.  

Furthermore, we measured the evolutionary features of identity representation 

by examining self-described identity profiles of the same persona over time 

(Section 3.4). This analysis helps us to understand how profile attributes 

changed over time. For instance we learned that „fake‟ profiles alter their profile 

content more rapidly than „real‟ profiles. We presented an investigation into a 

timeframe of identity transformation by comparing two sets of profile content 

together with their connections. We proposed a transformation algorithm to 

measure the differences in past and current representation within two groups of 

„static‟ and „dynamic‟ features. We also observed social structure and measured 

the similarity matrix within a group of friends over different timeframes.  

Empirical methods such as PCA and data mining, which evaluated our proposed 

classifier, are described in Chapter 4. We explained the procedure for principal 

component analysis, such as component and rotation analysis, measuring the 

correlation between each personality and the influence on predicting the identity 

type (Section 4.2). A set of data mining techniques (Section 4.3) were employed 

to train known data and estimate the validity of online identity. We described the 

data mining techniques, such as supervised and unsupervised learning, where 

we took advantage of existing machine learning techniques and identified some 

patterns within our dataset. By analysing different algorithms, we were able to 

explain the prediction accuracy through a confusion matrix table (see Table 4.3 

in Chapter 4), which shows our classifier performance in terms of predicting the 

type of identity.  

We presented the results and findings of our proposed approaches in Chapter 5. 

We presented several statistical results, including the initial analysis, further 

personality factors and extracted patterns in data, which helped to improve our 

personality classifier (Section 5.1). Exploratory results were also illustrated in 

Section 5.2, including the results from our social network analysis, principal 

component analysis and data mining approaches. The evolutionary results, such 

as the transformation of profiles identity and the evolutionary features of online 

social networking, were also illustrated in Section 5.3.  

Finally, we concluded this thesis with a discussion on our findings in Chapter 6, 

and a conclusion, including the efficiency of our classifier model and how more 

sophisticated classifiers could be implemented (Section 6.2). We included an 
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overview of the possible future system (Section 6.2.1) and our research 

limitations (Section 6.2.2), including the opportunities for further research in 

Section 6.2.3. 
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Appendix 

 

Appendix A: Grouping of each identity features 

 

Attribute Category 

Profile Public, private, bands 

Friend-ID the unique number for each profile 

Username hidden, valid, offensive or fantasy 

Age 
hidden, underage(14-15), teens(16-19), 20s(20-29), 30s(30-39), 40s(40-49), 
50s(50-59), 60+(60-119) or exaggerated 

Gender male, female or hidden 

City hidden, valid, offensive or fantasy 

Country hidden, valid, offensive or fantasy 

Last login 
high active: logged in within a day, active: logged in within a week, moderate: 
logged in within two weeks, low active: logged in within a month, not active: 

logged in within or more than two months 

View number number of hits on the bands profile ranges 0 to millions 

Member since the age of bands profile as the year since they have join 

Band URL hidden, valid, offensive or fantasy 

Record label hidden, valid, offensive or fantasy 

Here for networking, dating, serious relationships, friends or the combination of these 

Status single, in relationship, married, divorced or swinger  

Orientation straight, gay, lesbian, gay lesbian , bi or not sure 

Occupation hidden, valid, offensive or fantasy 

Education 
High school, in college, some college, college graduate, professional school or 
post grad 

Body type hidden, fantasy (under estimate, over estimate , normal) 

Zodiac 
pisces, aquarius, libra, leo, cancer, taurus, gemini, capricorn, virgo, sagittarius 

or aries 

Religion 
catholic, protestant, Christian other, Jewish, Muslim, Buddhist, Hindu, 
scientologist, Mormon, Taoist , atheist , agnostic, wiccan, other 

Smoke/Drink no/no , no/yes, yes/no, yes/yes 

Children not for me, proud parent, someday or undecided 

Ethnic 
white Caucasian, black African, Asian, east Indian, Latino Hispanic, pacific 

islander, middle eastern, native American, other 

Income 
less than £30k, £30k_£45k, £45k_£60k, £60k_£75k, £75k_£100k, 
£100k_£150k, £150k_£250k, £250k+ 

Group number of group activity, ranges from 0 to 10 

School number of school, ranges from 0 to 10  

Blog number of blog, ranges from 0 to 100 

Photo number of school, ranges from 0 to thousands  

Comments no number of comments, ranges from 0 to millions 

Friends no number of friends, ranges from 0 to millions 
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Appendix B: Decision Tree learner using both personality factors and original 

data  
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Appendix C: A sample of Association Rules learner 

 

if Popular ≤ 19 and Active ≤ 80.500 and Friend_no ≤ 33.500 then fake-celebrity  (1 / 1 / 232 / 22) 

if Friend_no > 948 then real-celebrity  (400 / 1 / 17 / 0) 

if Expressive ≤ 52 then fake-invented  (0 / 2 / 5 / 104) 

if Comment_no ≤ 30.500 and Expressive ≤ 98 and Friend_no ≤ 7 and Age ≤ 24.500 then fake-celebrity  (0 / 0 / 28 / 1) 

if Traceable ≤ 31.500 and Comment_no > 9.500 and Age ≤ 26.500 and Comment_no ≤ 199 and Comment_no > 25.500 and 

Friend_no > 121 then fake-invented  (0 / 1 / 1 / 26) 

if Traceable ≤ 31.500 and Age > 36.500 and Age ≤ 67 and Age > 48.500 and Expressive ≤ 94 then fake-celebrity  (0 / 1 / 20 

/ 2) 

if Traceable ≤ 31.500 and Comment_no > 8.500 and Gender = Male and Expressive ≤ 73 then fake-invented  (0 / 0 / 0 / 12) 

if Traceable ≤ 31.500 and Gender = Female and Photo_no > 0.500 then fake-celebrity  (2 / 1 / 80 / 45) 

if Photo_no > 16.500 and Comment_no > 93.500 then real-local  (2 / 46 / 0 / 2) 

if Comment_no > 7.500 and Popular > 27 and Traceable ≤ 40.500 and Sociable ≤ 29 and Comment_no > 55.500 then fake-

invented  (0 / 1 / 0 / 15) 

if Friend_no > 11 and Comment_no ≤ 50.500 and Valid ≤ 85.500 and Friend_no ≤ 77.500 and Traceable ≤ 22.500 then 

fake-invented  (0 / 0 / 1 / 13) 

if Traceable ≤ 22.500 and Active ≤ 86 and Friend_no ≤ 202.500 and Expressive > 73 and Age ≤ 27.500 then fake-celebrity  

(0 / 0 / 7 / 0) 

if Valid ≤ 84.500 and Comment_no ≤ 59 and Expressive > 81 and Popular > 19 and Friend_no ≤ 74.500 then fake-invented  

(0 / 1 / 0 / 7) 

if Traceable ≤ 22.500 and Age > 36.500 and Age ≤ 65.500 and Comment_no ≤ 29 and Active ≤ 86 then fake-celebrity  (0 / 

0 / 7 / 0) 
if Comment_no > 48.500 and Photo_no > 21.500 then real-local  (0 / 10 / 0 / 0) 

if Valid ≤ 85.500 and Age > 27.500 and Friend_no > 172.500 then fake-invented  (0 / 0 / 1 / 6) 

if Traceable ≤ 22.500 and Age ≤ 18 and Comment_no ≤ 27 and Gender = ? then fake-celebrity  (0 / 0 / 0 / 0) 

if Sociable ≤ 12.500 and Age > 30.500 and Age ≤ 65.500 and Age > 34.500 and Age ≤ 46.500 then fake-celebrity  (0 / 0 / 9 

/ 2) 

if Age ≤ 25.500 and Age > 18.500 and Comment_no > 55.500 then real-local  (0 / 11 / 1 / 0) 

if Valid ≤ 85.500 and Age > 22.500 and Gender = Female and Valid > 81.500 then fake-invented  (0 / 0 / 0 / 5) 

if Traceable ≤ 22.500 and Age ≤ 18.500 and Comment_no ≤ 27 and Valid > 90 then fake-celebrity  (0 / 0 / 4 / 0) 

if Age > 25.500 and Active ≤ 67 then fake-invented  (0 / 0 / 0 / 5) 

if Age ≤ 17.500 and Friend_no > 61.500 then fake-celebrity  (0 / 0 / 3 / 0) 

if Valid ≤ 85.500 and Traceable ≤ 31.500 and Photo_no > 12 then fake-invented  (1 / 0 / 1 / 4) 

if Traceable > 31.500 and Valid ≤ 78 then real-local  (0 / 6 / 0 / 0) 

if Age > 25.500 and Age ≤ 27.500 and Profile = private and Gender = Male then fake-celebrity  (0 / 0 / 1 / 0) 

if Friend_no ≤ 4.500 and Expressive ≤ 98 and Expressive > 81 then fake-celebrity  (0 / 0 / 4 / 0) 

if Valid ≤ 81 and Expressive > 94 and Valid ≤ 69 then fake-invented  (0 / 0 / 0 / 5) 

if Age ≤ 26.500 and Gender = Female and Valid > 93 then real-local  (1 / 16 / 7 / 2) 

if Gender = Female and Age > 22 then fake-invented  (0 / 3 / 10 / 13) 

if Age ≤ 24 and Popular > 19 then fake-invented  (0 / 0 / 0 / 5) 

if Photo_no > 4.500 and Age > 29.500 and Comment_no ≤ 32 then fake-celebrity  (0 / 0 / 7 / 1) 

if Blog_no > 0.500 and Friend_no ≤ 79.500 then real-local  (0 / 8 / 0 / 1) 

if Photo_no > 8.500 and Age > 25.500 then fake-invented  (0 / 0 / 0 / 3) 

if Age ≤ 27.500 and Comment_no > 13.500 then fake-celebrity  (0 / 0 / 3 / 0) 

if Expressive ≤ 83 and Sociable > 12.500 then real-celebrity  (4 / 0 / 0 / 0) 

if Active ≤ 86 then real-local  (0 / 3 / 0 / 0) 

if Age > 65.500 and Age ≤ 98.500 then fake-invented  (1 / 0 / 0 / 3) 

if Age > 33.500 and Age ≤ 80.500 and Age > 57 then fake-celebrity  (0 / 0 / 1 / 0) 

if Age ≤ 17.500 and Gender = Male then fake-celebrity  (0 / 0 / 1 / 0) 

if Valid > 78.500 and Age ≤ 27.500 and Age > 20.500 and Gender = Female then fake-celebrity  (0 / 0 / 1 / 0) 

if Valid ≤ 90 and Age > 19 and Age ≤ 63.500 then real-local  (0 / 4 / 0 / 0) 

if Age ≤ 33.500 then fake-invented  (2 / 2 / 3 / 6) 

if Age > 50.500 then real-celebrity  (2 / 0 / 0 / 0) 

if Age > 41.500 then fake-celebrity  (0 / 0 / 1 / 0) 
if Profile = private then real-celebrity  (1 / 0 / 1 / 0) 

 

correct: 1152 out of 1300 training examples. 
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Appendix D: X-validation process with XML file  
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Appendix E: Confusion Matrix comparing different learners over both original 

and pre-classified data 

 
Pre-classified data 

 

Decision Tree: Accuracy 84.64% 

 
true  

real-celebrity 

true 

real-local 

true 

fake-celebrity 

true 

fake-invented 

class 

 precision 

predicted 
real-celebrity 

380 10 15 10 91.57% 

predicted 
real-local 

9 66 3 4 80.49% 

predicted 
fake-celebrity 

17 20 369 98 73.21% 

predicted 
fake-invented 

11 22 70 198 65.78% 

class 

recall 
91.13% 55.93% 80.74% 63.87%  

 

Rule learner: Accuracy 83.81% 

 
true  

real-celebrity 
true 

real-local 
true 

fake-celebrity 
true 

fake-invented 
class 

 precision 

predicted 
real-celebrity 

383 28 16 12 87.24% 

predicted 

real-local 
6 45 9 15 60.00% 

predicted 
fake-celebrity 

18 31 379 116 69.67% 

predicted 
fake-invented 

10 14 53 167 68.44% 

class 

recall 
91.85% 38.14% 82.93% 53.87%  

 

Nearest Neighbours: Accuracy 82.43% 

 
true  

real-celebrity 
true 

real-local 
true 

fake-celebrity 
true 

fake-invented 
class 

 precision 

predicted 
real-celebrity 

358 16 12 6 91.33% 

predicted 
real-local 

2 42 0 0 95.45% 

predicted 

fake-celebrity 
25 47 384 132 65.31% 

predicted 
fake-invented 

32 13 61 172 61.87% 

class 
recall 

85.85% 35.59% 84.03% 55.48%  

 

Naïve Bayes: Accuracy 80.58% 

 
true  

real-celebrity 
true 

real-local 
true 

fake-celebrity 
true 

fake-invented 
class 

 precision 

predicted 
real-celebrity 

372 20 18 11 88.36% 

predicted 
real-local 

21 63 34 29 42.86% 

predicted 
fake-celebrity 

18 19 346 132 67.18% 

predicted 
fake-invented 

6 16 59 138 63.01% 

class 
recall 

89.21% 53.39% 75.71% 44.52%  
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Original Data 
 

Decision Tree: Accuracy 66.97% 

 
true  

real-celebrity 
true 

real-local 
true 

fake-celebrity 
true 

fake-invented 
class 

 precision 

predicted 
real-celebrity 

333 28 36 17 80.43% 

predicted 

real-local 
18 46 31 42 33.58% 

predicted 
fake-celebrity 

11 25 281 86 69.73% 

predicted 
fake-invented 

14 5 84 145 58.47% 

class 

recall 
88.56% 44.23% 65.05% 50.00%  

 

Rule learner: Accuracy 64.98% 

 
true  

real-celebrity 
true 

real-local 
true 

fake-celebrity 
true 

fake-invented 
class 

 precision 

predicted 
real-celebrity 

371 18 9 5 92.06% 

predicted 
real-local 

0 24 0 0 100.00% 

predicted 

fake-celebrity 
46 76 448 302 51.38% 

predicted 
fake-invented 

0 0 0 3 100.00% 

class 
recall 

88.97% 20.34% 98.03% 0.97%  

 

Nearest Neighbours: Accuracy 63.39% 

 
true  

real-celebrity 
true 

real-local 
true 

fake-celebrity 
true 

fake-invented 
class 

 precision 

predicted 
real-celebrity 

324 25 9 3 89.75% 

predicted 
real-local 

23 49 47 50 28.99% 

predicted 
fake-celebrity 

24 9 241 89 66.39% 

predicted 
fake-invented 

5 21 135 148 47.90% 

class 
recall 

86.17% 47.12% 55.79% 51.03%  

 

Naïve Bayes: Accuracy 62.36% 

 
true  

real-celebrity 
true 

real-local 
true 

fake-celebrity 
true 

fake-invented 
class 

 precision 

predicted 

real-celebrity 
352 26 13 5 88.89% 

predicted 
real-local 

14 18 1 4 48.65% 

predicted 
fake-celebrity 

50 74 441 300 50.98% 

predicted 

fake-invented 
1 0 2 1 25.00% 

class 
recall 

84.41% 15.25% 96.50% 0.32%  
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