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Preface

This thesis was written in the European format, which consists of
a collection of studies written in form of papers for publication. The
studies are preceded by an overview chapter, which consists in a general
introduction, an outline of the studies conducted, a brief summary of
the results and a discussion. The discussion aims to connect and
integrate the findings from each single study and relate them to the
issues addressed by the thesis.

After the overview chapter, | reported a publication plan with a
reference for each empirical study included in the thesis, which has
already been submitted or is ready to be submitted to a scientific

journal.



Summary

Emotion is characterised by two-dimensions: emotional valence
describes the extent to which an emotion is positive or negative, and
arousal represents its intensity. Emotional content of verbal material
affects cognitive processing, although research on word recognition has
only recently taken emotion into account, primarily focusing on valence,
while neglecting arousal.

The present work aimed to disentangle the effects of valence and
arousal during a lexical decision task, using reaction times (RTs), event-
related potentials (ERPs) and BOLD responses in an event-related fMRI
design. These methods were chosen to determine when affective
features have an effect, and which neural systems are involved.

The material for three experiments was based on a word corpus
created by collecting ratings for emotional and lexico-semantic
features. A first and novel finding was that arousal interacted with
valence. Specifically, lexical decision times were slower for high-arousal
positive stimuli (PH) and low-arousal negative ones (NL) compared to
low-arousal positive (PL) and high arousal negative (NH) stimuli.

ERPs also showed an interaction between 200-300 ms on the early
posterior negativity (EPN), a component which is sensitive to emotional
stimuli. At this processing stage people access their mental lexicon. Its
amplitude was greater for PH and NL words, suggesting a higher
processing load for conflicting stimuli. Positive valence and low arousal
elicit an approach schema, whereas negative valence and high arousal

elicit an avoidance schema (Robinson, Storbeck, Meier & Kirkeby, 2004).



BOLD responses showed a similar interaction in the insula
bilaterally, with increased activation for PH and NL words. This region is
associated with integration of information on visceral states with
higher-order cognitive and emotional processing, suggesting higher
difficulty in integrating conflicting stimuli.

Taken together, these studies indicate that emotion affects word
processing during lexical access, and models of word recognition need

to take into account both valence and arousal.



I. Emotion word processing: An overview

1. Theoretical and empirical research on emotion

Theoretical models of emotion suggest a two-dimensional
structure of affect, consisting of emotional valence, which describes the
extent to which an emotion is positive or negative, and arousal, which
refers to its intensity, how exciting/agitating or calming an emotion is
(Feldman Barrett & Russell, 1999; Russell, 1980). For example, furious is
a negative emotion and is very intense (arousing), whereas sad is
negative but low in arousal, additionally excited and serene are both
positive emotions but differ in arousal. A third dimension has also been
suggested, called potency (Osgood, Suci, & Tannenbaum, 1957) or
dominance (e.g. Bradley & Lang, 1994), which provided an additional but
constrained contribution to understanding of human emotion and will
therefore not be considered further here.

Not only emotions, but also objects or concepts eliciting an
emotional reaction can be positioned along the two-dimensional
structure; for example, the pictorial representation or abstract concept
of war is negative and very intense (arousing), whereas a flower
represents a positive low-arousal stimulus or concept. Neutral stimuli or
concepts such as chair or indifferent are neither positive nor negative in
valence and very low in arousal.

Emotional valence and arousal seem to represent distinct
dimensions (Feldman Barrett & Russell, 1999; Reisenzein, 1994),

although they are associated to some extent; in fact, highly valenced



stimuli (very positive or very negative) tend to be highly arousing as
well. Nevertheless, differences in this respect have been observed:
negative stimuli tend to be higher in arousal compared to positive
stimuli (Lang, Bradley & Cuthbert, 1999), suggesting a different
relationship with arousal for different levels of valence and an
independence of positive and negative valence (Feldman Barrett &
Russell, 1998).

Emotional content of pictorial as well as verbal material has been
shown to affect cognitive processing, as reflected by behavioural
performance (Algom, Chajut, & Lev, 2004; Estes & Verges, 2008;
Kuchinke, V©®, Hofmann, & Jacobs, 2007), intracranial recording
(Naccache et al., 2005) and brain activity (Kissler, Herbert, Peyk, &
Junghofer, 2007; Lewis, Critchley, Rotshtein, & Dolan, 2007; Nakic,
Smith, Busis, Vythilingam, & Blair, 2006; Olofsson, Nordin, Sequeira, &
Polich, 2008; Scott, O'Donnell, Leuthold, & Sereno, 2009).

Empirical research on emotion has been guided by different
theoretical frameworks formulating predictions about behavioural,
physiological and/or neural responses to emotional stimuli. A first
approach, focused on the valence dimension, is based on the automatic
vigilance hypothesis (Pratto & John, 1991) and the mobilisation-
minimisation hypothesis (Taylor, 1991), which both state that negative
stimuli capture and withhold attention, due to their potentially
threatening nature, therefore reducing the amount of resources
available for the task at hand. Hence, performance is predicted to be

worse for negative compared to positive or neutral stimuli. This



10

prediction was supported by studies manipulating word stimuli in
different tasks, such as the Stroop paradigm, lexical decision, and
naming (e.g. Algom et al., 2004; Estes & Adelman, 2008; Nasrallah,
Carmel, & Lavie, 2009). For details about the tasks see Sections 2 and
3.1.

From a more physiological perspective, Lang, Bradley and
Cuthbert (1990) proposed that appetitive and aversive (defensive)
responses are enhanced or inhibited depending on whether an emotion-
eliciting stimulus matches or mismatches the response. The startle
reflex is an aversive response of mind and body to a sudden unexpected
stimulus (e.g. a loud noise or a flash of light) including movement away
from it, the contraction of leg and arm muscles, or blinking. The authors
showed that this reflex is enhanced during a fear emotional state and
diminished during a positive emotional state. In line with this view, Estes
and Verges (2008) found that cognitive performance in word processing
is influenced differently by positive and negative valence depending on
the task at hand, and not by valence per se. Empirical studies
supporting this second approach considered arousal as a possible
confounding variable which needs to be experimentally controlled, but
did not explicitly manipulate it in addition to valence.

A third approach to emotion research proposed a model which
suggests an early integration of valence and arousal dimensions during
processing of emotional stimuli (Robinson, 1998; Robinson, Storbeck,
Meier, & Kirkeby, 2004). Negative or highly arousing stimuli are

proposed to elicit a withdrawal reaction or mental set, whereas positive
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or low-arousal stimuli elicit approach. Integration of these dimensions
for emotional evaluation and subsequent action initiation will be easy
for stimuli which elicit congruent mental sets (i.e. negative high-arousal
and positive low-arousal stimuli), but difficult for stimuli eliciting
conflicting approach-withdrawal orientations (i.e. negative low-arousal
and positive high-arousal stimuli). The authors provided empirical
evidence in support of this model, showing slower reaction times to
pictorial or verbal stimuli eliciting conflicting reactions during visual
discrimination as well as motor tasks.

Research on emotion word processing has led to advances within
each theoretical framework presented and will be reviewed in Section 4.

The aim of the present dissertation was to investigate the effect of
emotion on single word recognition in healthy populations by
manipulating both emotional valence and arousal dimensions and by
employing different methodological approaches (i.e. behavioural,
electrophysiological and neuroimaging) which provide diverse,
sometimes complementary contributions.

The present overview first reviews two of the most influential
models of word recognition and describes several lexico-semantic
properties known to affect lexical access. Second, it provides a
description of different tasks and methodologies used to study emotion
word processing. Third, it reviews the main findings in the emotion
word processing literature, followed by an outline of the studies

conducted and their main results. Finally, a general discussion aims to
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integrate the results from the different studies and to highlight their

contributions to research on emotion.

2. Single word recognition and lexical access

Lexical access is the process of matching a visual or auditory word
stimulus with its mental representation, which leads to word
recognition. The most consistently used tasks to investigate lexical
access are lexical decision and naming: the former consists of judging
whether a letter string is a real word or not, during presentation of
intermixed word and non-word stimuli; the latter consists of reading a
word aloud. Accuracy and latency measures are collected and allow
inferences to be made about the ease or difficulty of recognition. Two
models, which most successfully describe the process of lexical access
are briefly presented here below, followed by a review of the main
lexical and semantic word properties which have been shown to
influence word recognition.

The Dual Route Cascaded model (DRC, Coltheart, Rastle, Perry,
Langdon, & Ziegler, 2001) proposes two different mechanisms of visual
word recognition. An assembled route uses a system of grapheme-
phoneme correspondence rules in order to pronounce a given word
aloud; this route is time consuming because it requires single letter
identification in a serial manner and it leads to successful reading only
when words follow the spelling-to-sound rules of the language (i.e.
regular words). A lexical or direct route, instead, postulates the

existence of orthographic and phonological word representations
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(lexicon): when a written word is presented, this will be mapped onto an
lexical representation, which will either directly access the articulatory
programmes necessary for pronunciation, or pass through a semantic
representation. This route is much faster than the assembled route
because it does not require a letter-by-letter analysis, but capitalises on
the existence of learned lexical and semantic representations and from
forward and backward interactions between the orthographic and
phonological lexicons, as well as the semantic system; it allows reading
of irregular words and it is mostly used for highly frequent words.
Infrequent or unknown words are preferentially read through the
assembled route; similarly, non-words can only be read through
spelling-to-sound translation.

An alternative connectionist model of word recognition is the
Parallel Distributed Processing model (PDP, Plaut, McClelland,
Seidenberg, & Patterson, 1996), which creates word representations
through learning from exposure to word spellings and pronunciations.
This model postulates the existence of a set of input units that code the
orthography of the stimulus, and another set of input units that code
the phonology, implying pronunciation. All input units are connected to
a set of hidden units which have no direct contact with external systems
and are connected to a set of output units. The weights of all
connections have no organised mapping prior to training; during
training the model is presented with orthographic strings and produces
some phonological output, whereby weights are adjusted to reduce the

discrepancy between its output and the correct pronunciation. The
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model is able to learn phonology of regular words, highly frequent
irregular words and some non-words. The lexical representations
created through training are distributed, i.e. there is no single unit
representation for a word (e.g. cat), but a pattern of activations among
several different units, which are partly shared by other words.

Both models account for lexical tasks such as word naming and
lexical decision and capture effects of word frequency and regularity on
performance, i.e. frequently used words and words which obey spelling-
to-sound rules of a language are recognised faster. Nevertheless, the
DRC model is better at accounting for non-word reading and can
account for acquired surface dyslexia, which implies a poor
orthographic lexicon and therefore the preferential use of the assembled
route: surface dyslexics are typically good at reading regular words and
non-words, but not irregular words. The PDP model, instead, can
account for spelling-to-sound consistency effects of a word’s
orthographic neighbourhood. A word’s (e.g. fame) orthographic
neighbours are words which differ from the former for one letter (e.g.
fate, lame), whereas consistency refers to the degree to which similarly
spelled words are pronounced similarly (e.g. gave, have). Naming
performance is improved for words with consistent neighbours, beyond
the effect of word regularity.

Important contributions to understanding single word recognition
were provided by the models described above, as well as by an
extensive literature investigating the effects of word properties on

lexical access, which is reviewed here below. Lexical properties refer to
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variables which are quantified at the whole word level, as opposed to
variables reflecting sub-parts of a word (e.g. onset syllable, rhyme);
semantic properties still have to do with the whole word, but refer to
representations of its meaning.

Word length is a lexical property and consists of the number of
letters, phonemes or syllables forming a word; it generally affects word
recognition by eliciting longer reaction times to longer words. This
property typically interacts with word frequency, i.e. length effects are
more pronounced during recognition of low frequency words; this is due
to the fact that Ilength mostly affects the spelling-to-sound
correspondence route (Balota, Yap, & Cortese, 2006). Spoken and
written word frequency is a lexical variable which refers to how often a
word occurs in a large sample of words and can be determined by using
databases such as CELEX (Max Planck Institute for Psycholinguistics,
2001) or BNC (Leech, Rayson, & Wilson, 2001). Its effect on word
recognition has been shown in many different task: frequent words
show faster lexical decision and naming latencies, better perceptual
identification, and shorter fixation duration (Balota et al., 2006).
Furthermore, frequency effects can be accounted for by both models of
reading: frequent words are recognised through the lexical route and
activate more units and connections in the PDP system.

Familiarity is another lexical property which refers to the
subjective frequency of exposure to a word and is determined by
collecting subjective ratings on a Likert scale (e.g. from not familiar to

very familiar). This property has been shown to be a more accurate
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measure of frequency, in fact frequency corpora are based on a
selected, even though very large, word sample, which might not be
updated (e.g. the MRC database, Coltheart, 1981). An issue with
familiarity ratings is that it is not clear what people are evaluating when
thinking of a word’s familiarity; in fact more meaningful stimuli (words
with many different meanings) might be rated as more familiar. Balota,
Pilotti and Cortese (2001) asked participants to rate how often they
encounter a word on a scale from “never” to “several times a day” and
found that this variable was not much influenced by meaningfulness and
predicted additional variance in lexical decision and naming latencies,
beyond objective frequency, length and other variables.

Another variable influencing word recognition is age of acquisition
(AoA), i.e. the age at which a word was acquired, which is accurately
reflected by adult ratings (Morrison, Chappell, & Ellis, 1997). Early
acquired words are usually recognised faster than later acquired ones,
although it is difficult to determine the extent of AoA’s unique effect
because this variable is correlated with word frequency, length and
imageability (Bird, Franklin, & Howard, 2001). There is evidence for a
frequency-related effect of AoA on lexical decision and word naming,
which suggests it to be a lexical word property, but also a frequency-
independent effect on picture naming, possibly due to competition for
the selection of a unique concept selection; this evidence suggests a
semantic component of AoA (Juhasz, 2005). AoA effects might also be
due to cumulative frequency (the total frequency of exposure to a word

throughout life), which is higher for earlier acquired words if objective
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frequency is controlled; AoA effects might also be due to frequency
trajectory: some early acquired words are frequent during childhood
only (e.g. tummy), some late acquired words become very frequent in
adulthood (e.g. fax); a unique effect of cumulative frequency was found
in naming, but little evidence for frequency trajectory was shown (Zevin
& Seidenberg, 2004).

Purely semantic variables include concreteness and imageability;
Concreteness refers to whether a word represents an object which can
be experienced in a sensory modality (e.g. chair, apple), whereas
imageability represents the ease with which a word evokes a sensory
mental image and it better reflects picturing activity, in particular with
respect to highly imageable abstract words such as emotions (Altarriba
& Bauer, 2004). These variables are correlated (Paivio, Yuille, & Madigan,
1968) and affect word recognition: concrete or highly imageable words
elicit faster lexical decision latencies and this effect is larger for low-
frequency words, which are more weakly represented in the lexicon and
therefore benefit from semantic representations (Balota et al., 2006).
Furthermore, concreteness shows a bimodal distribution (Kousta,
Vigliocco, Vinson, Andrews, & Del Campo, in press), which neglects to
represent words with intermediate values.

A recent growing body of literature has begun to investigate the
effects of emotional variables on word recognition. Nevertheless, it is
not clear yet how affective variables relate to other lexico-semantic
variables. A review of the state of the art of research on emotion word

recognition is given in Section 4, after a presentation of the tasks and



18

methods used to study emotion word processing in Section 3 here

below.

3. Methods to study emotion word processing

3.1. Types of task
A cognitive task typically requires participants to process one or more
characteristics of a perceptual stimulus either by physically responding
to it (e.g. through button press), or by directing attention toward its
target characteristic(s) through eye movements, retrieval of mental
images related to it, or an attempt to memorise it. If the target
characteristic of a stimulus corresponds to one of the experimentally
manipulated variables, this variable is said to be “explicitly” processed:
the participant pays selective attention to the variable of interest for the
experimenter. Participants’ attention can also be drawn to a target
characteristic which does not correspond to the experimentally
manipulated variable, for example participants are asked to respond to
the colour (blue or yellow) of different geometric shapes (circles,
squares), where shape is the experimental variable. In this way
participants will explicitly process and respond to colour; if a difference
in performance is found between circles and squares, this means that
shape was “implicitly” processed along with colour.

3.1.1. Implicit and explicit emotion processing. Tasks which
require explicit processing of the emotional content of verbal stimuli
consist of valence and/or arousal evaluation: participants are required to

rate emotional dimensions for each word on Likert scales; alternatively,
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valence or emotionality judgements require participants to classify
words in two categories: positive versus negative, or emotional versus
neutral, respectively. The advantage of these tasks is that they ensure
emotional processing of the stimuli; the disadvantage is that selective
attention toward the specific emotional category or rating is measured,
given that different responses to the different stimulus categories are
required. Hence, a reaction time difference between valenced and
neutral words, for example, would be driven by both the word affective
property and the selective attention allocated to each affective
connotation.

Tasks which require implicit emotion processing usually overcome
this problem. For example, a lexical decision task (LDT), in which
participants are asked to judge whether a letter string represents a real
word or not, requires selective attention to the lexicality of the stimulus;
hence, all words are explicitly processed in the same way (responding
“yes”), and differences in performance between words differing in
valence or arousal will be attributable to their emotional content per se,
without additional influence from top-down, task-dependent processes.

Another task which has been widely used to study implicit
emotion word processing in healthy as well as clinical populations is the
emotional Stroop task, which is an adaptation of the classical Stroop
task. In the Stroop task, colour-denoting words printed in congruent or
incongruent font colours are presented to participants, who are required
to name the font colour. Naming latencies are typically longer and

accuracy lower for incongruent stimuli, because there is interference
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between the orthographic input, which very quickly activates the
phonological representation of the written word, and the process of
retrieval of a lexical representation of the font colour (Stroop, 1935) . In
the emotional Stroop task, valenced and neutral words are employed,
rather than colour-denoting words, so no congruency between word
meaning and colour is manipulated. The task draws attention to the font
colour and differences in performance in response to differently
valenced words could again be attributed to implicit emotion processing
(Pratto & John, 1991). Clinical populations typically show longer colour-
naming latencies in response to disorder-related words compared to
other words, because they attract attention and subtract cognitive
resources needed for the task at hand (Williams, Mathews, & MacLeod,
1996).

The advantage of these tasks is that emotion processing is
implicit and task-independent, but they do not necessarily ensure that
participants process the emotional content of the stimuli. This issue will
be addressed more in detail below, when comparing different degrees of
processing depth.

Other tasks requiring implicit emotion processing have been
shown to cause some biases. A self-referential task, for example, which
requires participants to judge whether (or not) and to what extent a
word describes themselves, showed a bias toward positive words:
people judged or rated positive words as more self-describing than
negative or neutral words (Lewis et al., 2007). A similar example refers

to familiarity ratings. Familiarity refers to the subjective frequency with
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which a person encounters a specific word. Again, participants rated
positive words as more familiar (Citron, Weekes, & Ferstl, 2009).

3.1.2. Depth of processing. In order to ensure affective
processing of words, it is necessary to employ a task which allows
access to their emotional content. Intuitively, one would think that
people need to access a word’s meaning in order to retrieve its
emotional connotation; empirically, though, some studies employing
event-related potentials (ERPs; see Section 3.2.2) have shown very early,
pre-lexical emotion processing (e.g. Hofmann, Kuchinke, Tamm, V0, &
Jacobs, 2009; Scott et al., 2009), also with subliminal presentation
(Bernat, Bunce, & Shevrin, 2001; Naccache et al., 2005).

Hence, a classical LDT allows the detection of processing
differences between words with differing degrees of emotionality as well
as a semantic task does, i.e. judging the congruency of the target word
with a preceding word (Schacht & Sommer, 2009b); this was revealed by
both reaction time (RT) and ERP measures. Even a more superficial,
structural task, consisting of judging whether a word’s letters are all
written in the same font, elicited differential RT and early ERP responses
depending on the word’s emotionality; nevertheless, later ERP effects,
associated with deeper, task-dependent processing, were absent
(Schacht & Sommer, 2009b).

Furthermore, in a variant of the LDT, consisting of the
identification of meaningful words among pseudo words, or among
non-recognisable stimuli, differential emotional ERP responses were

found only in the former condition (Hinojosa, Méndez-Bértolo, & Pozo,
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2010), suggesting that a minimum degree of linguistic processing is
needed to direct attention to the affective content of words.

Finally, silent reading of single words has proven useful in
detecting differential ERP and neuroimaging emotional responses
(Herbert et al., 2009; Kissler et al., 2007). Nevertheless, the use of this
task might provide experimenters with noisy data: in fact, without
collection of behavioural measures (RTs, accuracy), it is difficult to check
whether participants are actually engaged in the task, and outlier

correction is also less straightforward.

3.2. Methodologies

The present section aims to introduce and discuss all
methodological aspects which are relevant for the present dissertation.
For more detailed information on behavioural tasks please refer to a
handbook of Cognitive Psychology; for the ERP and fMRI techniques
refer to Zani and Proverbio (2002) and Huettel (2009), respectively. For

the eye-tracking technique refer to Richardson and Spivey (2004).

3.2.1. Behavioural measures. To gain insight into emotion word
processing, behavioural measures such as norms (i.e. ratings), reaction
times (RTs) and accuracy rates can be collected. Norms are usually
collected off-line, i.e. participants are not given any time limit for the
responses, and provide information about the expicit evaluation of
stimulus properties. Norms are used to classify and select stimuli with

certain properties (e.g. emotionality) and employ them as material for
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experiments manipulating or controlling those properties. These
measures are usually reliable, but they might be subject to response
biases or reflect socially-desirable responses. RT and accuracy
measures, instead, are usually collected online, i.e. time or accuracy
constraints are given, and provide information about the output of
cognitive processes; for example, a stimulus which causes processing
difficulty will require more cognitive resources and more time, leading
to longer RTs and lower accuracy compared to a simpler stimulus. From
behavioural measures we can only infer what happened prior to
response, while the stimulus was processed, but we have no direct,
concomitant measure of the ongoing process. Hence, early processing
differences between stimuli belonging to different conditions might not
necessarily become apparent at the time of response; furthermore, no
information can be obtained regarding when processing differences
arise (and/or disappear) and which cognitive resources are involved.
Research on emotion word processing has benefited from studies
reporting RT results, which have often constituted the basis for
confirming or adapting theoretical models of emotion, as well as for
designing online experiments. Accuracy rates are usually reported
together with RTs to give an idea of the overall performance and of
possible differences between experimental conditions. This measure
might be more or less informative depending on the task employed. In
most tasks reported so far, accuracy tends to be very high, with ceiling
rates and very low variability; in this case, differences between

experimental conditions are very likely to be detected, although their
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interpretation might be difficult. Tasks which lead to a high percentage
of mistakes, such as the false memory paradigm (Roediger &
McDermott, 1995; Ruci, Tomes, & Zelenzki, 2008) or tasks involving
masked stimuli (e.g. Nasrallah et al., 2009) mostly benefit from accuracy

(or error) rate measures.

3.2.2. Event-related potentials (ERPs). An online methodology,
extensively used to study emotion word processing, consists of the
event-related potentials (ERPs). This technique is based on the recording
of electro-encephalographic (EEG) activity from the scalp by means of
electrodes, whil