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Abstract
It is argued that the selection of the most appropriate geochemical measurement technique should be based upon the fitness of its measurement results for any specified purpose, regardless of whether the measurement are made in situ or ex situ. Using this approach, in situ measurements made in the field are shown to have some definite advantages over those made ex situ in a laboratory. A case study is used to show that there are cases where in situ measurements can be more fit-for-purpose than their ex situ equivalents. This is primarily because the uncertainty of both types of measurement is usually limited by the uncertainty arising from the field sampling process. That uncertainty is mainly caused by small-scale heterogeneity (in space or time) in the analyte concentration within the environmental material (e.g. soil, water or air).

Introduction
The traditional view of geochemical measurements that are made in situ, that is without disturbing the test material from its original location, is that they are substantially less reliable than laboratory-based measurements made ex situ. In situ measurement techniques are now increasingly available but their application is limited by this largely subjective perception that the measurements they produce are not fit-for-purpose[footnoteRef:2] (FFP) (Thompson and Ramsey, 1995). However, there are now quantitative methods available to judge the fitness-for-purpose (FnFP) of measurements, whatever that purpose is (Ramsey et al, 1992; Thompson and Ramsey, 1995) and it is possible therefore to judge the FnFP of in situ measurements objectively and compare this against the FnFP of traditional laboratory ex situ measurements. The purpose of geochemical measurements vary widely from the scientific investigation of geochemical processes, to regulatory decision as to whether concentrations exceed a regulatory threshold, or the financial decision as to whether remediation is economically feasible. In the case of pure science, FFP requires the uncertainty of the measurements to obscure the geochemical variation and allow a hypothesis to be tested with sufficient statistical power (Ramsey et al, 1992). For the situations where there are potential financial consequences arising from measurement uncertainty, it is possible to judge FFP as being where there is a minimal expectation of financial loss from the measurement process and the consequences (Thompson and Fearn, 1996). [2:  Fitness for purpose is defined as ‘the degree to which data produced by a measurement process enables a user to make technically and administratively correct decisions for a stated purpose’ (Thompson and Ramsey, 1995)] 


Examples of in situ measurements include the determination of elements, such as arsenic, in top soil by just resting a portable x-ray fluorescence (XRF) spectrometer on the surface of the fresh soil after a turf is cut. It could also include the measurement of the activity concentration of a radionuclide, such as137Cs, using a γ-ray spectrometer held some distance (e.g. 25 cm) above the surface of a soil. Similarly is could be the measurement of the concentration of a gas, such as CH4 using a miniature non-dispersive IR sensor, in the ambient air around a landfill site. 
The unacceptability of in situ (and on site) measurements for some purposes is certainly explicit in the procedures of some regulators. For example the UK Environment Agency has stated ‘for regulatory purposes, we require laboratories to be accredited to the current version of the European and international standard, ISO/IEC 17025 for this MCERTS performance standard’ (EA, 2006). As in situ measurement methods do not take place in laboratories and are not open to accreditation, this implies that in situ measurements are not acceptable for regulatory purposes. It is understandable that regulators, and scientists, would want reliability in measurements, but this statement seems to overlook that all measurement results are wrong to some extent, even if they are made by ex situ methods, whether or not they are accredited. This is because all measurement results have uncertainty and are never exactly equal to the true value that is being sought in the material being characterised (i.e., the sampling target). 

This paper argues that in situ measurement results, although they often have higher levels of uncertainty, can be fit for some purposes. Moreover, their ability to measure in situ and instantaneously can mean that they can be more fit-for-purpose than traditional lab-based ex situ measurements, even if the latter are from an accredited method. Measurements from a case study will be used to support this argument, and to clarify (i) the identity of the true value that is to be estimated, (ii) the sampling target to which that true value applies, and (iii) the strengths and weaknesses of in situ measurements.

Uncertainty of measurements 
One key concept that gives a new perspective on in situ measurements, and is central to supporting the argument in this paper, is uncertainty of measurement (Umeas). A clear definition of measurement uncertainty from 1993 is ‘an estimate attached to a test result which characterises the range of values within which the true value is asserted to lie’ (ISO, 1993). This concept of measurement uncertainty moves the emphasis away from the properties of an analytical method (e.g. precision and bias), to deal with the key property of the measurement result itself. This uncertainty includes both random and systematic effects, unlike either of the terms precision or bias, where they are separated. It also includes contributions from the whole measurement process beginning at the moment of primary sampling, through the sample preparation and into the chemical analysis. Uncertainty is often expressed in its expanded form (using two standard deviations for 95.4 % confidence) and relative to the concentration value as a percentage (U%). The total expanded relative uncertainty of the measurement (Umeas) has contribution from the sampling (Usamp) and the chemical analysis (Uanal). Estimates of the random component of the total uncertainty, including contribution from these individual sources, can be quantified with an appropriate experimental design, such as duplicated sampling at some proportion of sampling targets selected at random (e.g. 10 %), followed by a statistical technique such as analysis of variance (ANOVA) (Ramsey and Ellison, 2007). This ‘duplicate method’ gives and average value for the uncertainty across the selected site, and is equally applicable to estimate uncertainty in both in situ and ex situ measurement results. Many applications to a range of different geochemical media have shown that the measurement uncertainty arising from the sampling process is usually the limiting factor for both in situ and ex situ measurements (Boon et al, 2008; EA, 2006). One source of this uncertainty is the interplay between ambiguity in the sampling protocol and small-scale contaminant heterogeneity. This heterogeneity is that which is found within the sampling target, which might be a single location in a soil survey. Because sampling often contributes more than 80 % to the total measurement uncertainty, the analytical contribution is typically less than 20 % of the total variance (Boon et al, 2007). This means that the analytical contribution from both in situ & ex situ techniques is much less important overall, than that arising from the sampling process. In situ and ex situ measurements can therefore have similar overall uncertainty, and be effectively equally reliable. Uncertainty of measurement thereby provides a new perspective on the role of in situ measurements. It also provides a tool to decide whether measurements (in situ or ex situ) are sufficiently reliable and fit-for-purpose (FFP), as will be discussed below.


A clearer definition of the true value  
The definition of measurement uncertainty from 1993 shows the central role of the true value of the analyte concentration in the sampling target. A more recent definition of measurement uncertainty is a ‘non-negative parameter characterizing the dispersion of the quantity values being attributed to a measurand, based on the information used (JCGM 200, 2008). In place of the true value, this definition uses the concept of the measurand, which is itself defined as the ‘quantity intended to be measured’ (Ramsey and Ellison, 2007), and is approximately equivalent in meaning to the true value. 

The correct identification of the true value (or measurand) is however crucial to appreciating the benefits of in situ measurements. Taking an example of arsenic in soil, let us assume that the true concentration (mass fraction) of arsenic in a field soil is 50 mg/kg. However a field soil contains stones, plant roots, small animals and water that are usually excluded from the sample in the preparation processes that are carried out in a laboratory prior to ex situ analysis. A laboratory may well therefore provide an estimate of the arsenic concentration of ~100 mg/kg, on dry weight basis, for the <2 mm fraction (dried, sieved and ground), which is specified in most definitions of a soil (MAFF, 1986). Nevertheless, for exposure assessment, the arsenic concentration that plants/animals are being exposed to is closer to 50 mg/kg. In this case therefore, the in situ technique, which measures the concentration of As in the field soil (containing the stones, roots and water which may contain arsenci), is therefore providing a better estimate of the true value that the plants and animals are being exposed to. An even clearer example is the case of soil from shot gun firing ranges. The lead shot generally have unweathered diameters above 2mm, and are therefore physically excluded from the soils used in ex situ measurements. In contrast, an in situ measurement would retain the lead shot in the material being analysed.

Additionally the arsenic concentration will also vary spatially within the soil, usually being higher in the fine particles (e.g. clays) than in the larger particles (e.g. quartz). In situ measurement techniques with high spatial resolution (e.g. PXRF down to 0.1 m, and microprobe XRF down to 0.001m)) can then be used to quantify this in situ heterogeneity (Taylor et al, 2005), and to measure the arsenic concentration in specific parts of the soil, such as the particles in contact with the plant roots. Furthermore, volatile analytes such as arsenic can be lost by the processes of grinding, homogenisation and chemical digestion that are required for most ex situ analysis. Overall, therefore, there are substantial advantages in measuring some analytes (e.g. volatile or bioaccessible) in fresh soil using an in situ technique, even though this material is wet, course gained and more heterogeneous. The courser grain size of this material will give a higher contribution to the uncertainty from the random effects, but will avoid the sample preparation that can contribute greater systematic effects. The environmental interpretation can therefore be much more reliable with the in situ measurement, if the uncertainty is fully quantified. This is because in situ measurements (e.g. by PXRF) can be more accurate (i.e. closer to the true value) than ex situ measurements.

A similar argument can be made for the measurement of activity concentration for the assessment of radioactively contaminated land (and hence dose to a person standing on the land). Let us assume that the true value (or measurand) is a particular activity concentration of 137Cs in Bq/kg in a specific sampling target, such as a defined volume of soil (e.g. 0.03m3 over a depth of 0-10 cm). One option is to measure the counts per second directly using an in situ field measurement device (e.g. a γ-ray sodium iodide detector). A suitable mathematical model (e.g. ISOCS (Venkataraman et al, 2005)) can then be used to estimate the activity concentration in that particular volume of soil. The alternative ex situ option is to take a physical soil sample (of necessarily more limited dimensions, such as 8 x 8 x 10 cm (0.0005 m3) with a coring device, for transportation to the laboratory. The activity concentration of the 137Cs can then be measured ex situ in that different volume of soil. If the ultimate objective is to use the measured activity to estimate dose to a person standing on the soil surface (e.g. where the in situ detector was positioned) then the in situ measurement might well be closer to the true value as it automatically includes all the soil contamination that might be contributing to the dose. 


Strengths and weaknesses of in situ measurements

There are many other strengths of in situ measurement techniques. Probably most important for many users is that they provide virtually immediate estimates of contaminant concentration, which can enable immediate decisions to be made. Secondly, the generally lower cost of each in situ rather than ex situ measurement, means that higher sampling densities are possible in the field. For many applications this higher sampling density means that a more reliable overall assessment can be made of the spatial distribution of a contaminant. Taken in conjunction with the immediacy of the results, this also means that iterative sampling designs become possible. For example a follow-up survey to delineate the extent of ‘hot spots’ of contamination in soil can be made during one site visit, but this can also have a potential draw-back of a perceived lack of objectivity (as described below). 

Thirdly, the test material for in situ measurements is fresh, with very little need for sample preparation or storage. This results in no contamination during handling, no change in composition whist the material during transported to the laboratory (e.g. loss of dissolved O2 in water), and no losses of the analyte during drying, grinding or homogenisation (e.g. As, Hg, VOCs, pesticides). This can reduce the high level of measurement uncertainty that can arise from such causes (Lyn et al, 2003).

A generally less well appreciated advantage of in situ measurements is that the structure of the in situ heterogeneity of the test material is preserved. This contrasts with ex situ analysis where the test material is usually homogenised. In situ techniques can therefore be used to quantify this in situ heterogeneity (Boon et al, 2007). Once quantified, this new information on the in situ heterogeneity of an analyte or contaminant can be used for many purposes. This includes the recreation of intermediate levels of field heterogeneity in pot trials to estimate its effects on the uptake of heavy metals by plants (Thomas el at, 2008). This can provide a much more realistic environment in which to quantify this uptake by plants than either the traditional homogeneous spatial distribution of contaminant, or the binary ‘checker board’ soil treatments that have been employed to simulate extreme levels of heterogeneity (Haines, 2002).

Incidentally the in situ measurement option has a further advantage in that it avoids the costs of disposal and transportation of the wastes that are incurred when an ex situ method is used, which is particularly advantageous for radioactive contaminants.
One potential weakness of in situ measurements, as discussed above, is that they are potentially less reliable than ex situ measurements. It is more difficult to apply analytical quality control (AQC) and to establish clear traceability for the measurements back, for example, to a certified reference material in the field situation, rather than in the lab where this is now routine practice. Measurement times used in situ tend to be shorter than those used in the laboratory. For example for gamma ray counting of 137Cs, 10 minutes per location would be considered a long count time if the survey was to measure 100 locations over two working days (~17 hours in total). However, in the lab an ex situ count time of 12 hours would be feasible. Because this is 72 time longer than the in situ count time, it would be expected to reduce the detection limit by a factor of ~8 (the square root of 72). Procedures for training the operators of the in situ techniques are also less well developed than they are for laboratory methods. Furthermore, this current lack of sufficient AQC in the field can make it harder to detect insufficient training. Nonetheless, many of the AQC procedures developed in laboratories can be applied to in situ measurements. For example, certified reference materials (CRMs) can be analysed for the estimation of analytical bias in the field, as happens routinely in the laboratory. However, the mismatch between the physical state of the test and reference materials can become more of an issue for materials in their original field state. Proficiency tests (PTs) have proved very effective in improving the quality of lab measurements, and now the field-based equivalents have been developed and have proven to be effective in either sampling PTs (Squire and Ramsey, 2001), or as part of a technology verification programme (EPA, 1995).

Limited sample size is an issue with some in situ techniques, such as PXRF where the depth of measurement for some elements is as little as 1 mm, which gives a mass of the sample (or test portion) of around 1 g. Such a small sample mass would be considered insufficient in traditional sampling theory, but can be considered acceptable for some purposes, as long as the uncertainty is quantified. This apparent limitation can be overcome for soils by making the ‘in situ’ measurements on core samples that, although removed from the ground, can reveal the original in situ variation in analyte concentration over a much greater depth. As discussed above, this property can also be considered as an advantage in quantifying the heterogeneity of the analyte concentration within the sampling target. A major weakness of many in situ techniques is that the detection limits may not be low enough to quantify some analytes (or contaminants) at their background concentrations. For example the typical detection limit for arsenic in soil is around 20 mg/kg (for a 60 sec reading on a Niton XLT 700), which is above the typical background concentration of 7 mg/kg. Similarly for ambient air analysis, the current detection limit for methane using a small non-dispersive IR sensor is around 50 ppmv, which is well above the typical background concentration of 2 ppmv. 

One major criticism of in situ measurements has been that they encouraging judgemental and subjective sampling and measurement taking. For example, recent guidance on the use of rapid measurement tools on site has stated that ‘The compulsion to chase contamination should be resisted’ (Environment Agency, 2009). It has been considered for many years that ex-situ lab-based measurements are therefore more compatible with systematic, and therefore non-judgemental, sampling designs. However, the recent development of many low cost in situ measurement devices (e.g. sensors), means that is now possible to set up non-judgemental sampling designs (such as the regular grid) for in situ measurements using a sensor network. One example of this would be the recent deployment of a network of sensors in an urban environment to measure air quality (Blythe et al, 2008). By this means, in situ measurements can therefore, be considered just as objective as ex situ measurements. Furthermore, the continuing presence of in situ sensors in such a network enables contamination events to be delineated in the temporal domain as well as in the usual spatial dimension. This capability is not really feasible with the ex situ lab analysis approach, so in that case in situ measurements will potentially be more fit for that purpose than those made using an ex situ approach.
 
Comparing the accuracy and fitness-for-purpose of in situ & ex situ measurements 

The accuracy of a measurement result has recently been defined as ‘closeness of agreement between a measured quantity value and a true quantity value of a measurand’ (ISO, 1993). Using these terms, it is usually assumed that the ex situ lab measurement is effectively the true value, and that the in situ measurement should be corrected to agree with it . However, it is also the case that both ex situ and in situ measurements are incorrect to some extent compared with the true value (i.e. both have uncertainty). The ex situ value may be more reproducible and traceable, and be easier to quality control, but the in situ value might well be more accurate (i.e. closer to the true field concentration), in representing the real exposure experienced by a living organisms for example.	Comment by andgla: The reference for this is Ben Haines’ thesis I assume this isn’t correct

Some criteria for judging the fitness-for-purpose (FnFP) of measurement results include economic considerations, so on a simplistic level the lower cost of in situ measurements can lead to a greater number of samples/measurements being taken within an overall budget. This can therefore increase reliability of an investigation, for example in the detection and delineation of hot spots of contamination in either space or time. A more detailed approach incorporates the uncertainty of the measurements, using an economic loss function to assess FnFP (Thompson and Fearn, 1996). One initial application of this approach to both in situ and ex situ measurements showed that the in situ measurements were more FFP than ex situ, primarily due to higher sampling density achievable with the former. In situ measurements generated a lower overall cost than the lab-based ex-situ measurements, despite having higher uncertainty on the individual analyses (Taylor et al, 2004).

Case study to compare the uncertainty and fitness of in situ and ex situ measurements 

The site chosen to investigate the relative fitness of in situ and ex situ measurements was a 34 hectare golf course in NW England (Fig. 1). It had been built upon a disposal site for calcium sulphate waste that was generated from the Leblanc soda manufacture process, and was thereby contaminated with arsenic. Measurements of the arsenic concentration in the topsoil were made in situ using a PXRF (Niton XLt 700) and compared against ex situ measurements made on 20 matching top soil samples (1000 g from 0-100 mm), dried, ground, digested, and analysed in a laboratory using an MCERTS accredited hydride generation-AAS method. The aim of the investigation was to refine the delineation of the arsenic contaminated area, based on a previous low density survey (Barnes, Pers Comms), classified against a site specific action level (threshold value) of 59 mg As/kg dry weight (DW).


Figure 1

The random component of the measurement uncertainty was estimated using the duplicate method for both in situ and ex situ methods (Environment Agency, 2006). The systematic component was estimated using measurements on a certified reference materials (CRM, NIST 2711 and LGC 6144). The ‘bias’ between the measurements made on the samples by the two methods at each site was modelled using a functional relationship estimated by maximum likelihood (FREML) (Ellison, 2003), which allows for uncertainty on both axes (unlike least squares regression). Further details of the site, and the application of some other intermediary ‘on site’ methods using the PXRF, after various degrees of preparation of the samples, are reported elsewhere. 	Comment by andgla: The reference for this is Ben Haines’ thesis I assume this isn’t correct

Results of Case Study

The random contributions to the expanded relative measurement uncertainty is high for both the in situ and the ex situ measurements (Umeas > 100 %, Table 1). By expressing the uncertainty in a relative form, the value is expected to stay reasonably constant for concentrations well above (i.e. > 10 times) the analytical detection limit (Ramsey and Ellison, 2010). Analytical uncertainty for the ex situ measurements (Uanal = 2.9 %) is a small proportion (~7 %) of that for measurements made in situ (Uanal = 40 %). This suggests that the proximity of the PXRF measurements to the detection limit (20 mg As/kg) is increasing the contribution of the analysis to the uncertainty at this site. However both uncertainty values are dominated by the sampling uncertainty, which contributes more than 93 % of the measurement variance in both cases. This is likely to arise from the small-scale heterogeneity of the spatial distribution of the arsenic contamination in the soil.

Table 1
The systematic component of the uncertainty arises partially from the analytical bias of the methods. The estimate of analytical bias for PXRF using the CRMs was -25%, which is unusually large for this technique. The CRM was analysed as a dry, fine homogeneous powder which is quite unlike the field soils analyses that were analysed in situ. When the ‘bias’ between the PXRF and Lab measurement techniques was estimated using the concentration estimates for all of the sample materials rather than CRMs (using the functional relationship shown in Fig. 2), the bias was estimated as -43 ± 14 %. The scatter in this relationship, and the large error bars, show that single measurements can deviate substantially from the general trend, probably due to small-scale heterogeneity in the spatial distribution of the arsenic.

Figure 2
The concentration estimates made using the PXRF are on the course-grained in situ soils, that contained stones, biota, air and water, and are based upon a soil depth penetration estimated to be ~2 mm for As. This compares with the ex situ measurements that were made on dried, fine grained homogenised soil powders from which the stones (diameter >2 mm), coarse biota, air and water had all been removed, and are based upon a soil depth of ~100 mm. This raises the question of whether this value can really be called ‘bias’ in terms of the formal definition.

A recent definition of bias is an ‘estimate of a systematic measurement error’ (Ramsey and Ellison, 2007). To clarify this measurement error is defined as ‘measured quantity value minus a reference quantity value‘ (Ramsey and Ellison, 2007), and systematic measurement error is defined as the ‘component of measurement error that in replicate measurements remains constant or varies in a predictable manner’ (Ramsey and Ellison, 2007). Using these definitions, and knowing that the reference quantity value is equal to the true quality value in this case (note 1 in section 2.17 (Ramsey and Ellison, 2007)), then if the measurand (true value) is the arsenic concentration (mass ratio) in the fresh in situ soil, then it would appear that the difference between the in situ and ex situ measurement results is equal to ‘bias’ in the strict sense. However, when this difference is considered as bias, then the in situ measurement could arguably be taken as a better proxy for the true value than the ex situ measurement that is traditionally recommended15.	Comment by andgla: The reference for this is Ben Haines’ thesis I assume this isn’t correct
In this general case, the correction of the in situ to agree with the ex situ measurements is questionable, and will reduce the accuracy of the in situ measurement values. However in the particular example, the true value is specified in the site specific action level using the dry rather than the fresh weight. The correction is therefore justified in terms of the moisture content of the soil, but not when considering the other parts of the field soils that have been excluded for lab analysis, such as particles with a diameter greater than 2mm.
 
How much U is acceptable? Are either set of measurement Fit-For-Purpose? 
The optimal level of uncertainty was estimated for both the in situ and the ex situ measurements using the OCLI method (Ramsey et al, 2002), using the input data give in Table 2. This method calculates the overall cost of a site investigation (expressed as an expectation of loss, E(L)), at an average concentration at those locations within the site that are at risk of misclassification. The cost is based upon not just the cost of taking the measurements (sampling and chemical analysis), but also on the costs arising from the consequences of misclassifying the land due to the measurement uncertainty. This misclassification can be of two types. In the false positive misclassification the land is erroneously classified as contaminated when it is not, and may therefore be needlessly remediated. For the false negative case, the land is erroneously classified as uncontaminated and contamination left in place, leading to costs such as those from subsequent delays in site development, human health effects, or subsequent litigation.

Table2
Results of optimisation of uncertainty for PXRF versus Lab As
For the false negative situation (Fig. 3b & 3d), neither the ex situ nor the in situ measurements are considered fit-for-purpose (FFP). This is because both sets of measurements have actual uncertainty values which give predicted costs E(L) that are much higher than the minimum possible for this purpose (shown as the optimal values). However, the cost at the current actual uncertainty is much lower for in situ (£211K) than for ex situ (£421K). The lower cost (E(L)) for in situ measurements therefore means that they are more FFP than ex situ measurements.
The optimal uncertainty is low for both measurement options (5.2 mg/kg for in situ, and 3.8 mg/kg for ex situ). Achieving this optimal uncertainty is predicted to give potential savings of approximately £4m (for in situ) for the whole site. This is calculated by multiplying the reduced expectation of loss for each sampling location (£210K) by the total number of locations (i.e. 20).
Achieving these potential savings requires a reduction in the measurement uncertainty at each location. This can only be achieved by reducing the uncertainty arising from the sampling, as this contributes more than 93 % of the total measurement uncertainty. Ideally this reduction would be by a factor of 4.6 (i.e. 23.8 /5.2), and sampling theory predicts that this would require the taking of 20-fold composite samples at each location, creating a sample mass of around 20 kg. As an intermediate improvement, even 5-fold composite samples would be predicted to reduce the sampling uncertainty by a factor of 2.2 (√5) from 20 to 9 mg/kg, and reduce costs (E(L)) by 56 %.

For the false positive situation (Fig 3a & 3c), both measurements have slightly lower U than is needed for this purpose. There is a low predicted cost (E(L) = £40 per location) by either technique, at both the actual and the optimal U. There is therefore no need to modify either method for this purpose as they both produce measurements that are already marginally less uncertain than required for this purpose. 
There is however a need to decide on whether to correct for the ‘bias’ in the in situ measurements to make them comparable with the ex situ. This depends on how the regulatory threshold is expressed. The site specific action level (threshold value) was set at 59 mg As/kg expressed on a dry weight basis. It can be argued therefore, that the in situ measurements should be corrected to the ex situ values that are reported on that same basis15. To investigate the effect that this would have, all the in situ measurements were corrected (by dividing by 0.574), and the uncertainty from the bias (14%) added to the uncertainty budget of the corrected measurement values (to give a very similar value of 154.7%). This produced broadly similar conclusions, except that cost (E(L)) for the PRXRF measurements (£373K) was still lower than that for the ex situ measurements but only by 11%. In future perhaps the threshold value could be set on a fresh weight basis (as is the case for some fresh foods), and for the whole soil rather than just the <2 mm fraction, in which case the ex situ measurements might be better corrected to agree with the in situ values.	Comment by andgla: The reference for this is Ben Haines’ thesis I assume this isn’t correct


Figure 3
Probabilistic mapping of contamination
Values of measurement uncertainty on each measurement result (e.g. in situ) can be used to make a probabilistic interpretation of the spatial distribution of the contamination (Ramsey and Argyraki, 1997). In this case the uncertainty estimate of 154% was applied to each in situ arsenic measurement to classify each location as being in one of four categories. These are either 
(i) under the threshold (site specific assessment criteria of 59 mg As/kg), (< 23 mg/kg)
(ii) probably under the threshold, but potentially a false negative, (23 – 59 mg/kg)
(iii) probably over the threshold, but potentially a false positive, (59 –  mg/kg) or 
(iv) definitely over the threshold, all at the 95% confidence interval. (>  mg/kg)
The site map can then be used to show how the sampling locations fall into these four categories (Fig. 4). Because the estimated value of Umeas is over 100%, it is not mathematically possible to have any values that are in the top category (definitely over the threshold). The previous preliminary delineation of the ‘hot spots’ of arsenic contamination are broadly confirmed, as shown to be slightly conservative.
Figure 4
Comparison of in situ and on site measurements 
Some of the arguments made for in situ measurements can also be made for measurements that are made ‘on site’. On site measurements are often made on the site of the investigation, perhaps in a field lab, but with the test material removed from its original location, and often prepared in some way. On site results are also generally considered to be of lower quality than ex situ lab measurements, and prone to the encouragement of judgemental rather than systematic sampling strategies. They are subject to many of the same sources of uncertainty as in situ measurements, and often dominated by the contribution from the sampling process, so benefit from the integrated approach to the measurement process. The key differences between on site and in situ measurements are that (1) they don’t give information on the in situ heterogeneity of the material under study (2) the sample mass is not limited by the geometry of the measurement devise, so (3) larger masses of material can be taken in the sample and prepared in similar ways to those used for ex situ analysis (drying, mixing, disaggregation, sieving, grinding and splitting). A detailed investigation of the fitness of measurements made on site (but not in situ), and a comparison against ex situ measurements for a wide range of analytes (including organic compounds) in soils at different types of sites, is given elsewhere (Boon and Ramsey,).

Conclusions 

The overall conclusion is that in situ measurements can be more fit-for-purpose (FFP) than ex situ lab measurements, in some circumstances. This extends the finding of an earlier comparison when the in situ measurements also produced a lower cost (expectation of loss), but only because they were applied at a higher sampling density (Lyn et al, 2003). It is clear that all of the measurements made in this current study, ex situ as well as in situ, as in all others, are ‘wrong’ to some degree because they all have uncertainty of measurement. By definition this uncertainty estimate should include the true value of the contaminant concentration. If this true value (or measurand in metrological terminology) is specified as the field concentration, not just that in the sieved, dried and ground lab sample, then this has implication for the fitness of in situ measurements. Some analytes may be lost in storage, drying, sieving, mixing or splitting (e.g. As, Hg, Total Petrol Hydrocarbons). In these cases ‘correcting’ in situ field results to agree with ex situ lab data can make the measurements less accurate. The results of the case study, as with most previously reported studies, show that the main source of uncertainty is usually the sampling procedure, especially as it interacts with in situ heterogeneity of the material in the sampling target.	Comment by andgla: Is this right? – ref no 13

The choice between ex situ and in situ measurement techniques should not be made on their uncertainty values alone, even when these are quantified and explicitly stated. The objectives of the measurement strategy also need to be considered. If the objective is to assess the temporal variability of the contaminant concentration then in situ measurement strategies have a particular advantage if the sensor can be left in place over that time period. Consideration should also be given to the relative cost of in situ versus ex situ, and how this will affect the number of samples that can be taken and therefore how representative the measurements are of whole sampling target (e.g. site). These effects apply at any spatial scale, so they are equally applicable to microprobe measurements where in situ measurements are the norm, but are also often compared with bulk analysis by traditional ex situ techniques.
                                              
Measurements that are fit-for-purpose can be either those that either minimize the overall cost (i.e. expectation of loss), or allow scientific hypothesis to be tested, with sufficient statistical power, at minimum cost. In situ measurements should be assessed for FnFP using the same procedures applied to ex situ techniques. It is clear from this study that there should be no prior assumption that in situ measurements are inferior, but rather the fitness of all measurements should be judged objectively. 

The overall judgement as to whether to select an in situ, or an ex situ measurement strategy will depend primarily on whether the measurement results they produce are expected to be fit-for the specific purpose of the investigation, be it scientifically, regulatory or financially motivated. Once FnFP is established, then the other factors discussed here can be used to choose between these two options. For example the immediacy of the in situ results may prove decisive if rapid decisions have to be made, particularly in a remote location (e.g. whether to take more samples in an initial survey). As in situ measurement technologies improve in performance, such as detection limit, the key requirement is to have objective criteria with which to make the judgement between using either an in situ or an ex situ strategy. 
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Figure 1. Schematic map of test site, on a former golf course, showing the locations of the 20 sampling targets where both in situ measurement were made and samples taken for ex situ measurements in the laboratory. The areas marked in red are where the As concentration was formerly considered to be above the site specific action level of 59 mg/kg, based upon results of a previous survey. 
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Figure 2. Estimation of ‘bias’ between in situ and ex situ measurements of arsenic concentration in the actual samples, allowing for the uncertainty in both sets of measurements. The model reveals a significant rotational ‘bias’ of -43 ± 14 % in the in situ measurements compared with the ex situ measurements, but a no significant translational ‘bias’. 
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Figure 3. Optimisation of the measurement uncertainty of arsenic for (a) ex situ false positive scenario and (b) ex situ false negative scenario, (c) in situ false positive scenario and (d) in situ false negative scenario. These show in cases (b) and (d) that the actual uncertainty (  ) is well above the optimal value (  ) that would produce the minimum overall cost (expressed as expectation of loss). The overall situation is very similar for both the ex situ and the in situ measurements, except that the cost for the ex situ analysis is approximately twice as high.

Figure 4. Map of the site showing probabilistic classification of whether the arsenic concentration exceeds the site specific assessment criteria (threshold) value of 59 mg/kg 

Table 1. Estimates of the expanded relative measurement uncertainty, and its sampling and analytical components, for the ex situ and in situ measurements of arsenic in the case study.
	
	Robust mean
(mg/kg)
	Usamp (%) 
	Uanal (%) 
	Umeas (%) 

	Ex situ (Lab) 
	100.8
	109.8
	2.9
	109.8

	In situ (PXRF)  
	30.9
	148.7
	40.2
	154.1



Table 2. Input data for the optimisation of the uncertainty of both in situ and ex situ (lab-based) measurements using the OCLI method.
	
	Lab     ex situ
	PXRF   in situ 
	Explanation 

	Costs (£) 

	Sampling (Lsamp) 
	25
	Cost per sample 

	Analysis (Lanal) 
	20
	15
	Cost per sample. 

	Consequential Costs (C, in £) 

	False positive 
	1,360,000
	Potential cost per sample , e.g. unnecessary remediation. (top 1m dig & dump) 

	False negative 
	1,000,000
	Potential cost per sample of litigation if contamination found after development (£20m for whole site (Finnamore et al, 2000))

	Uncertainty (mg/kg) 

	Sampling (ssamp) 
	55.33
	19.60
	From Robust ANOVA on measurements produced from balanced design.

	Analytical (sanal) 
	1.48
	13.56
	

	Measurement (smeas) 
	55.35
	23.84
	

	Threshold value (T) (mg/kg) 
	59
	Site-specific action level for As.

	Contaminant concentration (cm) (mg/kg) 

	False positive 
	326.97
	211.83
	Average of all locations “Probably over the action level”.

	False negative 
	47.97
	39.82
	Average of all locations “Possibly over the action level”.
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