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Abstract

Chemical measurements made on-site can be very effective in underpinning environmental decisions, but they are often mistrusted in favour of measurements made on samples removed off-site to a remote, usually accredited, laboratory. The uncertainty present in all measurements, wherever they are made, includes contributions from the sampling and sample preparation processes, and also from often unsuspected systematic errors. Once this total uncertainty has been estimated in a rigorous way, it is demonstrated using two case studies that on-site measurements can be fit for decision making purposes. Uncertainty from sampling and sample preparation often dominates many measurement systems, whether they are based on-site or off-site, and makes the analytical contribution less critical for judging fitness. The value of this total uncertainty can be used to make a probabilistic, rather than deterministic, classification of the contamination. Uncertainty values can also be used to calculate how the measurement method can be modified to achieve an optimal value that it fit-for-purpose (e.g. using composite samples or measurements). The rapid availability of on-site measurements, together with known uncertainty, is shown to be capable of enabling equal reliability of decisions to the off-site approach, whilst minimizing the cost of the decision making process. Challenges in estimating the uncertainty of on-site measurements are identified as (i) potential ambiguity in the true value that is being estimated (i.e. the measurand), and (ii) the fact that off-site lab measurements can have values of analytical precision that are larger than those quoted by the lab (e.g. 54% rather than 30% for TPH, at 95% confidence) and which make their use in the validation of on-site measurements problematic.
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Introduction

In order to assess the risk to human health of environmental contamination it is important to characterise any hazards that may exist, the possible exposure pathways, the level of exposure, and the potential dose to the receptor. Failure to correctly identify areas or periods of contamination, exposure pathways and provide sufficiently accurate estimates of exposure can potentially be costly and harmful to human health and to the environment. It is important, therefore, to carry out a thorough risk assessment that is based upon with measurements which are sufficiently representative of the sampling target (e.g. an area of land, or a period of water flow) and of appropriate quality and therefore fit-for-purpose (FFP). The same argument applies in waste management, where reliable decisions need to be made about how to classify waste material, such as stockpiles of excavated soil in the second case study considered below.
In an investigation of the potential contamination, the ideal approach is to be able to take a large number of samples giving good spatial/temporal coverage. However, in reality there are logistical, financial and time restrictions which mean that generally only a relatively small number of nominally ‘representative’ samples are taken. This could potentially result in areas (or periods) of contamination being missed (i.e. false negative classification), or being falsely classified as contaminated (i.e. false positive classification), due to unrepresentative sampling and other causes of uncertainty in the measurements of contamination.
The use of traditional off-site laboratory-based analysis is often one of the key factors that limits the number of measurements that are made because of the costs incurred in analysing the samples (e.g. £150/$250 per sample for a typical suite of organic contaminants for contaminated land). The turn around time for laboratory analysis (on average 7 – 14 days) can also be costly as it can extend the duration of the investigation. This delay can also mean remobilisation of the sampling team for return trips to the site to collect more samples if additional measurements are required. All of the above therefore adds to the overall costs and duration of the investigation.
Some of these limitations can be overcome with the use of on-site measurements. These are measurements where both the sampling and the analysis are carried out at the site being investigated. The analytical techniques currently used on-site include x-ray fluorescence (Carr et al., 2008), and laser-induced fluorescence (Neuhaus et al., 2008), γ-ray spectrometry (Schaub et al, 2010), immunoassays (Knopp et al, 2000), gas chromatography with photo ionisation or mass spectrometric detection (e.g. Miyakawa et al 2010). Some of these techniques (e.g. x-ray fluorescence and γ-ray spectrometry) can also be used in situ without the need for the removal of a sample. 
The fitness for purpose of these in situ measurements has been considered as a special case (Ramsey and Boon, 2011).
On-site analytical techniques generally have a lower cost per sample associated with them than traditional off-site laboratory methods for the same analytes, which means that it is possible to produce a larger number of measurements for the same amount of money. This can therefore result in a much more comprehensive data set with higher sampling density from which decisions can be made about the extent and zoning of contamination, thus reducing the potential to miss areas (or periods) of contamination. They also can produce measurement results within a matter of hours, including the time for sample preparation, making it possible to make real-time decisions whilst still on the site. This allows more flexible sampling protocols to be employed, such as iterative sampling where areas (or periods) of particular interest are re-sampled at higher density or frequency to test a hypothesis, or to give more effective management of a remediation technology. This can result in faster and more reliable investigation, remediation and management of environmental contamination (Crumbling et al, 2001).
However, there are also a number of disadvantages associated with these on-site techniques and the measurements they produce. Firstly the detection limits of the tools are often higher than those associated with traditional lab methods and may therefore not be low enough to detect some contaminants at levels of concern. Secondly some of the methods are complex to manipulate and therefore impractical in the field unless you have a full field lab (e.g. immuoassays for PAHs in soils and waters). Thirdly, many of the on-site methods are not accredited (e.g. by MCERTS in the UK), and therefore the measurements they produce may not be acceptable as a basis for some regulatory decisions. Finally, the measurements are perceived to be of lower quality than those produced in off-site laboratories and so it is assumed that they cannot be used as a basis for reliable decisions (EA, 2009).
The use of on-site measurements for the assessment of hazards is more common in the monitoring of gases and waters with, for example, the certification of many test kits by the MCERT scheme in the UK. However, on-site analytical tools are not used extensively in many counties, such as the UK, for the assessment of solid materials such as soil.  This is a result of a perceived lack of data quality and reliability of the measurements, and the requirement by the UK’s Environment Agency (UK EA) for measurements from only accredited lab methods to be used for regulatory purposes. Recent UK EA guidance now “encourage(s) the appropriate use of rapid measurement tools in conjunction with accredited laboratory analysis” (EA, 2009). Use is more widespread elsewhere (e.g. USA) due to the acceptance and accommodation of both the advantages and disadvantages of on-site measurements. The US EPA Technology Innovation Program evaluates and verifies the performance of innovative environmental technologies such as on-site tools and produces Innovative Technology Verification Reports which give the user-community increased confidence in using such tools (EPA, 2006). 
Fitness-for-purpose
Measurement values don’t need to be of the highest quality to enable reliable decisions to be made, but they do need to be fit for purpose (FFP). Fitness for purpose is “the property of data provided by a measurement process that enables a user of the data to make technically correct decisions for a stated purpose” (Thompson and Ramsey, 1995). When financial considerations are included, a measurement result is considered FFP when its total uncertainty (including sampling) minimises the expected losses (Thompson and Fearn, 1996). Fitness for purpose is an important concept to consider when thinking about using on-site measurements in the assessment of environmental contamination. On-site measurement methods do not often have the lowest values of precision and bias, but they can produce measurements that can be used to make reliable decisions. There is, therefore, an evident benefit in assessing the fitness for purpose of measurements, but no regulatory guidance or requirement exists for this purpose at present.
For example, for the assessment of contaminated land, there is currently no explicit regulatory guidance in the UK, regarding what constitutes fitness for purpose of measurements used in risk assessment. This is largely due to the site-specific nature of the criteria that are required. A limited approach has therefore been adopted in which all soil samples for regulatory decision in the UK are required to be analysed using MCERT accredited laboratory methods. 

Under UK guidance, measurements are implicitly assumed to be FFP if they have been produced from laboratories that are accredited for that analytical method under the MCERTS scheme. Under this scheme labs have to show they can produce measurements with at a specified level of analytical precision and bias e.g. for arsenic analysis a precision of 7.5 % RSD and a bias of 15 % is required (EA, 2006). However, this does not take into account of the uncertainty from sampling, which has been shown to often contribute the greatest amount of uncertainty (e.g. 90% in Crumbling et al, 2001) and the values are also not based on the actual user’s purposes for any particular site and its specific decision requirements. Furthermore, the estimates of analytical precision and bias are often estimated using check samples or reference materials that are usually fine grained and very homogeneous, and therefore substantially different from the field samples on which the measurements are made routinely.  
None of these current procedures consider the particular requirements for individual measurements in each specific investigation, and more importantly the uncertainty that is associated with each of them. 
Uncertainty and the fitness for purpose of measurements 
Measurements of contaminant concentration are only ever estimates of the true value of that concentration because they are subject to uncertainties which are a result of statistical errors in the measurement process (i.e. sampling, sample preparation and analysis). This uncertainty on the measurements has been defined in statistical terms as “an estimate attached to a test result which characterises the range of values within which the true value is asserted to lie” (ISO 1993). In metrological terms it has also been defined as a “non-negative parameter characterizing the dispersion of the quantity values being attributed to a measurand, based on the information used” (JCGM 200, 2010). In place of the true value, this definition uses the concept of the measurand, which is itself defined as the “quantity intended to be measured” (JCGM 200, 2010), and is approximately equivalent in meaning to the true value of the contaminant concentration.
Measurement uncertainty has both random and systematic components that can be assessed using the precision and bias, respectively, of any method of sampling and analysis. There are a number of different methods for estimating uncertainty which are well established and are described in the Eurachem/CITAC guides for analysis (Eurachem and CITAC, 2000) and sampling (Eurachem, 2007). Measurement uncertainty can be expressed as a percentage relative to the robust mean (relative expanded measurement uncertainty, U’meas, at 95 % confidence) and can be separated into the component caused by sampling (U’samp) and that caused by analysis (U’anal). This concept is useful in assessing the fitness for purpose of measurements, wherever they are made.
To achieve fitness for purpose in a geochemical investigations, although not using this term, Garrett (1969) suggests that the measurement variance (an estimate of the square of the standard measurement uncertainty) should be no more that 25 % of the total variance. Ramsey et al (1992) suggest that if the measurement variance (sampling and analytical variance) is less than 20% of the total variance (measurement variance plus geochemical variance) then the specified measurements can be considered FFP. If these values are exceeded then the measurement variance will progressively obscure the information about the geochemical variation in the levels of contamination that is being sought in the investigation. They also say that ideally the analytical variance should also not exceed 20 % of the measurement variance. 

Thompson and Fearn (1996) proposed the use of an economic loss function to establish a different criterion to assess fitness for purpose. This approach has been successfully applied in a number of studies in the fields of food analysis (Ramsey et al., 2001) and contaminated land investigation (Ramsey et al., 2002; Boon et al., 2007).

This method of establishing fitness for purpose, when applied to off-site measurements on contaminated soils, has been called the ‘Optimised Contaminated Land Investigation’ (OCLI) method (Ramsey et al., 2002). The method has two stages; the first stage estimates the optimal measurement uncertainty given the cost of measurement and the consequential cost of misclassification, using an empirical loss function. The second stage apportions the expenditure between sampling and analysis to achieve that overall optimal uncertainty, based on their respective costs and contributions to the uncertainty. 

Whilst this approach should be equally applicable to measurements made anywhere (e.g. off-site or on-site) and in any medium (e.g. air, water, soil and food), the case studies presented here illustrate the applicability of this approach to on-site measurements, using contaminated soils as an example.
The objectives of this paper are therefore to:

1. Show that established techniques for the assessment of uncertainty can be used to assess the quality of on-site measurements in general.
2. Demonstrate that these uncertainty estimates can be used to assess the fitness for purpose of the on-site measurements. 

3. Illustrate that on-site measurements, which often have relatively high uncertainty, can be used to make reliable environmental management decisions, if the value of the uncertainty is known. 

4. Show how modifications to the sampling and analytical procedures can be identified that will minimise the overall cost of making the reliable management decisions, by optimising the uncertainty of the measurements to achieve fitness.
The aim here is not to use research-lab analytical techniques to reveal sources of error in commercial field test equipment and commercial lab analysis. Rather it is to show how the uncertainty of measurements made using commercially available field test equipment can be estimated, given the errors in the measurements made by both the on-site equipment and the commercial labs that are available to the user community.
Methods

Two different on-site measurement techniques that are applicable to contaminated land were selected to illustrate how uncertainty of such measurements can be estimated, and used in the classification of the contamination, and in assessing the fitness for purpose of on-site measurements. The first, portable x-ray fluorescence (PXRF – model Niton XLt 700) was chosen to measure concentrations of arsenic in the soil as a rapid analytical tool which requires minimal sample preparation. The second on-site technique was UV Fluorescence (model Sitelab UVF 3100) for the analysis of the commonly determined group of organic compounds termed total petroleum hydrocarbons (TPH). The ‘total‘ TPH concentration is a term used to describe the measureable amount of a large family of several hundred chemical compounds that originally come from crude oil. The TPH measurement therefore depends on the analytical method used (ATSDR, 1999). Some analytical methods (e.g. Sitelab UVF used on-site) only determine the aromatic (not the aliphatic) organic constituents of petroleum, but other laboratory methods, often using different solvents for extraction and different analytical instrumental technique, measure both the aliphatic and the aromatic compounds within TPHs. TPH has also been subdivided into two bands based upon the length of the carbon chain, with fraction C6-C10 being called volatile petroleum hydrocarbons (VPH) and C10–C40  as  extractable petroleum hydrocarbons (EPH) (EA, 2011). These differences in the definition of the true value of TPH being estimated (or measurand) will therefore cause potential problems in comparisons between measurements made on the same sample materials by different  analytical methods (discussed below).
One systematic component of the measurement uncertainty was estimated as analytical bias by analysing certified reference materials (CRMs) and establishing the relationship between the measured values and the certified values (i.e. analytical bias as a function of concentration), using Functional Relationship Estimation by Maximum Likelihood (FREML) (AMC, 2002). FREML allows for the measurement uncertainty on both axes, unlike least-squares regression which only allows for uncertainty on the y-axis. The use of CRMs to estimate bias is widely used for lab-based measurements, but has limitation for on-site measurements because of the many differences been the properties of the CRMs (dry, finely powdered and homogeneous) and the real test materials (wet, course grained and heterogeneous).

To overcome this limitation another approach to estimating the systematic component was to measure the concentration of the same contaminant in the ‘same’ nominal sample, using an external off-site laboratory (see below). The two sets of measurements can then be compared, again using FREML.  FREML can be used to compare the concentrations measured on-site against those measured off-site, for each batch of samples. The relationship between the on-site and the lab measurements can be used to assess if there is bias in the on-site measurements, and how this bias varies as a function of concentration. This approach assumes that the lab measurements are the ‘true’ values of concentration in that sample.  This relationship can also show whether the on-site measurements can be used to accurately estimate the levels of contamination in the soil, and the correction factor that could be applied to the on-site measurements in order to correct for the bias between the off-site and the on-site method (EA, 2009), if required.

The random component of measurement uncertainty was estimated using the duplicate method (Ramsey et al, 1992). This involves duplicate samples being taken from a proportion of the targets (i.e. 10%, but not less than 8) at a distance from the original sample that represents the ambiguity in the sampling protocol (see case studies below for specific details). Duplicate chemical analyses were then carried out on both the original and the duplicate sample in a full balanced design. Following the appropriate preparation of the whole primary sample two test portions were removed (the original and the duplicate), and both test portions were extracted and analysed as described below for each case study. The measurements from both the on-site and off-site  methods were all reported in an untruncated and unrounded format to enable the accurate calculation of uncertainty. 
This full balance design produced four measurements per sampling target: S1A1 is the 1st analysis on the original sample, S1A2 is the 2nd analysis on the original sample, S2A1 is the 1st analysis on the duplicate sample and S2A2 is the 2nd analysis on the duplicate sample. Robust Analysis of Variance (RANOVA) was applied to all the duplicate measurements to estimate the random component of the uncertainty as a standard deviation (smeas) and relative expanded form at the robust mean concentration (U’random = 200smeas/mean) (Eurachem, 2007). RANOVA also separates and quantifies the contributions to the random uncertainty from the sampling and the chemical analysis.

Case Study 1 – Recreational area, formally an industrial landfill  investigated for As contamination

Twenty sampling locations were selected during planning the site investigation, based upon prior knowledge of the concentrations found in a previous reconnaissance survey at the site (EA, 2009, p34-44). The locations (i.e. sampling targets) were selected to better delineate the contaminated area, and also to cover the whole range of total As concentrations found at the site to maximise the power of the FREML modelling. The sampling targets were surveyed to a spatial accuracy of  ( 3 m using GPS. When the sampling target was found the location was marked, and a “spade blade sized” piece of turf approximately 2cm thick was cut out to the base of grass root level and the turf was folded  back to reveal bare soil. A primary sample (~1 kg) was taken from an approximately 10 cm ( 10 cm area to a depth of approximately 10 cm, from the centre of the exposed area, using a stainless steel trowel, and placed in a clear plastic sample bag and labelled. 

Eight targets were selected at random for the taking of duplicate samples, following the procedure described above. Each duplicate was taken 3 m away from the primary sample, in a random direction (N, S, E, W), to reflect the effects of the ambiguity in the implementation of the sampling protocol, and the accuracy of the GPS measurements and its relationship with the small-scale in situ heterogeneity of the contamination. 

Certified reference materials NIST 2711 and LGC6144 were analysed in the on-site and then FREML used to estimate the bias of the method and hence one systematic component of the uncertainty of the measurement results.
After the primary samples had been collected they were manually mixed in the sample bags by gently kneading the bags for 1 minute. The primary samples were then placed on a flat surface and a single PXRF measurement was taken for 1 minute through the sample bag. If the sampling location had been selected for a duplicate sample/measurement, a second measurement was taken on the original and duplicate samples on the opposite side of the bag to the original measurement, in order to reflect the efficiency of the mixing. No duplicated chemical analyses were made in the same position in this simplified balanced design, but instrumental repeatability was used to estimate the analytical uncertainty (see method below).
The primary samples were then sent to the off-site lab for analysis where the whole sample was air dried, milled and then passed through a 2 mm sieve. A 2.5 g test portion underwent aqua regia digestion and total As determined using hydride generation - atomic absorption spectrometry (HG-AAS).

Case Study 2 – A former gas works investigated for TPH contamination 
The sampling targets in this study were 31 stockpiles of material, mainly soil, excavated from this site during the remediation process. As the material was excavated it was passed through a mechanical screen which sifted and screened the material at 100 mm, 75 mm and 50 mm. The material that was of grain size less than 50 mm is stockpiled ‘like with like’, resulting in a number of stockpiles around the site, e.g. uncontaminated, contaminated etc. The material that had a grain size over 50 mm was crushed to be under 50 mm and then stockpiled.

At each stockpile to be a sampled a 5-fold composite sample was collected. Each of the five increments was taken from a different random location around the stockpile (one from the top and 4 around the sides, Figure 1), at each location the top half metre of material was cleared to remove any crust that may have formed and then 2 scoopfuls (approximately 500 ml) of material were placed in a large plastic bag. Once all 5 increments had been added to the bag the material was partially mixed in the bag by inverting the bag 10 times and stirring the contents with a stainless steel trowel. 

At 10 % of sampling targets a duplicate sample was collected using the same procedure, this time taking new increments from five different locations around the stockpile (Figure 1).


[image: image1]
Figure 1 Schematic diagram (aerial view) showing how the duplicate sample increments (() were collected from the stockpile compared to how the original sample increments (x) were collected.

The mixed samples were then split manually for on-site (field) and off-site (lab) analysis for TPHs. Two amber glass jars (one 60 ml jar for on-site analysis and one 250 ml jar for off-site analysis) were filled alternately from the same trowelful of material; between scoops the material in the bag was remixed. This was done to ensure that the sample analysed on-site and off-site were nominally the same, which was equally representative of the material constituting the stockpile. Any material that was of grain size over 10 mm was removed from the primary sample prior to mixing and splitting.

In the field the TPHs were extracted from the prepared wet samples (5 ± 0.1 g) using methanol (10 ml) and the extracts were analysed using a Sitelab UVF 3100 fluorescence spectrometer, according to the manufacturers recommended procedure with calibrator CAL-042 and filter A, for diesel range organics (c10-c40) (Sitelab, 2011), or EPH in terms of UK-EA banding terminology (EA, 2011). Measurements made by this procedure, whilst only detecting aromatic compounds, are adjusted to allow for aliphatic compounds, so that they would ‘correlate well’ (R=0.98, n=11) with measurements of total TPH made using US EPA method 8015-DRO using GC/FID (Sitelab 2011).
The accredited off-site method used here for TPH (C6-C35) by a commercial laboratory involved extracting the sample (2.5 g) in the fresh form that it was received (i.e. the same as that which was analysed on-site), dried with sodium sulphate followed by acetone (5ml), extracted with n-pentane (10 ml) and a glass-wool column treated with dichloromethane (10ml), and the extracts analysed with GC-FID. The MCERTS performance targets for a TPH method for an accredited laboratory are that precision (at 68% confidence) should not exceed 15% and the bias should not exceed 30% (EA 2011).
Three CRMs were digested and analysed with the primary samples both on-site in the field, and off-site in the laboratory, for the estimation of analytical bias. These had certified concentration and uncertainty values of TPH of 8296 ± 425 mg/kg (C6-C35 for RTC CRM 350, sandy loam, diesel source), 3810 ± 1254 mg/kg (for RTC CRM 356, loamy sand, diesel source of TPH) and 750 ± 76 mg/kg (for RTC CRM 360, sandy loam, lubricating oil source).
Assessment of fitness for purpose using OCLI
The ‘Optimised Contaminated Land Investigation’ (OCLI) method assesses the fitness-for-purpose of an investigation by looking at the costs of the investigation and the cost of misclassification as a function of the measurement uncertainty (Thompson and Fearn, 1996) (Equation 1). The method can be used to find the minimum expectation of loss and hence the optimal measurement uncertainty. Comparison of the optimal measurement uncertainty to the uncertainty estimated for the investigation gives an indication of the fitness-for-purpose of the investigation.

The OCLI method uses an ‘expectation of loss’ E(L) equation:

Equation 1
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Where: 

C  is the total consequential cost
D is the overall measurement cost multiplied by the unit variance and can be calculated from 
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, where T is the site-specific action level and cm is the contaminant concentration at which the function is evaluated. 

· is the standard normal cumulative distribution function and is used to derive the probability that smeas will exceed (1, and hence the true contaminant value will exceed or fall below T (i.e. False negative or false positive classification respectively, as described in the introduction).

The input parameters, and the decision whether to consider false negative or false positive classification, are discussed in detail for each Case Study.

Results and discussion

Case Study 1: Arsenic in recreation site on former industrial landfill.

The data produced by implementing the balanced design to this site was analysed using RANOVA to assess the random component of the uncertainty (i.e. the reproducibility precision) from the sampling and analysis for both the on-site and off-site measurements.

The random component of the uncertainty for both the off-site and the on-site measurements is surprising high with a relative uncertainty slightly greater than 100 % (Table 1). This is a result of the high sampling uncertainty which is caused by very heterogeneous distribution of arsenic at this site and results in sampling being the dominant source of error (99 % of the measurement variance). This is illustrated by the large difference between the measurements for Sample 1 and Sample 2 at some of the duplicate locations e.g. 110, 112 and 117 in Table 1.

The analytical uncertainty for the off-site measurements is lower than for the PXRF because the method used (hydride generation-AAS) has a much lower detection limit and is therefore more precise than PXRF at this concentration. That said, the analytical uncertainty for the on-site method is acceptable both by the MCERTS precision criterion (<15% at 95% confidence), and  it contributes to less than 20 % of the measurement uncertainty, a criterion which Ramsey et al. (1992) used to assess the fitness for purpose of the measurements.

	Off-site 

	location
	S1A1
	S1A2
	S2A1
	S2A2
	
	
	Mean
	100.8
	mg/kg

	102
	11.316
	10.680
	15.824
	15.712
	
	
	stotal
	118.2
	

	104
	308.800
	307.040
	325.280
	349.200
	
	Components of total variance
	sgeochem
	104.4
	

	105
	6.416
	7.032
	85.480
	84.740
	
	
	ssamp
	55.3
	

	110
	47.840
	45.550
	184.720
	174.920
	
	
	sanal
	1.48
	

	112
	40.984
	42.200
	414.160
	403.760
	
	
	smeas
	55.3
	

	116
	13.588
	11.604
	11.288
	10.940
	
	U’ (95% confidence)
	Sampling
	109.8
	%

	117
	98.820
	100.680
	158.120
	160.560
	
	
	Analysis
	2.94
	

	119
	11.152
	10.772
	9.364
	8.776
	
	
	Measurement
	109.8
	

	On-site 

	location
	S1A1
	S1A2
	S2A1
	S2A2
	
	
	Mean
	108.8
	mg/kg

	102
	13.23
	7.02
	8.15
	14.22
	
	
	stotal
	137.4
	

	104
	379.02
	385.76
	308.00
	211.82
	
	Components of total variance
	sgeochem
	97.2
	

	105
	3.14
	5.20
	70.93
	59.12
	
	
	ssamp
	96.8
	

	110
	75.85
	54.43
	170.65
	267.61
	
	
	sanal
	7.79
	

	112
	26.78
	33.22
	368.95
	366.80
	
	
	smeas
	97.1
	

	116
	4.08
	10.57
	18.32
	17.83
	
	U’ (95% confidence)
	Sampling
	178.0
	%

	117
	98.03
	93.48
	254.32
	296.37
	
	
	Analysis
	14.3
	

	119
	4.31
	10.91
	13.21
	11.69
	
	
	Measurement
	178.6
	


Table 1 Duplicate measurements and a summary of the uncertainty estimated for the measurement and the contribution from its component parts (sampling and analysis) for the As measurement from the on-site technique (PXRF) and the off-site method (hydride-generation-AAS) in Case Study 1.

The bias of the on-site measurements estimated for As using the CRMs, was not statistically significant and does not therefore need to be included in the estimation of uncertainty. The nominal rotational bias of +12%, although not statistically significant, is still less than the MCERTS limit of 15%. No measurements on the CRMs were provided by the external lab, but the methods had previously been validated using CRMs, and check samples run during the analysis showed a bias of less than 10 %. Ideally the off-site laboratory would analyse the same CRMs used on-site (as in Case Study 2) and would provide the customer with unrounded and untruncated numbers for these, so the bias could be estimated, however this is rarely done routinely.

Estimating the bias using the sample materials, there is a significant relationship between the As measurements from on-site methods and those from the off-site lab measurements (p < 0.05) (Table 2) but neither of the coefficients show statistically significant bias between the two methods.

	
	On-site (PXRF)

vs.

Off-site
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	P
	1
	

	Intercept (Translational Bias)

(mg/kg)
	-4.73 ± 4.54
	

	Slope (mg/kg)
	1.12 ± 0.303
	

	Rotational Bias (%)
	11.7 ± 30.3
	


Table 2 Summary of the relationship between the on-site (PXRF) method and the off-site measurements of arsenic in Case Study 1.

Using uncertainty values in classification of soils for As in Case Study 1

Once the uncertainty of the measurements of contaminant concentration is known, it becomes possible to make a probabilistic classification of soil (Ramsey & Argyraki, 1997). In a traditional deterministic classification, the decision on the action required is based upon whether the concentration measurement is above some external action level threshold. A knowledge of the uncertainty on each measurement, enables the classification to be resolved into four classes, with 95% confidence. If the threshold is below the measured concentration minus the uncertainty, then the soil is classified as ‘definitely under the action level’. If threshold is above this level, but below the measured concentration, the soil is ‘possibly over the action level’. If the threshold is above the measured value, but below the measured value plus uncertainty it is ‘probably over the action level’ and if the threshold is above the measured value plus the uncertainty, then it is classified as ‘definitely over the action level’. 

For this first case study, the classifications are broadly similar when using either the off-site or the on-site measurements (Table 3). The slightly larger uncertainty of the on-site measurements, means that there is no possibility of having any location classified as definitely over the action limit. Again the major benefit of the on-site measurements is that they enable the classification of As at the site to be made much more rapidly, reducing the overall cost of the site investigation, and hence the development of the site.
	
	Off-site
	On-site (PXRF)

	Deterministic 
	Number of location under the action level
	13(65%)
	17(61%)

	
	Number of location over or equal to the action level
	7(35%)
	11(39%)

	Probabilistic 
	Number of location DEFINITELY UNDER the action level 
	10(50%)
	12(43%)

	
	Number of location POSSIBLY OVER the action level (i.e. Possible False negatives)
	3(15%)
	5(18%)

	
	Number of location PROBABLY OVER the action level (i.e. Possible False positives)
	7(35%)
	11(39%)

	
	Number of location DEFINITELY OVER the action level
	0(0%)
	0(0%)


Table 3. The number of locations, (and proportion of the site) in Case Study 1, over and under the As site action value (59 mg/kg) in a deterministic classification and the number of locations possibly, probably and definitely over the action level when the uncertainty is taken into account with a probabilistic classification.

Are the measurements fit-for-purpose in Case Study 1?

The OCLI method was used to judge the fitness for purpose of the As measurements for two different purposes, using the input data in Table 4. 

	 
	Off-site 
	On-site 
	Explanation

	Costs (£)

	Sampling (Lsamp)
	25
	Cost per sample of carrying out sampling.

	Analysis (Lanal)
	20
	15
	Cost per sample of carrying out tanalysis.

	Consequential (C)

	False positive
	1,360,000
	Potential cost per sample of a FP decision, i.e. cost of unnecessary remediation.

	False negative
	1,000,000
	The potential cost per sample of a FP decision, i.e. cost of litigation if the FN was found after development of site.

	Uncertainty (mg/kg)

	Sampling (ssamp)
	55.33
	96.81
	Estimated using Robust ANOVA on the measurements produced from the implementation of the balanced design.

	Analytical (sanal)
	1.48
	7.79
	

	Measurement (smeas)
	55.35
	97.13
	

	Threshold value (T) (mg/kg)
	59
	This is the site specific action level for As.

	Contaminant concentration (cm) (mg/kg)

	False positive
	326.97
	323.94
	Average of all sampling locations that could possibly be FPs i.e. those locations classified as “Probably over the action level”.

	False negative
	47.97
	35.34
	Average of all the sampling locations that could possibly be FNs i.e. those locations classified as “Possibly over the action level”.


Table 4.  Input data for OCLI on Arsenic at the former industrial landfill in Case Study 1
The purpose of reliably avoiding unnecessary remediation, by reducing the risk of false positive classification (FP), the on-site method is sub-optimal (i.e. not FFP) according to the finding of the OCLI (Table 5), because the actual uncertainty (97 mg/kg) is 64%  above the optimal (59 mg/kg). The expected cost (technically the ‘expectation of loss’) at the actual uncertainty is £4400 per location, but would be only £113 at the optimal. If this optimal uncertainty was achieved, it is predicted that there would therefore be a saving of £4300 per location, equating to over £85,000 for the whole site with 20 locations. However, the off-site procedure is judged to be already FFP, as the actual uncertainty (55 mg/kg) is very close to the optimal value (57 mg/kg). For the false negative classification with the on-site measurements, the actual uncertainty (97 mg/kg) is 12 times the optimal value (8 mg/kg), so even greater savings are possible. 

	
	
	Actual smeas (mg/kg)
	Optimal smeas (mg/kg)
	E(L) at actual smeas (£)
	Optimal E(L) 

(£)
	Saving per target 

(£)
	FFP?
	Potential saving for the whole site (£)

	On-site

PXRF
	FP
	97
	59
	4400
	113
	4300
	Not FFP
	85,000

	
	FN
	97
	7.8
	404,000
	7410
	396,000
	Not FFP
	7930,000

	Off-site

HG-AAS
	FP
	55
	57
	46
	44
	2
	FFP
	35

	
	FN
	55
	3.8
	421,000
	11400
	410,000
	Not FFP
	8190,000


Table 5 Output from OCLI method for both on-site and off-site measurements of As at former industrial landfill in Case Study 2, for the purposes of avoiding either false positive (FP) or false negative (FN) classification.
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Figure 2. Assessment of fitness-for-purpose of the on-site measurements of As for the avoidance of (a) false positive and (b) false negative classification of contamination, in Case Study 1. It shows that these measurements are not FFP, having a higher actual uncertainty than the optimal value by a factor of 1.6 for (a) and 12 for (b). This leads to an actual expectation of loss (X) higher than the minimum optimal value (O) by a factor of 39 for (a) and 54 for (b). 
Adjusting the measurement method to achieve fitness-for-purpose

It is possible to predict how this beneficial reduction in the uncertainty (expressed as change in standard deviation from s1 to s2) could be achieved by only increasing the mass and hence number of increments in the composite samples from n1 to n2 (Lyn et al, 2007). From the equations of Baule and Benedetti-Pichler (1928) and Gy (1954) the variance of sampling is inversely proportional to the mass, and hence the number of increments in a composite sample, if they are taken in a representative way, hence: 


[image: image10.wmf]2

2

1

1

2

s

s

n

n

÷

÷

ø

ö

ç

ç

è

æ

=



[image: image11.wmf]1

2

2

1

2

n

s

s

n

´

÷

÷

ø

ö

ç

ç

è

æ

=

 ………………………….(1)

Because the uncertainty budget is dominated by the sampling variance (99%) in the first case study, equation (1) can be used directly to estimate the number of composite measurements by the PXRF that would be required to achieve the optimal uncertainty value, taking the values for s1 and s2  for on-site false positive from Table 5.
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This calculation indicates that if a 3-fold composite PXRF sample-measurements were taken though the side of each bag and the mean As calculated (rather than the current single measurement), then the optimal measurement uncertainty and hence FFP (with its predicted savings) would be achieved. This use of a composite measurement would reduce the effect of the heterogeneity of the As to an acceptable level. Application of this equation has already been shown to reduce the uncertainty of off-site measurements in a predictable way (Ramsey et al, 1995), where 5-fold compositing reduced the observed sampling variance by a factor of 4 compared with theoretical prediction of 5. At this site, this calculation is directly equivalent to calculating the standard error on the mean value (SEM) of three As concentration measurements on each sample bag, which would also be given by s/√n. This would predict the same reduction in uncertainty on the mean value of the mean of a 3-fold composite measurements as 56 mg/kg (97/√3). 
For the second purpose of avoiding false-negative classification, neither the off-site nor the  on-site measurements are judged to be FFP, with uncertainty values over ten times higher than the optimal values in both cases. This predicts potential cost savings of around £400K per target, and £8m over the whole site, due to the high consequential cost (£1m per sample) and the high probability of this misclassification. 

Achieving such a saving would however be difficult in practice, as equation (1) indicates a need for the taking of impractically large 147-fold composite measurements on each sample bag with the PXRF
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However, this equation can also be used to calculate the intermediate saving that could be made using a more practical number of incremental measurements.

Case Study 2: TPH at former Gas Works site
At this site, surprisingly, it was the off-site method that produced a larger value of relative precision than the on-site method, in fact it was almost double that of the on-site (82.3 % and 41.8 %, Table 6). However, for both methods sampling was still the slightly more dominant component of the measurement variance (e.g. 55% for the lab-based method). The analytical precision value (at 95% confidence) for on-site measurements (28%) is just within the equivalent MCERTS limit (30%) but the lab measurement made off-site (54%) are well over this limit. It is likely that the lab used fine-grained homogeneous check samples to estimate the precision, and presumably keep within the MCERTS limit, rather than using the more heterogeneous real field materials used in this experiment.
The robust mean for the off-site measurements was 931.1 mg/kg of TPH compared to 2845.4 mg/kg measured on-site. Possible causes for, and implication of this 3-fold difference are discussed below.
	On-site 

	
	S1A1
	S1A2
	S2A1
	S2A2
	
	
	Mean
	2845
	mg/kg

	102
	449.6
	433.2
	336
	486.4
	
	
	stotal
	2252
	

	104
	2270
	4390
	1636
	2220
	
	Components of total variance
	sgeochem
	2172
	

	105
	6390
	5850
	5345
	5265
	
	
	ssamp
	439
	

	110
	2538
	2007.6
	1867.6
	2000
	
	
	sanal
	401
	

	112
	1763.2
	1885.5
	2038.5
	2048
	
	
	smeas
	594
	

	116
	1936
	2253
	2149
	1500
	
	U’ (95% confidence)
	Sampling
	30.8
	%

	117
	1675
	2245
	2114
	2213
	
	
	Analysis
	28.2
	

	119
	105100
	110750
	100500
	138100
	
	
	Measurement
	41.8
	

	Off-site 

	
	S1A1
	S1A2
	S2A1
	S2A2
	
	
	Mean
	931
	mg/kg

	102
	138.59
	119.78
	1362.26
	1175.96
	
	
	stotal
	753
	

	104
	651.97
	710.82
	835.803
	660.02
	
	Components of total variance
	sgeochem
	649
	

	105
	3134.77
	2219.12
	1946.35
	2185.1
	
	
	ssamp
	290
	

	110
	520.82
	513.82
	850.85
	404.72
	
	
	sanal
	251
	

	112
	633.27
	798
	500.59
	1096.71
	
	
	smeas
	383
	

	116
	400.47
	553.7
	440.33
	255.97
	
	U’ (95% confidence)
	Sampling
	62.3
	%

	117
	328.2
	456.51
	542.39
	629.91
	
	
	Analysis
	53.8
	

	119
	23017.17
	28574.09
	25735.35
	24487.8
	
	
	Measurement
	82.3
	


Table 6 Duplicate measurements and a summary of the uncertainty estimated for the measurements and the contribution from its component parts (sampling and analysis) for the TPH measurement from the on-site technique (SiteLAB) and the off-site lab method for Case Study 2.

The systematic component of the uncertainty was estimated initially as the bias on the measurements of TPH in the CRMS as a function of concentration using FREML, the results being summarised in Table 7.

	
	
	Translational Bias

(mg/kg)
	Rotational Bias

(%)

	TPH
	Off-site
	-169 ± 74.6*
	-28.2 ± 5.7*

	
	On-site
	-966 ± 198*
	-31 ± 21.5


Table 7 The translational and rotational bias associated with then analytical methods in Case Study 2  for the analysis of TPH on-site and off-site using CRMs (i.e. not samples from the site). *the bias estimate is statistically significant at 95% confidence.

The off-site method showed both a significant negative rotational (i.e. proportional) and translational (i.e. constant) bias, whereas the on-site method showed only a significant negative translational bias. This rotational bias of around -30% in both methods estimated using CRMs is quite a large, and around twice the limit required by MCERTS (15%). The possible causes for this bias are discussed below. 
The alternative approach to estimating bias compared measurements on individual real samples (not CRMs). FREML (in Table 8) shows that there is a significant relationship between the off-site and on-site measurements (P > 0.05) and there is a significant rotational bias of 363 %. This is much greater than the 30% found with CRMs, but quite similar to the 3-fold bias found between the mean values on samples (Table 6). This large difference could be due to one or more of five possible causes: (i) the loss of volatile organics during the storage and transportation to the off-site lab and/or during the sample preparation in the lab, (ii) selective sub-sampling of the bulk sample within the lab, or (iii) differences in the solvents used in the extraction step in the two different analytical methods (methanol on-site, and n-pentane off-site, discussed above), (iv) differences in the definition of the TPH  used between the two analytical methods (i.e. aromatic corrected to include aliphatic for on-site, or total TPH including both aromatics and aliphatic compounds for off-site), and (v) differences in the definition of the TPH  used between both methods and that used in the certification of the reference material.  For cause (v), the 3 CRMs were certified for C6-C35 using and infrared detection method (EPA 418.1) rather than by the UVF or GC-FID used by the on-site and off-site methods. Furthermore two of the CRMs (350 and 356) had diesel as the source of the TPH, whereas the other (CRM360) had lubricating oil as the source. It is not unexpected therefore that there is some bias (i.e. -30%) between both methods and the certified values of the CRMs, and also bias between the samples analysed between the two methods (i.e. 363%). It is not possible to identify which of the five potential causes, or which combination, are responsible, but it is possible to identify these issues that limit the ability of users of TPH measurements (on-site or off-site) to estimate the uncertainty of the quoted measurement values.
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	P
	0.997
	

	Intercept (Translational Bias)

(mg/kg)
	-475 ± 726
	

	Slope (mg/kg)
	4.63 ± 1.17
	

	Rotational Bias (%)
	363± 117*
	


Table 8 Summary of the relationship, and therefore bias, between the on-site method and the off-site measurements of TPH on samples (not CRMs) in Case Study 2.

Using uncertainty values to improve the classification of soil for TPH 
As described above for Case Study 1, once the uncertainty values are known, it becomes possible to make a probabilistic classification of TPH in the soil. For this second case study, just the random component of the uncertainty was used initially. The classifications are broadly similar when using either the off-site or the on-site measurements (Table 9). The higher concentrations of TPH measured on-site, means that there are 3 more locations reading over the action level than using the off-site measurements, leading to a more protective approach. If it were decided to ‘correct’ the on-site measurements to the off-site ones (e.g. using the model equation in Table 3) then the numbers of locations in each category would be more similar. The lower uncertainty of the on-site measurements, would mean that there was a lower risk of false positive and negative classifications. The key issue is that the on-site measurements would enable the classification of the soil wastes to happen much more rapidly, reducing the overall cost of the remediation.
	
	Off-site
	On-site

	Deterministic 
	Number of location under the action level
	12(92%)
	9(69%)

	
	Number of location over or equal to action level
	1(8%)
	4(31%)

	

	Probabilistic 
	Number of location DEFINITELY UNDER action level
	12(92%)
	9(69%)

	
	Number of location POSSIBLY OVER action level (i.e. Possible False negatives)
	0(0%)
	0(0%)

	
	Number of location PROBABLY OVER action level (i.e. Possible False positives)
	1(8%)
	2(15%)

	
	Number of location DEFINITELY OVER action level
	0(0%)
	2(15%)


Table 9. Table summarising the number of locations over and under the TPH site action value (5000 mg/kg) in both a deterministic classification and the number of locations possibly, probably and definitely over the action level when the uncertainty is taken into account in a probabilistic classification.
Are the measurements in Case Study 2 fit-for-purpose?
The OCLI method was applied to Case Study 2 for TPH using the input data (Table 10). 
	
	On-site
	Off-site
	Explanation

	Costs (£)

	Sampling (Lsamp)
	30.77
	The cost per sample of carrying out the sampling.

	Analysis (Lanal)
	126.15
	135.00
	The cost per sample of carrying out the analysis.

	

	False positive
	40,000
	The potential cost per sample of a FP decision, in this case the cost of unnecessary remediation.

	False negative
	60,000
	The potential cost per sample of a FP decision, in this case the delay costs to the remediation if the FN was found during development of the site.

	Uncertainty (mg/kg)

	Sampling (ssamp)
	438.6
	290.0
	Estimated using Robust ANOVA on the measurements produced from the implementation of the balanced design.

	Analytical (sanal)
	400.7
	250.6
	

	Measurement (smeas)
	594.1
	383.3
	

	Threshold value (T) (mg/kg)
	5000
	This is the Dutch intervention value (VROM, 2009).

	Contaminant concentration (cm) (mg/kg)

	False positive
	6461
	25454
	This is the average of all the sampling locations that could possibly be FPs i.e. those locations classified as “Probably over the action level”. 

	False negative
	2217
	1324
	There were no “Possibly over the action level” so Tlow was estimated.


Table 10. Input data for OCLI on TPH at the former Gas Works in Case Study 2
For the on-site measurements for the false-positive case (i.e. avoiding the possibility of unnecessary remediation, Fig 3), the actual level of uncertainty (594 mg/kg) is 24% above the optimal value (481 mg/kg)(Table 11). 
	
	
	Actual smeas (mg/kg)
	Optimal smeas (mg/kg)
	E(L) at actual smeas (£)
	Optimal E(L) 

(£)
	Saving per target 

(£)
	FFP?
	Potential saving for the whole site (£)

	On-site
	FP
	594
	481
	435
	287
	148
	Not FFP
	4600

	
	FN
	594
	792
	157
	102
	55.5
	Not FFP
	1720

	Off-site
	FP
	383
	4503
	166
	1.3
	164
	Not FFP
	5100

	
	FN
	383
	952
	166
	30.3
	136
	Not FFP
	4200


Table 11. Output from OCLI method for on-site and off-site TPH measurements for false positive (FP) and false negative (FN) classifications in Case Study 1.
This substantial difference indicates that the current sampling and analytical procedures are not fit for purpose for this case. More specifically it indicates that the expected cost at the current level of uncertainty for the on-site measurements (£435 per location) could be reduced by 66% (to £287 per location) by reducing the uncertainty to the optimal value. This would be predicted to a produce a saving of over £4600 for the whole site (of 31 targets). 
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Figure 3. Assessment of fitness-for-purpose of the on-site measurements of THP for the avoidance of false positive classification of contamination, in Case Study 2. It shows that these measurements are not FFP, having 24% (594/481) higher actual uncertainty (X) than the optimal value (O), and therefore have a 52% (435/287) higher expectation of loss than the minimum value. 
Adjusting the measurement method to achieve fitness-for-purpose in Case Study 2
As described for the first case study, it is possible to predict how this reduction in the uncertainty could be achieved by only increasing the mass and hence number of increments in the composite samples, using equation 1. 
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However in this second case study, the sampling variance for the on-site analysis was on just 439 mg/kg (Table 6), which accounted for only 55% of the measurement variance (not 99% in case study 1).  If all of the uncertainty reduction is made by improving the sampling (and sanal remains at 401 mg/kg) then the ssamp must be reduced in a way described using the equation (Eurachem, 2007)
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Using equation (2) we can calculate the s’samp that is required to reduce the overall smeas to the optimum level of 481 mg/kg
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Equation (1) can now be used to predict how many increments would be required to achieve this reduction in ssamp.
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 These calculation suggest that if instead of only using 5 increments for each stockpile, this was increased to 14, then this would yield the required reduction in the overall measurement uncertainty, and hence the expected cost saving. If the analytical uncertainty was also reduced, then it would need a smaller increase in the number of increments. 
For the false-negative case (i.e. avoiding the cost of delays caused by the later discovery of missed contamination) the actual uncertainty is already 25% lower than the optimal value (792 mg/kg, Table 6). This suggests that the sampling and analysis are more than fit for this purpose, and the number of increments could even be reduced, if this were the only purpose. In the real world however, both of these purposes are usually important, so the increased number of increments for the false-positive case (i.e. the worst case) would achieve both purposes.
For the off-site measurement procedure the actual uncertainty (383 mg/kg), is already lower than the optimal value for both cases (Table 11), suggesting no action needed to reduce the uncertainty. 
Role of bias from chemical analysis and sampling

The further contribution to the measurement uncertainty not yet included from these calculations is that from the bias in the chemical analysis and that from bias in the sampling procedure. There are two main options for doing this. The bias estimated using the CRMs can be added to the estimate of U using the sum of squares, together with the extra uncertainty caused by applying the bias correction (Eurachem, 2007, p43). Alternatively the estimated bias can be used to correct the concentration values made on-site (EA 2009), using a model equation in this case (e.g. FREML  coefficients in Table 8) and again adding the extra uncertainty caused by the correction. A similar approach can be applied to the bias that is estimated between the on-site and off-site measurements, by assuming that the off-site measurements represent the true value in the definition of bias. 

The use of the off-site measurements to represent the ‘true value’ of the analyte concentration can be questioned however. If the difference between the on-site and the off-site measurements is due to loss of the analyte during sample prep for example (Lyn et al., 2003) then it is possible that the on-site measurement is closer to the true value than the of-site measurement. In an ideal world the off-site lab sample preparation procedure should be modified to prevent the loss of analyte (e.g. by freeze drying the sample prior to grinding). However, currently labs are not made aware of such problems because proficiency test (PT) schemes don’t include the sample preparation step. If such losses were made evident by PT results, then the lab could be required to make such modifications (e.g. to retain their accreditation). Until this happens, there is an argument that more reliable site classification will result from the use of uncorrected on-site measurements, rather than traditional off-site lab measurements for such volatile and heterogeneous analytes as TPH.  Another approach to overcoming this problem would be to extend the current proficiency testing of labs to include the steps of sample preparation, and even include primary sampling (Ramsey et al, 2011), in order to get more realistic values of the uncertainty for lab-based measurements. 

The additional inclusion of bias from field sampling into estimates of measurement uncertainty is also desirable. The inclusion of between-sampler bias has recently been demonstrated using sampling proficiency test results (Ramsey et al., 2011). Such improved estimates could in principle be also applied to on-site measurements and used within the OCLI method to make improved judgements on fitness-for-purpose and predictions of expectation of loss. 

Conclusions

It has been demonstrated here that the established methods for assessing uncertainty of lab-based measurements (caused by both sampling and chemical analysis) can also be applied to estimate the uncertainty of on-site measurements. This is the first time that this has been demonstrated for measuring organic contaminants using an on-site test kit (UVF). 
These uncertainty values can then be utilized in two ways. The first way is to enable probabilistic classification of contaminated soils, which allows for this uncertainty in the comparison of measurements against a regulatory threshold value. This has been exemplified by applying probabilistic classification to two case studies with both on-site and off-site measurements, one study with an inorganic (As) for in situ soils, and a second with an organic contaminant (TPH) in waste stockpiles, where it proved to be equally applicable.
The second way that uncertainty values can be used is to assess whether, and to what extent, the on-site measurements are fit for purpose. Fitness for two different purposes have been considered, which are avoiding false-positive, and false-negative classifications of contamination, using the OCLI method. This has been demonstrated by applying the OCLI method to the two case studies with the on-site measurements. For the on-site measurements of As in in situ soils using PRXF, achieving fitness for the purpose of avoiding false-positive classification, was shown to be best achieved by taking the average of 3-fold composite measurements through each sample bag. For the on-site measurement of TPH in stockpiles of contaminated soil, it has been shown that increasing the number of increments taken on each stockpile of soil from 5 to 14 would achieve fitness for purpose for avoiding false positive classification of the contamination. This approach reduces the sampling uncertainty which limits the overall measurement uncertainty. This is the most cost-effective way of reducing the overall uncertainty not only because of the dominant role of the sampling in the uncertainty budget, but also because the sampling cost is less than a quarter of the analytical cost (Table 10). 
On-site measurement techniques are often considered to produce measurements that are ‘inferior’ to those produced in the laboratory. These results demonstrate that on-site-measurements, although often having higher uncertainty, can be just as FFP as off-site measurements made in a lab, but potential can be more cost–effective. The new ability to calculate the numbers of increments (required for a composite samples or measurements) to achieve fitness–for-purpose is one clear advantage of this approach. 
One unexpected cause of uncertainty identified in one case study, came from the definition of the true value (or measurand) being estimated in the investigation of contaminant that are empirically defined, such as TPH.  Potential ways to improve the procedure for assessing FFP in such cases have been suggested that include better consideration of the contributions to uncertainty from systematic errors arising from both the sampling and the chemical analysis. A fundamental problem in validating on-site measurements against off-site lab measurements is the potentially large values of uncertainty in the latter, which were found in these cases to be larger than those quoted by the lab. One way forward would be to extend the current proficiency testing of labs to include the steps of sample preparation, and even primary sampling, in order to reduce this uncertainty, or at least to make its real value explicit.
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