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Summary

Face adaptation techniques have been used extensively to investigate how faces
are processed. It has even been suggested that face adaptation is functional in calibrating
the visual system to the diet of faces to which an observer is exposed. Yet most
adaptation studies to date have used unfamiliar faces: few have used faces with real
world familiarity. Familiar faces have more abstractive representations than unfamiliar
faces. The experiments in this thesis therefore examined face adaptation for familiar
faces.

Chapters 2 and 3 explored the role of explicit recognition of familiar faces in
producing face identity after-effects (FIAES). Chapter 2 used composite faces (the top
half of a celebrity's face paired with the bottom half of an unfamiliar face) as adaptors
and showed that only recognised composites produced significant adaptation. In
Chapter 3 the adaptors were cryptic faces (unfamiliar faces subtly transformed towards
a celebrity's face) and faces of celebrity's siblings. Unrecognised cryptic and sibling
faces produced FIAEs for their related celebrity, but only when adapting and testing on
the same viewpoint. Adaptation only transferred across viewpoint when a face was
explicitly recognised. Chapter 4 demonstrated that face adaptation could occur for
ecologically valid, personally familiar stimuli, a necessary pre-requisite if adaptation is
functional in calibrating face processing mechanisms. A video of a lecturer's face
produced FIAEs equivalent to that produced by static images. Chapters 5 and 6 used a

different type of after-effect, the face distortion after-effect (FDAE), to explore the



stability of our representations for personally familiar faces, and showed that even
representations of highly familiar faces can be affected by exposure to distorted faces.
The work presented here shows that it is important to take facial familiarity into account
when investigating face adaptation effects, as well as increasing our understanding of

how familiarity affects the representations of faces.
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CHAPTER 1:
THE EFFECT OF FAMILIARITY ON FACE ADAPTATION - OVERVIEW

1.1. Introductory Remarks

1.1.1. Why is it Important to Study the Processing of Identity?

All faces share the same basic structure: they all have two eyes above a nose,
above a mouth (first-order configuration). Yet despite this similarity we can get a lot of
information from faces, such as sex, age, attractiveness, emotion, race, identity etc. This
thesis is concerned with the processing of identity. Being able to recognise an identity is
an important part of our social interactions. Infants can recognise their mother rapidly
after birth: infants prefer to look at their mother's face rather than the face of a stranger
within hours of being born (Bushnell, 2001). Our memory for familiar faces can last for
decades: we are able to recognise the faces of classmates up to 35 years later (Bahrick,
Bahrick & Wittlinger, 1975). Yet a failure to recognise an identity can have important
personal and social implications. An example comes from the face processing disorder
prosopagnosia, in which an individual has a severe and apparently relatively selective
deficit in recognising familiar faces (Damasio, 1985). This deficit has been found to
have psychosocial consequences such as anxiety, avoidance of social situations and a
loss in self-confidence (Yardley, McDermott, Pisarski, Duchaine & Nakayama, 2008).
At a more applied level, false recognition (misidentification) of individuals has resulted
in the imprisonment of innocent people. Calvin Willis was imprisoned for 22 years for a
crime that he did not commit, because he was falsely recognised (see The Innocence
Project, n.d.). These examples demonstrate that failure to be able to recognise a person

can have a devastating effect on both the individual concerned, and on society.



A central issue in the processing (and recognition) of identity is the difference
between familiar and unfamiliar faces. Humans are considered to be "experts" at
processing faces (e.g. Carey, 1992). However, it is becoming clear that the processing of
familiar and unfamiliar faces is qualitatively different (see Johnston & Edmonds, 2009;
Natu & O'Toole, 2011; Jenkins & Burton, 2011 for reviews). A striking demonstration
of this comes from matching tasks: participants are shown multiple images of a face and
they need to decide whether these faces are of the same person, or of different people
(see Figure 1.1). This seemingly simple task is very difficult when the images are of
unfamiliar identities, but it is easy when they are familiar (Burton, Wilson, Cowan &
Bruce, 1999; Bruce, Henderson, Newman & Burton, 2001; Megreya & Burton, 2006;
Jenkins, White, Van Montford & Burton, 2011). Familiar faces have representations
which are not dependent on things like lighting, pose and image quality (Burton,
Jenkins & Schweinberger, 2011), whereas unfamiliar face processing is more dependent

on such image properties (Hancock, Bruce & Burton, 2000).



Image removed for copyright reasons.

Figure 1.1. Images taken from the Glasgow Unfamiliar Faces Database. a) contains two
images of the same person b) contains two images of different people. (Reproduced

from Jenkins and Burton, 2011).

1.1.2. An Introduction to Adaptation.

Adaptation has been termed "a Psychologist's microelectrode™ (Frisby, 1980). It
is extremely useful for exploring the neural mechanisms that underpin our perception of
the world. Adaptation occurs when our perceptual system alters in response to a given
input: it can occur within seconds or minutes and it can result in after-effects (Clifford
& Rhodes, 2005). A famous example is the waterfall illusion. This occurs after
prolonged exposure to a constantly moving stimulus (e.g. a waterfall). When the
movement stops, a static stimulus (e.g. a branch) appears to be moving in the opposite

direction for a short time. This is known as a motion after-effect. Wade and Verstraten



(2005) suggest that there are three ways that adaptation can be defined: perception,
procedure and process. Perception is the change in experience that occurs because of
exposure. In the case of procedure, adaptation refers to the "adapting stimulus™. This is
the stimulus, and the amount of time it is shown for, that leads to a change in perception.
The adaptation procedure is usually: pre-test, adaptation and post-test. For the definition
of process, they suggest that adaptation is the inferred or measured physiological change
that takes place. Wade and Verstraten state that in psychology the process is mostly

inferred rather than measured.

There has been lots of research investigating adaptation in response to visual
inputs such as contrast (e.g. Greenlee & Heitger, 1988) or motion (e.g. Mather, Pavan,
Campana & Casco, 2008; also see Webster, 2011 for a review). These effects are not
simply retinotopic: they can reflect cortical mechanisms too (see Ibbotson, 2005 for a
review of contrast and motion adaptation). It has been suggested that some types of
adaptation can be functional. For example adaptation to a constant speed can result in a
decrease in perceived speed. However, as our perception of speed decreases, our ability
to detect changes in speed increases proportionately (Clifford & Langley, 1996; Clifford

& Wenderoth, 1999).

Adaptation has a long history of research, for example the motion after-effect
was first reported scientifically early in the nineteenth century (see Wade & Vernstraten,
2005 for a brief history of the motion after-effect). It is only much more recently (in the
last 15 years or so) that adaptation has been used to investigate how faces are processed.
It has been used to investigate different aspects of face processing, such as relatively
stable facial categories such as gender and race, or things that vary within an individual
like expression (Webster, Kaping, Mizokami & Duhamel, 2004), viewpoint (Jeffery,

Rhodes & Busey 2006; Jiang, Blanz & O’Toole, 2006, 2007; Fang, ljichi & He, 2007,



Daar & Wilson, 2012) and eye gaze (Jenkins, Beaver & Calder, 2006; see Table 1.1). In
the case of gender, prolonged exposure to a female face can make an ambiguous face
appear to look more male, and vice versa (Webster et al, 2004; Little, De Bruine &
Jones, 2005; Afraz & Cavanagh, 2009; Zhao, Series, Bednar & Hancock, 2011; Storrs
& Arnold, 2012). Gender adaptation can also occur as a result of exposure to male or
female voices (Schweinberger et al, 2008), headless bodies (Ghuman, McDaniel &
Martin, 2010) and even biological motion (Jordan, Fallah & Stoner, 2006; Troje, Sadr,
Geyer & Nakayama, 2006). These effects might tell us about how the diet of faces
which we encounter in everyday life update how faces are perceived and represented.
This thesis will consider two types of adaptation after-effect: the face distortion after-
effect (FDAE) and the face identity after-effect (FIAE). Table 1.1 provides a brief
overview of the facial dimensions that have been investigated in adaptation experiments.

The FIAE and FDAE will be explained in detail in subsequent sections of this overview.



Table 1.1

Classifications of Adaptation

Name

Techniques

FIAE*

FDAE

Race/Gender/Age/ Emotion

Viewpoint/ Eye Gaze

1. Morph Continuum: exposure to an identity results in
ambiguous morphs resembling a different,
unadapted identity. **

2. Anti-Faces (faces that are computationally opposite
to a target face within a face space framework):
exposure to an anti-face results in an average face
resembling the target.

1. Pinched Distortion (faces where the internal features
are expanded or contracted): exposure to a pinched
face results in a normal face looking expanded. **

2. Configural Distortion: exposure to a face with
increased eye height can make a normal face appear
to have lower eyes.

Exposure to a female face results in gender-ambiguous
faces appearing to look more masculine (similarly for
happy/sad, Asian/Caucasian etc.)

Exposure to eye gaze/viewpoint oriented in one
direction (e.g. to the left) can result in eye
gaze/viewpoint oriented in that direction (to a lesser
extent than the adaptor) appear to be directed towards
the viewer.

* The FIAE is measured in a similar way to race/gender/age/emotion, however, the
FIAE is mentioned separately in this table as the focus of this thesis is on identity

processing.

* *This method of adaptation was used experimentally in this thesis.

Note. Classifications of the types of after-effects used in face adaptation experiments

and how they are referred to in this thesis. This list is not exhaustive of all the

perceptual effects of face adaptation (e.g. exposure to distortions can also affect

attractiveness judgements). Its purpose is to provide a general introduction to aid the

reader’s understanding of this overview.



At the time of starting this thesis, most work on face adaptation had been
concerned with faces that were unfamiliar or familiarised to participants within the
course of the experiment. Only a few studies had used adaptation to investigate familiar
face processing. This seemed surprising, considering the differences between familiar
and unfamiliar face processing. The central aim of this thesis was, therefore, to
investigate our underlying representations for familiar faces using FDAEs and FIAES as
a tool. Papers 1 and 2 examined the role of explicit recognition of familiar faces with
FIAEs. This was in order to find out whether recognition is required for adaptation to
occur and to give us an insight into the neural mechanisms that might underlie familiar
face processing. Paper 3 looked at what type of stimuli are sufficient to access
representations for familiar individuals. In particular, it investigated whether moving
faces produce after-effects equivalent to those produce by static images. This was to
find out whether adaptation could occur with more ecologically valid stimuli. Most
studies have used static images as adaptors, but when we see faces in the real world they
are moving. Finally papers 4 and 5 used FDAES in order to investigate how flexible our
representations are for personally familiar faces. This was done by using distorted

images of highly familiar faces (e.g. one’s own face) as adaptors.

This overview will outline the adaptation literature to date that investigates the
processing of identity, including how models of face processing have been used to
explain findings from adaptation studies. It will also review what we know about

familiar face processing, as indicated by other experimental paradigms.



1.2. Face adaptation

1.2.1. An Introduction to the Adaptation Techniques used in this Thesis

1.2.1.1. The face distortion after-effect (FDAE)

One of the first demonstrations of adaptation to faces was by Webster and
MacLin (1999). They were able to induce face distortion after-effects (FDAES) for faces
(also referred to as figural after-effects). They did this by exposing participants to faces
that were either expanded or contracted, relative to a midpoint on the nose (see Figure
1.2). These faces were distorted in terms of both their features (eyes, nose and mouth)
and configuration (the distance between the facial features). The result of prolonged
exposure to them was that undistorted faces appeared distorted in the opposite direction.
For example, a face that had initially been rated as being normal prior to adaptation,
looked contracted after prolonged exposure to an expanded face. FDAES have also been
demonstrated where the distortion applied to the adapting face just has a configural, but
no featural, component. Robbins, McKone and Edwards (2007) demonstrated that
adaptation could occur for faces with increased eye height. Looking at a face with the
eyes moved up by 20 pixels made a normal face appear to have eyes lower than what
was considered normal pre-adaptation. These findings suggest that exposure to certain

types of facial characteristics can influence our perception of faces.



Image removed for copyright reasons.

Figure 1.2. An example of the stimuli used by Webster and MacLin (1999) — taken

from Webster and MacLeod (2011).
1.2.1.2. The face identity after-effect (FIAE)

Leopold, O'Toole, Vetter and Blanz (2001) found that adaptation to a particular
identity could bias perception of subsequently viewed faces. They used computer-
generated face pairs, each of which consisted of an individual face and its corresponding
"anti-face" (see Figure 1.3). The anti-face was computationally opposite to the original
face in its appearance. For example if Henry had wide lips, then anti-Henry would have
narrow lips. The anti-face was generated by mapping three dimensional and reflectance
information between the target and an average face (consisting of 200 faces). Prolonged
exposure to anti-Henry would result in the average face resembling Henry, but not other
identities (Jim or Adam would not look more like Henry, after adaptation to anti-Henry).
These findings have been interpreted as evidence for faces being processed within a

multidimensional face-space (MDFS). It is suggested that within this MDFS all faces
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are stored around an internal "norm" (or average/prototype). Adaptation to an identity
biases the norm away from that identity along the trajectory specific to that face, i.e.

towards the anti-face (there will be more description of MDFS in section 1.2.3.).

Image removed for copyright reasons.

Figure 1.3. an example of the stimuli used by Leopold et al (2001) — taken from

Webster and MacLeod (2011).
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An alternative way that FIAES have been measured is by using a morph
continuum between two identities (e.g. Benton, Jennings & Chatting, 2006; see Figure
1.4). Exposure to one of the identities results in the morphs being more likely to be
judged to resemble the second identity. Benton et al (2006) labelled their unfamiliar
identities Barbara and Isabelle. Adaptation to Barbara resulted in more of the morphs

being judged to look like Isabelle and vice versa.

Image removed for copyright reasons.

Figure 1.4. the morph continuum between two identities used by Benton et al (2006).

In the literature both methods have been referred to as identity adaptation.
However, the Leopold et al (2001) stimuli are located directly opposite each other in
regards to the norm face, whereas the faces used by Benton et al (2006) do not
necessarily need to have these locations. Hills, Elward and Lewis (2008) suggest that it
is possible that the latter type of FIAE may be operating via a different mechanism (this
will be described along with MDFS in section 1.2.3.). The FIAE paradigm that was
used in this thesis was similar to the Benton et al (2006) method. This method of
adaptation suggests that exposure to a face can alter how we discriminate that face from

others.
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1.2.1.3. Do the FDAE and the FIAE tap into the same face processing

mechanisms?

Webster and MacLeod (2011) argue that the mechanisms that underlie the
FDAE and FIAE are probably the same. This is because what participants are adapting
to is a configural deviation from either the average face (in the FIAE) or an undistorted
face (FDAE). In both the FDAE and the FIAE, prolonged exposure to the average face
(or an undistorted face) does not produce after-effects (Webster & MacL.in, 1999;
Leopold et al, 2001). Also, both the FIAE and the FDAE show a similar pattern of
build-up and decay of adaptation for unfamiliar faces (Rhodes, Jeffery, Clifford &

Leopold, 2007).

Other evidence suggests that FIAEs and FDAEs may be tapping into different
processes. People with Prosopagnosia can have normal FDAESs but abnormal FIAES,
indicating a dissociation between the two (Palermo, Rivolta, Wilson & Jeffery, 2011).
Storrs and Arnold (2012) have found that adaptation to gender and FDAEs differ
qualitatively as they showed different patterns of response shifts. In the FDAE the
appearance of the adaptor changed after adaptation: the distorted adapting face was
judged to look more neutral (as opposed to looking pinched or expanded). This was not
the case after adaptation to facial gender, e.g. a female adapting face was not judged to
look more gender neutral after adaptation. This suggests that adaptation to different
facial dimensions may operate via different mechanisms. Yet at present no such

comparison has been made for FDAEs and FIAEs.

There also seem to be differences in transfer effects for the FIAE and FDAE (by
transfer effects we mean adaptation transferring to another identity, i.e. someone other

than the adaptor). The FIAE is identity specific: exposure to a particular familiar
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identity selectively adapts that identity, but not another, unadapted, familiar identity?
(Hole, 2011). Yet, significant FDAESs have been observed when adapting and test faces
are of different familiar identities (e.g. Carbon et al, 2007). It has, however, been
suggested that some of the FDAE has identity specific elements too (Carbon & Ditye,
2010). Carbon et al (2007) found that they could produce FDAES that were contingent
on a particular identity which supports the idea of FDAEs selectively updating the
representation of a specific individual. They were able to simultaneously adapt
participants to an expanded distortion applied to one identity at the same time as a
contracted distortion in another identity. If the after-effects were not selective for each
identity then they should cancel each other out (also see Yamashita, Hardy, DeValois &

Webster, 2005).

One reason why FDAEs may show transfer across identities is because the
FDAE can arise from shape generic mechanisms, which are not face specific. They can
transfer from a human face, to a clock face (Dennett, Edwards & McKone, 2012). They
can also arise from second order configurations (distances between features) which do
not belong to faces: for example, they can be induced by a T shaped adaptor (Suslio,
McKone & Edwards, 2010) or by just three dots arranged in the position of the eyes and
a mouth (Vakli, Nemeth, Zimmer, Schweinberger & Kovacs, 2012). This suggests that
the overall observed FDAE is mediated by both shape and configural processing.
Tillman and Webster (2012) suggest that the FDAE is more dependent on facial
configurations than the FIAE. They found that FDAEs are the same size when adapting
and testing on either the same identity, or a test face of a different gender. However,

when the test face had a different expression to the adaptor, the after-effect was smaller.

2 However, it should be noted that FIAEs have been found to transfer to other related
identities (e.g. Hills Elward & Lewis, 2010). For example adapting to Eric Morecambe
produces after effects when testing on Ernie Wise.
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In contrast, FIAES are equivalent when the adapting and test face have the same or
different expression (Fox, Oruc & Barton, 2008). Fox et al. also used contrast thresholds
for discriminating faces to find out whether pairs of faces of the different identities were
easier to discriminate than pictures of a single identity with different expressions. This
revealed that the expression-independent FIAE was not due to perceptual similarity: two
different people with the same expression were just as easy to discriminate as two
pictures of the same person with different expressions. Taken together, the findings
from Tillman and Webster and Fox et al. seem to suggest some dissociation between the
processes involved in the FDAE and the FIAE: the FDAE might be more dependent on

facial configurations than the FIAE.

1.2.2. Face or Low Level Adaptation?

Faces are processed by a distributed network (Haxby, Hoffman & Gobbini, 2000)
and face adaptation may be occurring at multiple sites and at different levels of
processing. Something which has been extensively researched is whether adaptation is
occurring at the level of face processing mechanisms or whether it is the result of low
level picture adaptation. There is evidence to suggest that face adaptation is not a purely
higher-level, face specific phenomenon. Dickinson, Mighall, Almeida, Bell and
Badcock (2012) showed that rapidly acquired face adaptation can be retinotopic and can
occur as a result of tilt after-effects. They found that after-effects only occurred when
the adaptor and test face were retinotopically aligned and that gratings can influence the
perception of facial emotion (also see Dickinson, Almeida, Bell & Badcock, 2010).
Also, colour and shape can contribute to FIAES. Song, Shinomori and Zhang (2010)

produced two morph series between faces that either varied in terms of colour or shape
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(facial contour) alone. Adapting to a colour chip or to a silhouette both produced
significant after-effects. However, it is important to note that the FIAE was significantly
smaller than when the adaptor was a face. This suggests that lower level properties like
colour or facial contour cannot explain all of the FIAE.

Other research has shown that face adaptation is not the result of purely low-
level picture adaptation. FIAES have been found to transfer between faces with different
orientations and sizes (e.g. Leopold et al, 2001). After-effects are present when
orientation is incongruent, for example when adapting to an inverted face and testing on
an upright face (e.g. Webster & MacL.in, 1999; Robbins et al, 2007; Hills & Lewis,
2012; but also see Guo, Oru¢ & Barton, 2009). Rhodes, Jeffery, Watson Clifford and
Nakayama (2003) found significant FDAEs when adapting and testing on faces at
different orientations (-45° vs. +45°), suggesting that these effects are not retinotopic.
Watson and Clifford (2003) used a similar orientation technique (-45° vs. +45°) except
the distortion was either based on image properties or facial properties. In one condition
their adapting face had a distortion along a horizontal axis, and was presented at
-45° and their test stimuli either had a distortion along a horizontal (same as the adaptor)
or vertical (opposite to the adaptor) axis which was presented at 45°. If the FDAE was
due to image properties then the after-effect would be observed for a test face with the
vertical distortion, as it would be along the same axis as the adapting distortion (i.e. the
axis of distortion would be the same). If, on the other hand, the FDAE was selective for
facial properties then the after-effect would change orientation with the test face (i.e. the
test face with the distortion along the horizontal axis would be affected). In practice
they found that the latter was true: the FDAE changed orientation with the test face,

suggesting face-specific adaptation. This was an extremely compelling demonstration of
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FDAEs altering our perception of facial structure, rather than it affecting image based

properties.

FDAEs and FIAEs have also been found to transfer between adapting and test
images of different sizes (Zhao & Chubb, 2001; Anderson & Wilson, 2005; Leopold et
al, 2001). Zhao and Chubb (2001) tested participants on faces that were either much
smaller, or much bigger than the adapting face (e.g. either half or quarter of the size of
the adapting face). The FDAE was biggest when the adapting and test faces were the
same size, which may implicate the involvement of some lower-level mechanisms.
However, there were still significant FDAESs even when the adapting and test face
differed in size the most. This suggests that not all of the FDAE can be explained by

retinotopic adaptation.

Leopold et al (2001) found that the FIAE was position invariant, as it transferred
between adaptors and test stimuli separated by 6° of visual angle. However, their
adapting and test stimuli did overlap spatially due to the size of the test stimuli,
something which has been taken into account by subsequent investigations. Some of the
FIAE is retinotopic, as the FIAE decreases when the adapting and test stimuli are not in
the same location (Afraz & Cavangah, 2009). Kovacs, Zimmer, Harza, Antal and
Vidyanszky (2005) found that adaptation to facial gender has both position specific and
position invariant components. The size of the effect was bigger when the adaptor and
test were presented in the same hemifield than in opposite hemifields, yet significant
adaptation still occurred for the latter condition (also see Kovacs, Zimmer, Harza &
Vidyanszky, 2007; Kovacs et al, 2006). The magnitude of the FIAE depends on the
physical distance between the adapting and test stimuli, rather than which hemisphere

they are presented to (Afraz & Cavanagh, 2009). Zimmer and Kovacs (2011) suggest



17

that these findings point to higher level adaptation of neurones with large receptive

fields.

It has been suggested that the neuroanatomical basis for position-specific
adaptation is the occipital face area (OFA), whereas position-invariant adaptation has
been found in the fusiform face area (FFA) (Kovacs, Cziraki, Vidnyanszky,
Schweinberger, Greenlee, 2008). Kovécs et al. only found gender adaptation (indicated
by a reduction in fMRI signal) in the OFA when the adapting and test stimuli were
presented in the same hemifield. However, the FFA showed adaptation effects when the
adapting and test stimuli were presented in the same or different hemifields. The OFA
and FFA are both known to be involved in the processing of faces (Haxby et al, 2000).
Using a FIAE paradigm, Furl, van Rijsbergen, Treves and Dolan (2007) also found that
activity was reduced in these areas (see also Rotshtein, Henson, Treves, Driver & Dolan,
2005). However, the change in categorical perception (the identity boundary) which
arose as a result of the FIAE, related to a heightened response in anterior medial
temporal structures, including perirhinal cortex and anterior hippocampus. Other
research suggesting that late visual areas are involved in high-level FIAEs used
binocular rivalry to suppress the adapting face from awareness. Moradi, Koch and
Shimojo (2005) found that FIAEs were diminished by binocular rivalry, but this was not
the case for lower level orientation adaptation produced by drifting sinusoidal gratings.

They suggest that the FIAE depends on late visual processing.

Our knowledge of faces seems to play some part in face adaptation. MacLin and
Webster (2001) have shown that after-effects arise when a distortion is applied to a face,

but not when it is applied to natural scenes. Also adaptation effects are bigger when the
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adapting distortion is a natural facial dimension compared to one that is anatomically
impossible (Robbins et al, 2007). FDAEs have been found to be more selective for
contrast polarity and spatial frequency, than for colour, size or contrast (Yamashita et al,
2005). Yamashita et al. argue that contrast polarity and spatial frequency have greater
effects on the perceived identity of a face and the pattern of their findings suggests that

FDAEs depend on the stimuli being viewed as faces.

Other research, not using adaptation techniques, has shown that inverted faces
are processed differently from upright faces (e.g. Yin, 1969; Maurer, Le Grand &
Mondloch, 2002). Yet Webster and MacLin (1999) and Robbins et al (2007) found that
FDAEs were of a similar size for upright and inverted faces. Equivalent FIAEs can also
be induced for upright and inverted faces (Leopold et al, 2001; Pichler, Dosani, Oru¢ &
Barton, 2011). This seems surprising, given what we know about inverted face
processing. Yet despite this, FDAEs can occur simultaneously for upright and inverted
faces (Rhodes et al, 2004), which suggests they are occurring via different mechanisms
(also see Guo et al, 2009; Susilo et al, 2010; Valki et al, 2012; Dennett et al, 2012).
After-effects for inverted faces may stem from shape generic mechanisms, whereas
after-effects for upright faces arise from both shape generic and face-space mechanisms.
Susilo et al. found that using a T shape as the adaptor instead of a face could account for
almost all of the FDAE in inverted faces, but only part of the effect for upright faces.
This is an important finding, as it suggests that FDAEs do affect face processing

mechanisms, rather than just more generic object processing mechanisms.

Very convincing evidence for face adaptation not being the result of low level
picture adaptation comes from studies in which there is minimal physical overlap
between the adapting and test stimuli (e.g. Hole, 2011). For example FIAEs can occur

when the adapting and test stimuli have different expressions (Fox et al, 2008; Mian &
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Mondloch, 2012). Studies have also shown that conceptual adapting stimuli (where no
face is present) can produce face adaptation. Headless human bodies can produce FIAES
(Ghuman et al, 2010) and so can just seeing the name or hearing the voice of a person
(Hills, Elward & Lewis, 2010). This rules out all of the effect being based on incoming

visual information, and suggests that it does reflect person adaptation.

Overall, the evidence seems to suggest that both low-level picture adaptation
and higher level face adaptation contribute to face adaptation. Most studies have shown
the biggest effect when the adapting and test stimuli are the same. Hills and Lewis
(2012) speculate that approximately half of the total FIAE effect can be explained by
lower level adaptation. However, significant face adaptation can still be observed when
physical overlap between the adapting and test stimuli is reduced. Even when the
contributions of low-level attributes are eliminated or reduced, FDAEs and FIAEs still

persist.

1.2.3. Theoretical Models Used to Explain Face Adaptation

The previous subsection provides evidence for adaptation affecting face-
processing mechanisms. But an important question is what processes underlie
adaptation to faces? This subsection will outline how models of face processing have

been used to explain the findings from investigations of face adaptation.

Valentine's (1991) model for how faces are encoded postulates the existence of a
MDFS. Within this face-space, each incoming face is encoded as a single point or
vector based on dimensions used to discriminate faces. Valentine suggests that face-
space is normally distributed. More typical faces are stored nearer to the centre of face-

space and less typical (and more distinctive) faces are represented further away. The
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nature of an individual's face-space is largely dependent on their own experiences: the
dimensions of face-space change, based on experience. Therefore typical faces, nearer
to the centre of face-space, will be those seen more often, whereas distinctive faces are
less common and are further away from the centre. As a consequence, a distinctive face
is better remembered because there are fewer faces coded around it with which to
confuse it. Valentine (1991) suggests that there are two explanations for how faces are
coded within face-space. The first is a norm-based coding model, where incoming faces
are encoded with reference to a norm or prototype (which is the central tendency of
face-space). The second is an exemplar-based model which suggests that no norm is
extracted and that only specific instances of faces are stored. Norm-based coding has
been suggested to operate via opponent coding and exemplar-based coding has been
linked with multichannel coding (Rhodes & Leopold, 2011). In opponent coding, two
complementary pools of neurones code a given facial dimension (see Figure 1.5). One
pool is optimally tuned to values above average, and the other for values below average.
When viewing an average (mid-point) stimulus, both pools are equally activated. If one
pool is activated for a prolonged amount of time, activity is eventually suppressed in
that pool. This results in the relative contribution of the two pools being altered
temporarily: perception will now be biased towards the opposite set of values. The mid-
point (between the two pools) shifts due to greater activity in one pool compared to the
other. The results of several face adaptation studies, using FIAEs and FDAEs, have
been explained using this model (e.g. Leopold et al., 2001; Rhodes & Jeffery, 2006;
Tsao & Freiwald, 2006; Robbins et al 2007; Susilo et al, 2010; Jeffery, Rhodes,
McKone, Pellicano, Crookes & Taylor, 2011 ; Rhodes & Leopold, 2011; Short, Hatry &

Mondloch, 2011).
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Figure 1.5. an example of the response shifts after adapting to a face with eyes low
down for a) an opponent coding model and b) a multichannel model. The solid lines
represent the pattern of activation before adaptation and the dashed lines represent the
pattern of activation after adaptation. a) Exposure to a face with eyes low down results
in a temporary reduction of the firing rate of the pool of neurones optimally tuned to
low down eyes. The mid-point (or norm) where the two lines crossed has shifted
towards the adapted facial dimension. b) Only the active channels have any reduction in
their responsiveness. The channels with the biggest reduction are those that were the

most responsive to a given stimulus in the first place.

In multichannel coding there are separate channels, each tuned to a specific
stimulus value along a facial dimension. Perception is determined by averaging the
responses of all the active channels. Adaptation to a given stimulus reduces the
responsivity in the channels that code it: channels that are most responsive to the
stimulus have the biggest reduction. The reduction in a channel’s responsiveness after
adaptation, decreases in line with how responsive that channel was to the stimulus in the

first place. Adaptation studies looking at eye gaze and head direction provide support
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for multichannel coding (Calder, Jenkins, Cassel & Clifford, 2008; Lawson, Clifford &
Calder, 2011). An assumption of opponent coding is that adaptation to a neutral
stimulus activates both pools of neurones equally, which results in no perceptual after-
effect. In a multichannel system, exposure to a neutral stimulus will alter perception of
that neutral stimulus and, albeit to a lesser extent, channels around the neutral point.
Calder et al (2008) found that as a result of exposure to a face with direct eye-gaze
(towards the viewer) eye-gaze that was actually directed a small degree to the left or
right subsequently appeared averted to a greater extent. For example after adaptation,
eye gaze which is averted slightly to the right will appear to be even more averted to the
right. The authors interpret this finding as providing support for one of the assumptions

of multichannel coding.

Rhodes and Leopold (2011) suggest that the results from face adaptation
experiments using the FIAE and FDAE provide support for norm-based coding models
of face-space, rather than exemplar-based models. They propose that FIAES provide
evidence for the norm playing a special role in the coding of identity. Target/anti-face
pairs located opposite each other produce larger after-effects than non-opposite ones
(Leopold et al, 2001). This effect persists when the opposite/non-opposite pairs are
matched for their perceptual dissimilarity, suggesting that a trajectory through the

average is critical in driving the effect (Rhodes & Jeffery, 2006).

Neurological evidence for norm-based coding of the faces used in some FIAE
paradigms comes from Leopold, Bondar and Giese (2006). They found that neurones in
Rhesus Monkey's anterior inferotemporal cortex (which has been found to respond
selectively to faces e.g. Perrett, Rolls & Caan , 1982) seemed to respond in a way which
suggested that incoming faces were being referred to an internal norm (average) face.

The responses of a number of neurones increased as facial stimuli increased in identity
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strength® (i.e. were further along their identity trajectory from the average face). A
similar pattern has also been shown in human imaging studies using synthetic faces
(computer generated images based on geometric information from real faces; Loffler,
Yourganov, Wilkinson & Wilson, 2005). ERP data have also shown that the N250
component (which is apparently influenced by facial identity) increases as an unfamiliar
face increases in identity strength from an average face (Zheng, Mondloch, Nishimura,
Vida & Segalowitz, 2011). Other evidence for norm-based coding is that the size of
after-effects increases in a linear fashion as the amount of distortion applied to the
adapting face increases. As the distance between the adaptor and the average face
increases, so too does the size of the after-effect for both FDAE paradigms (Susilo et al,
2010; also see Robbins et al, 2007) and FIAE paradigms (Jeffery et al, 2011). The
opposite pattern is predicted by an exemplar-based model, which suggests that there
will be smaller after-effects for faces further from the average than for faces nearer to
the average (Jeffery et al, 2011). This is because exemplar-based models predict that
only channels around the adaptor will be affected. Faces that are more distinctive, and
are less common, fall further away from the centre of face-space, and hence have fewer
neighbours in face-space. Faces that fall closer to the centre of face-space are more
common and have lots of neighbours close by. If adaptation is dependent on the amount
of overlap between active channels, then faces further from centre will overlap with

fewer faces (e.g. there are fewer active channels to adapt).

FDAEs transfer to test faces of a different identity to the adapting face (e.g.

Webster & MacL.in, 1999; Rhodes et al, 2003). Rhodes and Leopold (2011) suggest that

® In their model, each identity is considered to be positioned around an average face
within a MDFS (the average might be considered to have 0% identity strength, an
individual face has 100% identity strength). The trajectory between the average face and
an individual face is what Leopold et al (2006) manipulated. As a face stimulus moves
away from the average towards a given identity it increases in identity strength (from
0% to 100%). They used facial stimuli with different values along this continuum.
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this is because the norm has been updated to reflect the diet of faces that an individual is
exposed to. Transfer of FDAES to other identities suggests that the norm has been
biased. Not only that, but a grossly distorted adapting face appears more normal at test.
Webster and MacLeod (2011) suggest that this provides evidence for renormalization
within a norm-based coding model. The adapting face appears less distinctive (i.e. more
normal) because it has shifted its position towards the norm. In effect, face-space has
been recalibrated in response to the adapting face. As Webster and MacLeod (2011)
point out, these findings do not fit in with exemplar-based models. Multichannel coding
predicts that only the active channels are affected, therefore there should only be less
sensitivity to the adaptor and other similar faces. Also, this would not change the

appearance of the adaptor, only the faces surrounding it.

Rhodes and Leopold (2011) suggest that we might have multiple different norms
for different categories of faces. This is because opposite after-effects can
simultaneously be induced in faces from different social categories such as sex (Little et
al, 2005; Bestelmeyer et al 2008) or race (Jaquet, Rhodes & Hayward, 2007; Short et al,
2011). Little, DeBruine & Jones (2011) even found that opposing after-effects could be
induced after giving meaningful labels to faces displayed in different colours (e.g. blue
faces labelled as builders and red faces labelled as soldiers). However, Short and
Mondloch (2010) did not find the same pattern when the faces were the same colour,
but were presented on coloured backgrounds. These contradictory findings require

further investigation.

Yet it has also been shown that encoding of race can be modulated by its
perceived race, regardless of its physical structure. Humans are worse at encoding other-
race faces compared to own-race faces: this is known as the “other-race effect” (see

Meissner & Brigham, 2001 for a review). Michel, Corneille and Rossion (2010) asked
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participants to complete a composite face task with racially ambiguous faces. A
composite face is one where the top half from one face is paired with the bottom half of
another face. The composite face effect (CFE) paradigm involves participants being
presented with two composite faces and having to decide whether the top halves are the
same identity or two different identities. Participants find this more difficult when the
composites are aligned compared to when they are misaligned (the bottom halves are
shifted relative to the tops). This finding suggests that faces are processed holistically,
where misalignment disrupts holistic processing (e.g. Young, Hellawell & Hay, 1987).
Michel et al. adapted participants to other-race or own-race faces, and then asked
participants to complete a composite face task. After adaptation to a face from another
race, subsequently-viewed racially ambiguous faces appeared to look like one’s own
race, and vice versa (e.g. Webster et al, 2004). Michel at al found that after adaptation
there was a bigger CFE when the test faces were perceived as being the same race as
participants, compared to when the faces were perceived to be from another race. The
very same physical stimuli were processed more holistically after adaptation biased
perception (e.g. towards one’s own race). These findings suggest that how a face is

categorised can affect how it is encoded.

Rhodes and Leopold (2011) propose that there are multiple view-specific norms
for distinct viewpoints. They suggest that this is supported by two findings that: Firstly,
FIAEs and FDAEs are smaller when the adapting and test faces differ in viewpoint,
compared to when they have the same viewpoint (Benton et al, 2006; Jeffery et al, 2006;
Jiang, Blanz & O’Toole, 2006, 2007). Secondly, different FDAEs can be induced
simultaneously in different viewpoints (Jeffery et al, 2007; Welling et al, 2009). Rhodes
and Leopold acknowledge that familiar faces may have more broadly tuned

representations, and that they are easier to match and recognise across viewpoint.
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However, they also suggest that a change in viewpoint between “familiar” adapting and
test faces reduces the FIAE. The studies that Rhodes and Leopold cite used “familiar”
faces that were familiarised within the experiment. A decrease in the size of the FIAE
for changes in viewpoint was not found by Hole (2011), who used familiar faces with
real world familiarity (famous faces). Equivalent after-effects were observed when the
adaptors and test faces were in the same viewpoint, or different viewpoints. View-
invariance is a hallmark of many models of familiar face processing (e.g. Bruce &
Young, 1986). Jenkins et al (2011) provide an interesting critique of the computer
models of face-space (on which Leopold et al, 2001 and subsequent face/anti-face
studies are based). They suggest that an assumption of face-space is that different
locations in face-space represent an individual identity; therefore any move within face-
space changes the perceived identity of a face. Jenkins et al. found that two different
photographs of the same person can look very different - so much so, that when the
person is unfamiliar the pictures are more likely to be identified as being two different
people. Yet accuracy in matching is almost perfect when the pictures are of a familiar
person. This within-person variability is not taken into account by some models of face-
space (namely the one on which target/anti face computations are based). Jenkins et al.
suggest that models should be adapted to incorporate how we decide that different
images show the same person, as well as how we tell people apart. It is therefore
surprising that very few studies of face adaptation have taken familiarity into account. If
experience shapes face-space, then it makes sense to investigate face-space with faces

that people have actual experience with, i.e. familiar faces.

Lewis and Johnston (1999) suggest a modified version of Valentine’s (1991)
exemplar-based model, where faces are encoded within a multidimensional VVoronoi

diagram (similar to Tanaka, Giles, Kremmen & Simon’s (1998) attractor fields model).
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In this model, face-space is divided up into identity regions. At the centre of each region
is the optimal version of that identity for recognition purposes. Lewis and Johnston
argue that a model like this is advantageous because, rather than an individual identity
being an exact point or vector in face-space (implying there is only one recognisable
version), an identity region (or “site”) allows different views of an identity to be
recognised, as long as the view is not more similar to another known identity. The
model suggests that novel faces are encoded relative to the closest known exemplar. Yet
this is a problem as it suggests that all novel faces will be misidentified, rather than
classed as “unknown”. The proposed solution for this is that in order for a face to be
recognised, there is a threshold of activation that has to be met. A novel face will not be
recognised if it falls at the border of an identity region and does not meet the required
threshold for recognition. Hills et al (2008) propose that within a VVoronoi space,
prolonged exposure to an identity (FIAE) may result in its identity region being
temporarily smaller. Subsequently, in order to activate that region, greater identity
strength will be required. Hills et al. used familiar face adaptation and it is the only

study, to my knowledge, to have used a VVoronoi framework to interpret face adaptation.

Both Hole (2011) and Hills et al (2010) have used the Interactive Activation and
Competition model of familiar face processing (Burton, Bruce & Hancock, 1999) to
interpret their findings from investigations of familiar face adaptation. In the IAC model
there are pools of processing units for different modalities. A Face Recognition Unit
(FRU) is activated in response to any recognisable view of a particular face; it is
connected to a Person Identity Node (PIN) which allows access to semantic information
about that individual. The PIN is connected to a Name Recognition Unit (NRU) which
contains information about the person’'s name (e.g. Prince Charles) and a Semantic

Information Unit (SIU) which contains information about them (e.g. that they are
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British). Excitatory links connect associated units across pools (e.g. multimodal
information associated with a particular individual) and there are inhibitory links
between units within pools (e.g. between the FRUs for two different unrelated
individuals). Burton et al. suggest that FRU activation may occur via a principal
component analysis (PCA) for faces. PCA is similar to a factor analysis, where
greyscale information from every pixel in an image is calculated. The factors that
emerge from the PCA are known as “eigenfaces” and each face can be determined by a
weighted sum from all the eigenfaces. Burton, Jenkins, Hancock and White (2005)
suggest that a limitation of PCA is that low-level image attributes (e.g. illumination) can
affect the output. They suggest that eigenfaces might be derived from image averages
rather than being instance based. In other words, they found that PCA was more

effective if different images of an individual were averaged together, prior to PCA.

One idea is that adaptation increases the threshold required for a unit (or units)
to become activated (Hills et al, 2010). Prolonged activation of a FRU may mean that it
is less responsive subsequently. As a result, a greater identity strength is now required
in order to activate that FRU. Not only that, but because excitatory links connect the
FRU to the PIN which is also connected to NRU and SIUs, adaptation can spread to
different modalities. For example, prolonged exposure to someone’s name can also
result in FRU adaptation, via the PIN. Hole (2011) suggests that familiar face adaptation
could in principle occur at any level of visual processing, from low-level to face specific
adaptation, whereas unfamiliar face adaptation is more likely to occur only as a direct
result of visual processing (because no FRUs or PINS exist for unfamiliar faces). In
contrast familiar face adaptation might occur indirectly at a more conceptual level (e.g.

from reading someone’s name (NRU) or hearing their voice (VRU)).
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There are various models that have been used to explain the mechanisms
underlying face adaptation. Most of the researchers using unfamiliar faces (and some
using familiar faces) have interpreted their findings using a norm-based coding model.
Yet a problem with this model is that it does not seem to account for how we decide that
different images are of the same person. The findings from a small minority of
adaptation studies have been explained using models that take into account the
differences between familiar and unfamiliar face processing (e.g. Voronoi and IAC
models of face processing). In the next section, findings from studies using familiar
faces will be outlined and how the authors have interpreted their findings will be

discussed in more detail.

1.3. Adaptation Effects for Familiar Faces

Most studies on face adaptation have used unfamiliar faces. Relatively few have
used familiar faces. The remainder of this chapter will summarise the findings (from
adaptation and some non-adaptation studies) using familiar faces. Subsection 1.3.1 will
consider famous faces and a summary of paper 1 (subsection 1.3.1.4.) and 2 (subsection
1.4.1.) will be provided. Subsections 1.5. and 1.6. will outline research on personally
familiar faces: Section 1.5. will be concerned with lecturers' faces and paper 3 will be
summarised; Section 1.6. will be concerned with faces with which we have extensive

experience (e.g. our own face) and a summary of papers 4 and 5 will be provided.

1.3.1. Famous Faces

1.3.1.1. Why look at familiar face adaptation?

Most FIAE investigations using target/anti-faces have used unfamiliar (or
experimentally familiarised) faces — see previous sections. There is one study that has

used the FIAE paradigm with faces that have pre-existing representations. Little,
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Hancock, DeBruine and Jones (2012) produced anti-faces for a number of different
celebrities. This is advantageous as in other paradigms (e.g. Leopold et al, 2001)
participants are trained on the stimuli during the course of the experiment - which Little
et al. suggest may result in cues or learning about the identity of the target which might
affect performance. They found that exposure to an anti-face made an average face
appear to look more like the target celebrity than another unrelated celebrity. This effect
was more dependent on shape than it was on colour information: they produced anti-
faces either based on shape or colour information alone, and only the former produced
adaptation. They also produced male anti-faces for a female target celebrity. Adaptation
only occurred when the anti-face was female and not when it was male. The authors
suggest the findings provide evidence for norm-based coding and distinct norms for
male and female faces. However, they do also suggest that the norm doesn’t necessarily
need to play a special role in the encoding of identity. Norm-based coding is said to
operate via an opponent coding system and the norm is signalled by the average
activation of the two pools. The norm may be coded implicitly, as a consequence of
equal activation of the pools above and below the mean, rather than explicitly playing a

role in processing faces (also see Rhodes & Jeffery, 2006).

So far it seems as if both familiar and unfamiliar faces produce adaptation, but
an important question is whether familiarity is an important variable to consider in face
adaptation studies. An interesting difference between familiar and unfamiliar faces is in
the time course of face adaptation. Morikawa (2005) found that for unfamiliar faces, an
FDAE was still observable 30 minutes after adaptation. In a different study, McKone,
Edwards, Robbins and Anderson (2005) found that the longest period between
adaptation and test, where FDAEs for unfamiliar faces were still observed was 15

minutes; the FDAE for unfamiliar faces was no longer observed 24 hours after
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adaptation. However, this was after adaptation for a period of 160 seconds. When
participants were adapted for 5 seconds, the FDAE was still observed after 10 seconds,
but was no longer present after 20 seconds. (McKone et al, 2005). Overall this seems to
suggest that FDAEs for unfamiliar faces are quite short lived - especially when one
considers the time course of the FDAE for famous faces. Carbon and his colleagues
(Carbon & Leder, 2005; Carbon et al, 2007; Strobach, Ditye & Carbon, 2010; Carbon &
Ditye, 2012) have investigated the FDAE for famous faces and found a different pattern
of results. In their procedure they adapted participants to celebrities with expanded or
compressed distortions and tested them on the same image (picture adaptation), a
different image of that celebrity (person adaptation), or a different celebrity (novel
adaptation). They found significant adaptation for all conditions. The after-effects for
picture and person were equivalent in size, and the after-effect for novel faces was
smaller. Carbon et al. suggest that the FDAE consists of both an identity specific
component (reflected in the fact that there was more adaptation for picture and person)
as well as an updating of more general face processing mechanisms (reflected by the
existence of adaptation in the novel condition). After-effects were present when testing
5 minutes, 24 hours (Carbon et al, 2007) and 1 week after adaptation (Carbon & Ditye,
2010, 2012). These findings suggest that for familiar faces, adaptation is more long
lasting. Carbon et al (2007) suggest that FDAEs are not merely perceptual effects and
do affect our representations for faces. Representations of familiar faces are flexible and
they can be readjusted in response to new information about that face. Even iconic
images are susceptible to this type of adaptation, e.g. the Mona Lisa (Carbon & Leder,

2006).

The findings outlined above provide a promising indication of how the

mechanisms underlying familiar and unfamiliar face adaptation might differ. Perhaps
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unfamiliar face adaptation only temporarily biases face processing mechanisms
common to all faces. In contrast, familiar face adaptation might have a more enduring
effect on both identity specific and generic face processing mechanisms. This does need
to be investigated systematically in order to rule out whether methodological differences
are playing a role in the time course of face adaptation. For example Rhodes et al (2007)
have shown that the size of after-effects varies as a function of how long the adapting
and test stimuli are presented for: for unfamiliar faces, the biggest FDAEs and FIAES
occur after long adaptors (16 seconds) and short test periods (200 ms) (also see Leopold,
Rhodes, Muller & Jeffery, 2005). Strobach et al (2011) have shown that adaptation
duration can also modulate FDAEs for familiar faces when testing occurs 5 minutes and
24 hours after adaptation. Again, longer adaptation periods produce bigger after-effects.
It is possible that factors such as this may influence the size of the after-effect, and how
long the effects last. A systematic investigation of the effects of timings on face

adaptation was, however, beyond the scope of this thesis.

The effect of familiarity on the FIAE has been investigated within a single
experiment. Jiang et al (2007) found that the size of FIAESs increased as familiarity with
a face increased. These familiarised faces were wholly unfamiliar to the participant
prior to the experiment. They also found that the FIAEs transferred more across
viewpoints as familiarity with a face increased, though the effect was still bigger when
adapting and testing on the same view (also see Jiang et al, 2009). The faces used in this
experiment were target/anti-face stimuli that were familiarised within the experiment.
Before adaptation, participants were either familiarised with only one view of the target,
or multiple views of it. Interestingly, in terms of the size of the FIAE, familiarisation
with multiple views of the target provided no advantage over familiarisation with one

view. Familiarisation with just a frontal view of a face produced equivalent FIAEs that
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transferred across viewpoint just as much as when participants were familiarised with
multiple viewpoints (Jiang et al, 2007, 2009). Yet familiarisation with multiple views of
a face did provide an advantage when testing on a novel viewpoint of that face.
However, this was true only when the illumination of the adapting and test faces was
inconsistent (e.g. adapting faces illuminated from the top right, and test faces
illuminated from the top left). The authors suggest that this may be because experience
with a face is needed in order to interpolate the representation of a novel viewpoint
(Jiang et al, 2009). These findings highlight the importance of considering facial
familiarity when investigating face adaptation. The increase in adaptation as a face
increases in familiarity suggests that one cannot necessarily explain how familiar faces
are processed by generalising from the findings of studies using unfamiliar faces.
Findings from Jiang et al (2007, 2009) suggest that as we build up a representation of a

face, its representation becomes more malleable (e.g. adaptable).

Benton et al (2006) found viewpoint dependence in their FIAE investigation
(using a set of morphs as test stimuli). They used unfamiliar faces and found that the
size of the FIAE decreased as the angle between the viewpoint of the adapting and test
face increased. Similar to findings from Benton et al, Jiang et al (2007, 2009) found that
the size of the FIAE was bigger when adapting and testing on the same viewpoint
compared to two different viewpoints. This was the case for the faces in their study
which had been familiarised the most. As mentioned in section 1.2.3., Hole (2011)
found equivalent FIAEs when adapting to the same or different viewpoint (in relation to
the test face). A difference between Hole and Jiang et al's studies is that Hole used
famous faces with real world familiarity, whereas Jiang used newly learned faces. We
have extensive experience with faces of celebrities through the mass media (e.g.

television/films) and lots of studies investigating the processing of familiar faces have
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used famous faces. These findings relate to other behavioural literature which seems to
suggest that we have abstractive representations of familiar faces and more view-
dependent processing of unfamiliar faces (which depends more on picture matching)
(see Burton, Jenkins & Schweinberger, 2011 for a review). There may be some
differences in how famous and personally familiar faces are processed, however, this

will be considered in more detail in subsequent sections of the overview.

Whether pre-experimentally unfamiliar faces are still unfamiliar after adaptation
is another issue. The prolonged exposure to an unfamiliar face during adaptation may
familiarise a participant with that face to some extent. Indeed, in order to complete a
morph task, which can be used to test FIAES, there needs to be some familiarity with a
face. For example, when viewing a morph between two unfamiliar faces (e.g. Joe and
John), in order to decide that a morph looks like Joe there needs to be some
representation (perhaps an FRU) for Joe. Quiroga, Reddy, Kreiman, Koch and Fried
(2005) found single neurones in the medial temporal lobes of the human brain
responded to the faces of individuals that the patient had only seen very briefly before
starting the experiment (e.g. the experimenter's face). It is, therefore, possible that FRUs
can be formed very rapidly after very brief exposure. What the different findings from
Jiang et al (2007) and Hole (2011) highlight is that faces with real-world familiarity can
have FRUs that respond more robustly to a wider range of input. This relates to Burton
et al's (2005) idea of faces being represented as averages. They suggest that familiar
face recognition might operate via a PCA. The more views of a face we have experience
with, the easier it is to recognise. Averages based on more individual instances of a face
are less affected by image-specific "noise": identity specific information is preserved

and non-diagnostic information is averaged out.
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1.3.1.2. Evidence for abstractive representations of familiar faces from non-
face adaptation literature

In the