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Summary

In this thesis we investigate the supply side ainfaouseholds in the Tanzanian region
of Kagera and incorporate the results into a weltamalysis of price shocks and trade
policy options. The first chapter discusses theuvahce of agriculture as an engine of
growth and poverty reduction and introduces theteednand the data used for the
empirical analysis. The second chapter tests foarsdility of the households demand
and supply sides and then estimates supply furgtienthe main crops. We find that
separability cannot be rejected for this sample #rat farmers are only partially
responsive to price incentives. The third chaptealyses the role of market
participation decisions and transaction costs éadfsupply. We find that transaction
costs play an important role in households supplgisions. Moreover, we show that
there is a positive although small supply respawserices once controlling for the
unresponsiveness of self-sufficient householdse félrth chapter extends the standard
welfare impact analysis of price shocks to incogp@isupply and demand responses as
well as the role of market participation and tranti®a costs. We find that the results are
sensitive to the introduction of households’ outpudge and consumption responses.
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Introduction

This thesis analyses the production decisions odl rhouseholds in the Tanzanian
region of Kagera. The main aim of the study is rgpriove our understanding and
provide new empirical evidence on how householdgp$y decisions are formed in a
context potentially characterized by the presericearket imperfections. The results of
this analysis are then applied to develop a mongpcehensive framework to assess the

welfare impact of price shocks.

The main motivation behind the study derives frowa tealization that the literature on
the impact of price shocks on household welfare n@sfocused sufficiently on the
supply side of the story when dealing with rurati@gtural-based contexts. While the
literatures on both households’ decisions on thes ltend and on the welfare impact of
different kind of shocks and policies on the othand are extended and long dated the

two are not often integrated. This thesis is ineshtb progress this integration.

The first chapter is an introductory chapter thatiews the literature on the role of
agriculture in the development process. It puts ghesequent chapters into a broad
context which sees agriculture and rural develogmes) an important part of a
sustainable growth strategy. In this introductohamter we also describe the main
characteristics of the region that is the focushef empirical analysis and describe the

dataset used in the analysis.

In the second chapter we start the empirical amalyg looking at the role that market
imperfection have in shaping households’ respom&ise to price and non-price factors.

We analyse farmers’ supply response to price andpnige factors and test for the



separability of the households’ demand and supjlg. Our contribution lies in the
adaptation of the previous techniques used tofdesteparability and in the estimation
of supply responses using a panel dataset whiamifgecontrolling for households’
unobserved heterogeneity. We can thus obtain nodmast and accurate estimates than
previous studies which rely on cross-sectional .data find that separability is rejected
for our sample and that households have a low resspto prices in particular for food

crops.

In the third chapter we analyse the interactionsvéen transaction costs, market
participation and supply response using a more t@mmodel. In fact, one of the
objections to the model estimated in chapter twihas transaction costs affect market
participation as well as supply decisions. A fraragwthat incorporates these decisions
is needed to estimate the impact of transactiots @l to obtain unbiased estimates of
the households’ responsiveness to prices. Our omatribution is the development of a
switching regression model for panel data whichntjgi estimates the market
participation and the supply equations taking iatmount unobserved heterogeneity.
We develop a Stata routine to implement the modehgu maximum simulated
likelihood techniques. We find that contrary to tm@del of chapter two transaction
costs do play an important role in shaping foodpsupmlecisions. We also obtain
unbiased estimates of the supply response andtliadonce controlling for market

participation the price elasticity is higher.

In the fourth chapter we incorporate the resultsioled in the previous chapters into a
framework to assess the impact of hypotheticalepsbocks and trade reforms on
households’ welfare. We start from the standarst-firder welfare analysis and then

incorporate supply, demand and wage elasticitiesbtain a full-model estimate of the



impact of different shocks. Having estimated twifedent models of supply response
we can compare the results using the “wrong” madethapter two and the “right”

model of chapter three which accounts for differegimes of market participation. We
find that higher food prices have on average atpesimpact on households in the

Kagera region despite the fact that most of theemat-buyers of food.



Chapter 1

Rural development and the Kagera region

1.1 Introduction

In this introductory chapter we set the stage f@ main analysis developed in the
following chapters. We first review some of thesld@ture on the role of agriculture in
economic development and then introduce the regiomanzania which will be the
focus for the empirical analysis of this thesis. WWen present the main characteristics
of the dataset we use and derive some descrigatistics of the main trends of welfare

and agriculture coming out from the data.

1.2 The role of agriculture in economic development

The role that agriculture has in the process ofmeonoc development has been an
important part of the development debate since @oasts noted long time ago that a
common characteristic of higher income economiebas the share of output coming
from agriculture and the primary sector is smatfem in low income economies. They
further noticed that the process of economic grovethaccompanied by a steady
reduction in the importance of agriculture relatisenanufacturing and services both in

terms of the share of output and labour employed.

One of the first economists to point this out wasBGFisher (1939). Later, this same
generalization was formalized by Kuznets (1955) whowed that this secular decline

of the primary sector with development can be olekerboth across countries and



across time. Today there are few doubts about dce that the achievement of a
structural transformation that increases the wedglmanufacturing and services in the
economy is at the heart of any process of econdenvelopment. What is still debated

Is how this transformation actually starts and \mftiee driving forces behind it are.

A second important consideration made by severtdoasl is that almost all previous
successful experiences of economic development sth@av a strong increase in

agricultural productivity preceded a structurahsformation of the economy.

The role of increased agricultural productivity ipreceding the process of
industrialization and economic growth has been dwmted by several authors in the
early experience of England before the industeablution (Allen 1999), for the US,
for Korea and other Asian countries, and more riéggdar fast growing countries like
China (Huang et al 2008). Johnston and Mellor (J96dre among the first to notice
that successful industrialization experiences auwally preceded by periods of strong
agricultural growth. Although they did not attemiptestablish a causal link, the authors
observed that countries that embark in a successilistrialization path, first
experience fast agricultural expansion, fueledlbnotbsorbing resources from the rest
of the economy, but by rapid increases in prodigtidapan in the early 20th century is
taken as evidence of this relationship. Many otheage mentioned this feature of
development for China, with fast industrializatipreceded by fast productivity growth

in the agricultural sector, i.e. the “green reviolnt.



The “Dual model”

These conclusions, while important on their ownndb tell us much about the factors
that cause this transformation process and abautrefative role of each sector’'s
growth. Is growth in the agricultural sector whigbnerates surplus that is then invested
in the infant manufacturing sector? Or is growththe non-agricultural sector which
“pulls” agricultural growth? These are still cemtgaiestions in the current development

debate.

Economists’ views on this respect differ. Some arthat the evidence is in favor of the
agriculture-led growth others disagree. Thus, ktie®itetical debate has long focused on
building models able to explain how an increasagricultural productivity can spread
into the rest of the economy and facilitate grovinhthe non-agricultural sector.
Different authors have derived economic models $hgwhe importance of agriculture

in the early stages of development.

One of the first analyses of the role of the adtical sector in the process of economic
development and the strong interrelationship betwegricultural and industrial

development was proposed by Lewis (1954). He inited a dual sector model
characterized by the presence of an infant modapitadist sector together with a

predominant traditional subsistence sector.

The key assumption of the model lies in the exmgenf an unlimited supply of labour
in the subsistence sector at the existing wage. sbuece of this unlimited supply of
labour is, according to Lewis, to be found maimthe predominant agricultural sector
but also in the casual workers, the petty tradams, women working in the household
and is reinforced by high population growth. Lewvagues that at an early stage of

development these workers have a very low margiraductivity (negligible, zero, or



even negative/'and can be moved to a different activity withceducing output in the

subsistence sector.

The capitalist sector instead is characterized Hey use of capital in the production
process in exchange for profits. This sector isi@&sl to maximize profits in line with

the neo-classical assumptions and thus employsutatrdy up to the point where the
wage equals the marginal productivity. The wagell@v the capitalist sector is in turn
determined by what people in the subsistence seatoearn which in an economy with
a majority of people involved in subsistence adtice is the average product of the

farmer plus a premium to cover the costs of trariste the capitalist sector.

Because of the unlimited supply of labour in thbssstence sector the capitalist sector
can expand by absorbing workers from the subsisteactor without this exerting any
upward pressure on the wage level. At the same tapetalists reinvest profits in
expanding the productive capital in the economyisTih turn increases the marginal
productivity of labour and permits the expansiontieé amount of workers in the
capitalist sector while increasing profits of capgts that are then reinvested in
acquiring more capital. This process of transforamaigoes on until the supply of
labour is not so abundant anymore and the economgrse a higher stage of
development, a turning point often referred as ‘tlhewis turning point” where the

supply of labour ceases to be unlimited.

There is a key point that Lewis discusses concgrttie strict relationship that links

agriculture and industrial development. In face gnocess described above can come to
an early end if the rising capitalist sector isctat to pay higher wages. This can happen
if the terms of trade turn against the capital @eot if the subsistence sector raises its

productivity.



Assuming that the capitalist sector will mainly sjpdize in non-agricultural goods
while the subsistence sector will produce food,gkeansion of the capitalist sector will
increase the demand for food and put upward pressarfood prices. The terms of
trade will tend to worsen for the capitalist sectdm this sense simultaneous growth in
agriculture is needed for the capitalist sectoexpand at least in the essentially closed

economy discussed by Lewis.

“ .itis not profitable to produce a growing volenof manufactures unless agricultural
production is growing simultaneously. This is alady industrial and agrarian
revolutions always go together, and why econommeshich agriculture is stagnant do

not show industrial developmen{Lewis, 1954 p. 20)

On the other end, if the subsistence sector ineseis productivity real wages will tend
to rise. To avoid an increase in real wages inangagroductivity in the subsistence
sector needs to be counterbalanced by a reductitood prices relative to the price of
the capitalist goods. The increase in productivifg to be faster than the increase in

demand for food.

Johnston and Mellor (1961) building on Lewis’ twecgr model identify five key areas
where agricultural output and productivity can cimite to overall economic

development. The first is providing increased fosupplies to keep pace to the
increasing demand for food caused by populatiowtir@and per-capita income growth.
As pointed out in Lewis model a failure to expandd output in a context of growing
food demand will result in increasing food priceading to higher wages. This will

have adverse effects on industrial profits, investta and economic growth. Covering

domestic food needs with an expansion of importsildvaot solve the problem for



countries where foreign exchange is usually in tsbgpply and essential for imports of

commodities instrumental to the industrial sector.

The second important contribution is the transfdabour from agriculture to the non-
agriculture sector, a key factor in Lewis model.eTthird is the contribution of
agriculture to capital formation. In particular thg the early stage of development
when the capitalist sector is still small but thexea growing need of capital to create
new industries and investments in key public gaaglsnfrastructure and education, the
agricultural sector represents the only source apital. Raising agricultural
productivity is thus a crucial component as crugdhat only a fraction of this increase
is transformed in higher consumption levels of then population while the rest is
used to finance capital formation in the capitadisttor. The fourth contribution is the
expansion of agricultural exports to increase ine@nd foreign exchange. Finally, the
rural sector can provide an outlet for industriabqucts. This last point was not
emphasized by Lewis as his model assumed thaixffension of the capitalist sector is
limited only by shortage of capital. However, dech@onditions are likely to influence
significantly investments decisions. On this padinére seems to be a contradiction
between the requirement to the agricultural seiarontribute substantially to capital
formation and the need to increase its purchasowgep to absorb goods produced by

the industrial sector.

The dual sector model has been discussed and exkdrydseveral authors (Jorgensen
1961, Fei and Renis 1961, Schultz 1964 among gthadsstill represents an influential
model for the analysis of economies were tradifi@giculture is predominant and

coexists with and infant manufacturing sector. kKbg message of these analyses is that
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growth in the agricultural sector and its transfation is complimentary if not a

precursor of growth in other sectors of the economy

However, opposite conclusions have been reachedthmsr schools of thought who

were at best skeptical about the role of agricaltim the process of economic
development. Agriculture had a marginal role in thiBuential development strategy
proposed by Rosenstein-Rodan (1943) for easternsanth-eastern Europe after the
Second World War. He focused almost exclusively thre need to boost

industrialization to absorb tHdisguised unemploymentih the agricultural sector and

achieve a higher growth rate. He argues that ateamy stage of development
industrialization is hindered by a complementapitgblem which makes investments in
a single industry alone unprofitable. The best wayspeed-up the industrialization
process is by a big investment, the “big push”, cihcreates simultaneously several

different industries and exploits the external exnies generated.

“The industries producing the bulk of the wage goa@dn therefore be said to be
complementary. The planned creation of such a cemg@htary system reduces the risk
of not being able to sell, and, since risk can besidered as cost, it reduces costs. It is

in this sense a special case of "external econafri@esenstein-Rodan (1943), p. 206]

There is very little role for agriculture in thisewklopment strategy which instead
focuses almost exclusively on a coordinated effortnvest in manufacture to boost
industrialization. The implicit assumption is tlthe manufacturing sector is the main
driver of economic growth which will then eventyabpill-over to the agricultural

sector.

While opposing Rosenstein-Rodan “big-push” argumiditschman (1958) remains

skeptical about the role of agriculture in the depment process. Hirschman advised
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promoting the growth of the sector with the greatapacity to pull the rest of the
economy. The production backward linkages, thdhéslinks that one sector has with
the rest of the economy as a purchaser of inputengral in his argument. If a sector
with high backward linkages expands, the rest & #tonomy will consequently
experience a larger expansion, as it sells thetsnpgeded for growth in the main

sector.

Hirschman analyzed the input-output matrices offyjtdnited States and Japan and
showed that agriculture has important forward lggs but very low backward

linkages.

“Agriculture certainly stands convicted on the cowf its lack of direct stimulus to the
setting up of new activities through linkage efethe superiority of manufacturing in

this respect is crushing[Hirschman (1958), pp. 109-110]

Prebisch (1950) and Singer (1950) argued that aldpment strategy focused on
producing and exporting primary commodities wouetvd resulted in a failure. They
argued that the income elasticity of demand fose¢heommodities was lower than one
as opposed to the demand elasticity of the incilsgoods produced by the developed
countries that have income demand elasticity tlsatnot less than unity. As a
consequence of this elasticity differential in tleng run the terms of trade of

developing countries specializing in exporting @mncommodities would have fall.

A predominant interpretation of the dual-sector elofbcused on the extraction of
surplus from agriculture and on its forced conttidsu to the main objective of a rapid
industrialization process prevailed in the develeptrpolicies for long time (Timmer

1988). The emphasis posed by early economists enintiportance of a growing
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agricultural sector was overlooked. This contribute generate that “anti-agricultural

bias” documented by Krueger et al. (1988).

Extensions of the “Dual model” and the current deb&e

More recently models of structural transformati@vdr been extended first to avoid the
assumption of a non-clearing labour market and tieemclude the role of demand

factors and international trade that had a marguwialin the early models.

Eswaran and Kotwal (1993) develop a theoretical ehedich retains the dual sector
assumption which characterizes Lewis’ model bufpdrthe controversial assumption
about the existence of labour surplus assumingaadst neo-classical clearing labour
market. The key insight of their model is about tbhke domestic demand plays in the
development process. They postulate hierarchic ddnschedule in which agents
demand food with decreasing income elasticity anly demand manufacture goods
after a certain income threshold has been reacWaatkers at an early stage of
development are assumed to be below this inconieg@nd thus only consume food.
Landowners instead live above the threshold andaddnalso manufacture goods. The
model shows that if the economy is closed and maletroccurs an increase in
productivity in the manufacturing sector which redsi the relative price of manufacture
goods does not benefit workers as they do not ecnasmanufacture goods. It benefits
only landlords. Demand is thus a serious constr@ngrowth of the manufacturing

sector. Instead, an increase in productivity in #wgicultural sector would benefit

workers and landlord. Furthermore, as agricultymadductivity keeps growing first

landlords and then workers will pass the incomelingeiand start consuming
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manufacture goods as well as food giving rise ® dimergence of a manufacturing

sector. This finding highlights the importance gfiaultural productivity:

“This simple observation — that agricultural produty must be sufficiently high
before a demand for industrial goods manifests deuines the importance of

agriculture in the process of industrializatiorfEswaran and Kotwal 1993, p.252]

A further key insight of Eswaran and Kotwal modelthe comparison of the previous
results with the ones obtained dropping the closeshomy assumption. In an open
economy were the developing country can export gaoda developed country an
increase in productivity in the manufacturing sediongs an increase in workers’ real
wages and a welfare improvement. The demand camswaich in a closed economy

prevented manufacturing growth from filtering dotenthe entire economy is removed
if the country can export its products. Trade hagry important role in their model

given that the developing country is able to insee@roductivity faster than its trade
partners. The consequence is that the role of @grre in an export oriented strategy,
like the one followed by Taiwan and Korea for exdéamis less clear-cut. Opening up
the economy removes the dependence on agricutjtoaith for wide economic growth

and poverty reduction. Higher productivity growth any sector can be an engine of

growth and development.

More recently Dercon (2009) and Collier and Der¢2009) building on the basic
insight of the Eswaran and Kotwal model have dréid the mainstream paradigm that
growth in today’s Africa has to come from improverhén agriculture. This view in
fact, after being neglected for many years, hasecbatk as the main focus of policy

makers (World Bank, 2008) and economists (Sach®,28@atz and Dembele 2007)



14

advocating for a green revolution for Africa. Cetliand Dercon argue that in light of
the trend toward openness and market reforms inca\fthe necessity to focus on
agriculture as the main engine of growth lacks undaheoretical basis. They advocate
for a wider range of strategies depending of treciig characteristic of each country.
They distinguish between resource-rich countrie@stal and well-located countries
and landlocked resource-poor countries. For the firoup managing revenues from
resource exploitation is going to be the key faaetermining their success. They
should be able to diversify their economic actestiand in this sense investment in
agriculture and rural areas can be an importaategy but it is unlikely that agriculture
can be considered the main engine of growth fosatmuntries. For coastal and well
located countries the key challenge is going tanbegration with the rest of the world
to take advantage of their location. They are agg@momies and can take advantage of
trade opportunities by removing the institutionaldainfrastructural constraints that
prevent their manufacturing sector to take advantafgglobalization. As predicted by
Eswaran and Kotwal model an exclusive focus onguit@tural-led growth strategy is
not necessarily the best strategy for these camtfkinally, landlocked and resource-
poor countries which for their position can be ¢desed as closed economies are the
ones which correspond to the classical dual-sentmiels were agriculture growth can

be the engine of development.

Some empirical work has also been undertaken totles causality direction from

higher agricultural productivity to growth in theéher sectors of the economy. Tiffin
and Irz (2006) test empirically the direction ofusality between agricultural value
added per worker and GDP per capita on a panelsotd®intries using a Granger
causality test and find that for developing cowsragricultural value added is the

causal variable driving overall economic growthrdeer (2000) instead concludes that
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growth in the non-farm sector is the most imporfactor explaining US farm income

growth while agricultural specific variables playnarginal role.

Today'’s challenges in SSA

The previous discussion highlights the importaina & clear understanding of the role
of agriculture and its interactions with the urteronomy and the non-farm sector has
for today’s developing countries in particular imbSSaharan Africa. Should these
countries direct their efforts in increasing agitictal productivity or should they focus

more in the non-agricultural urban sector?

Today in most sub-Saharan African countries agucel still suffers from low
productivity, low investment in capital and techogy, low commercialization and a
high degree of subsistence farming. The currenvgbeat policy stance is mainly
summarized by the last World Development Reporbéodedicated to agriculture in
2008. This report advocates for an agricultural f@dwth strategy for most of
developing countries and for SSA in particular. Bmephasis is posed on the need for
more public investments in agriculture and the Irgector and on the key role of
smallholders in driving the change towards a moustanable and competitive

agricultural sector.

An exclusive focus of the debate on the directiboausality between agricultural and
manufacture growth seems to be unsatisfactoryadh this exclusive focus overlooks
what is the main insight of all the dual sector mledthat independently of whether
agriculture is the engine of growth or not, theerattion between the two sectors of the

economy is the main dynamic force of any develognpeacess. The key challenges
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remain to increase production and income in ruraas and to integrate the vast rural
population into the rest of the economy. In thissge removing barriers to trade,
favoring market exchange, improving connectionswbet the rural and urban
economy and between the domestic and internatioreakets appear as important

aspects of a development policy.

During the nineties development economists and Hdse identified internal and
external market liberalization as the key instrutmemn achieve this transformation.
Restoring the right price signals to farmers wdudde increased allocative efficiency,
eliminated distortions and given the right inceatito boost productivity,
commercialization, output and rural incomes. Cdastrembarked in a profound
transformation of the agricultural policy by disntlarg or severely reducing the role of
state control into food and export crop marketss Entailed the elimination of state
marketing boards’ monopoly in purchasing, transpgrt processing and exporting
crops. Pan-territorial fixed prices were abolistaed private traders were allowed to
freely purchase crops from farmers at the ongoiagket price. Input subsidies in the
form of credit, fertilizers and seeds provision &@bolished as well as consumer price
subsidies. Also the implicit anti-agriculture biasplied by overvalued exchange rates

was addressed by a wave of currency devaluations.

However, this liberalization wave, which in greadrtpwas unavoidable given the
collapse and the excessive distortion generatedhbyprevious state monopolistic

system, seems to have failed in generating thatwdtyral transformation needed.

Rural poverty is still high and rural incomes hatagnated. Yields are still very low
compared to other regions in the world. Input @s&gy factor to increase yields, has

actually decreased after the elimination of inpuissdies.
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One important trend seems to be the increase iersification of income generating
activities (Bryceson 1999). Households have be@wshin various studies to have
increased reliance on non-farm activities to geteeracome (Davis et al 2010). This
trend can be positive if it signals the openingnefv income opportunities and new
markets where comparative advantages can be eegbl@ut diversification can be also
negative as it reduces the gains from specializamd can negatively affect
productivity and growth in agriculture. If the tebrof increasing diversification is
households’ reaction to increased risk and lackséstructure it has to be seen with

concern and the reasons behind it need to be asdles

In light of the importance that agriculture and theal economy have for development
we analyse in this thesis some critical aspectthefrural markets in the Tanzanian
region of Kagera. We focus mainly on the productsitie of the household and its
interaction with local market conditions. We analyshat factors can promote higher
farmers’ production and give rise to a more madtetnted agriculture. In particular we
will look at the role of market imperfection in therm of high transaction costs. We
then incorporate the findings of this analysishe assessment of the impact that price

shocks and trade policies have on income and veetfthe rural population.

We have discussed the importance that increasetugtioity in agriculture can have
for economic growth and poverty reduction. Howewee, will not focus directly on

productivity as measuring productivity requiresaanount of information not available
in our dataset. We will instead focus on farm otigmithe key variable for our analysis.
However, if productivity is loosely interpreted astput per unit of land, factors that

increase output can be considered to increase gtivity as well.
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1.3 The Kagera region

Kagera region is located in the extreme north-wagpart of Tanzania. The region lies
just below the Equator and has a common border UWgnda to the north and Rwanda
and Burundi to the west. The region’s large watelaaf Lake Victoria provides the

border to the east (Figure 1.1).

Kagera region covers a total area of 40,838 sokibometers of which 11,885 square
kilometers is covered by water bodies. The reg®mivided into six administrative
districts namely Biharamulo, Ngara, Muleba, Karagwekoba Rural and Bukoba

Urban. Bukoba is the regional capital and majoiiress town.

Kagera region is among the five most populatedoregiin the country and had the
lowest per capita GDP among all Tanzania’s region001. The region had a
population of 2,033,888 in 2002 about 6.0 percenthe total Tanzania Mainland

population. Population density is estimated at @k@ns per square kilometer.

Kagera is a predominantly rural region with 94%hef population living in rural areas
compared to an average of 70% in the all Tanzargarding to the 2002 population
census. The agricultural sector is the dominandlycbve activity accounting for about
50 per cent of the region’s GDP. Around 90% of thgion’s economically active
population is engaged in the production of food eash crops. Livestock is the second
most important economic activity in the region \ehishing provides employment for
people along the lakeshorEhe industrial base in the region is mainly limitedsome

coffee processing plants.

Kagera region has a pleasant climate, with temperatbetween 26°C and 16°C. The
main rains come twice a year (bimodal) in MarchMay and during the months of

October to December. The average annual rainfathi®whole regions ranges between
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800 mms and 2000mms. The dry period begins in dndeends in September. There is

also a short and less dry spell during Januaryreatduary.

The region could be divided into three broad agrolegical zones. The Lake shore and
islands with high rainfall, a soil with low avail@bnutrients and an altitude of 1300ms
to 1400ms above sea level. Crops grown are maanaias, cassava, beans, coffee and
tea. Average household farm size ranges betweer? latres. The zone covers Bukoba
Urban, most of Muleba and Bukoba Rural districtd #re eastern parts of Biharamulo

district (Figure 1.2).
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Figure I.1: Kagera Region, Tanzania
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Figure 1.2 : Kagera region, districts and roads
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ThePlateau area characterized by moderately highaihinith annual rainfall reaching

1000 mms to 1400mms with an altitude of 1300 toOl8@ters above sea level. Crops
grown for food in the zone are mainly bananas, bearaize and cassava. Coffee is the
main cash crop in the zone. The farm size rangeseea 2 and 10 acres. Karagwe and

Ngara district fall within this zone.

The Lowland includes areas at 1100 to 1200 meters aBeeelevel. These are flat
plains with occasional ridges an annual rainfaleraging between 500mms to
1000mms which come in a single season. The prihéjoa crops grown in the zone
include cassava, rice, sorghum, millet and maizé¢to@ is the main cash crop. Average
farm size ranges from 3 to 5 acres. The lowlandezoovers some small parts of

Muleba and Bukoba Rural districts, most of Bihar&rand part of Ngara district.

Overall, the major food crops cultivated in theioegare bananas, beans, maize and
cassava while coffee, tea and cotton are the nash crops. Bananas accounts for 60
per cent of food crops harvested followed by cassdvl7 per cent. Banana is in fact
the major staple food for households in the regidme production is seasonal with a
peak in the period of June — October and lower yrtidn during the remainder of the
year. The excess production of banana is mainlgodisd of in local markets and in

neighboring regions of Mwanza and Shinyanga.

Maize is gaining importance as a major food packaigfe beans in the region. Much of
the crop is grown in Karagwe and Biharamulo. The tagether accounted for 78 per
cent of the crop in 2002. Maize is normally intepgped with beans. Karagwe district

leads in beans production at 41 percent of regipraduction.

Coffee is the main cash crop which is normally rietepped with bananas. The region

leads in coffee production in the country. Coffeeaunted for about 89 percent of
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hectares under cash crops and 91% of all cash trap®sted. Robusta coffee is the
variety grown in the region and is grown princigdlly small holders in all the region’s

districts representing and important source of imedor most of rural households.

Coffee is harvested in the region between April daly and then it is marketed in the
period between August and December. Farmers selir tboffee un-hulled, as

unprocessed dry cherry.

The Tanzanian coffee sector has been charactebizepvernment intervention for a
long period before the government embraced pro-etapblicies at the end of the
eighties with the implementation of several strugtadjustment programs. The turning
point for the coffee sector was the season 1994i@®re major reforms were

introduced.

The system, before the reforms introduced in theetres, was based on primary
societies and state-controlled cooperatives. Farwere associated at the village level
in primary societies of 100 to 1000 members. Séyermary societies joined together
to form a cooperative union. All post-harvest fumes of procurement, transportation
and processing of coffee were attributed to prinsargieties and cooperatives. Farmers
were delivering the harvested coffee to primaryietas and received a first payment
based on a government previously announced pricehwhasically served as a
minimum guaranteed price. Coffee was then broumlat ¢ooperative curing factory for
processing and after it was delivered to the Tamz@offee Marketing Board (TCMB)

which was the only body allowed to sell it at aoos to private exporters.

Once the coffee was sold through the auction, tbi#e€ Board deducted its fees and
sent the revenues to the cooperatives unions. dbgecatives, after deducting all costs

and input credits paid the difference to primargisties which after a further deduction



24

for their own costs made the final payment to fasn€he whole process took at least a
year. Winter-Nelson and Temu report that in théég the second payment occurred
typically after nine months followed by a final pagnt a year to 15 months after
delivery (Winter-Nelson and Temu 2002). During #ie seasons between 1988/89 and
1994/95 farmers’ share of the export price keplinfiglwhile costs along the chain

increased, (Baffes, 2003).

Each primary society obtained a payment linkech® duality of the output delivered.
“Societies that delivered bigger beans with lowefatt count were paid more. Their

farmers were paid more as wél{Ponte 2001, p.18).

The decisive reform took place in 1993 when a nédlwlas approved which allowed

the private sector to take part in marketing arat@ssing coffee reducing significantly
government control on the coffee sector. In the419® season private buyers were
allowed to buy and process coffee in competitiothvthe cooperative unions. The
Coffee Board remained as a regulatory body andabpethe coffee auctions where all

exports have to be sold.

1.4 The KHDS dataset

The survey design

The dataset used for the empirical analysis isKhgera Health and Development
Survey (KHDS), a panel of households in the Kagegiort. The KHDS started with

four rounds (wave 1 to 4) between 1991 and 1994veasifollowed in 2004 by a fifth

! The survey is publicly available on the World BatkEconomic Development Initiative (EDI)
websites. We are sincerely grateful to JoadhieWeerdt of the EDI, Kathleen Beegle (World Baak}l
Kalle Hirvonen (University of Sussex and EDI) farsavering to our queries and providing additional
information on the survey.
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round (wave 5). The main objective of the KHDS wasnalyze the economic impact
of the death of prime-age adults on surviving hbotsemembers. The KHDS 2004 was
designed to provide data to understand economicilityoland changes in living
standards of the sample of individuals interviewredhe first four waves. The KHDS
2004 aimed at re-interviewing all respondents amtgrviewed in the KHDS 91-94.
This implied tracking these individuals, even ieyhhad moved out of the village,

region or country.

The KHDS used a random sample that was stratifejgaphically and according to
several measures of adult mortality risk to obt@madequate number of households
with an adult death in the sample while maintairtimg ability to extrapolate the results

to the entire population.

The KHDS household sample was drawn in two stagéh, stratification based on

geography and mortality risk. In the first stage 8b0 primary sampling units (PSUS)
in Kagera region were classified according to egghata defined over four agronomic
zones and, within each zone, the level of adulttatity (high and low). A PSU is a

geographical area defined by the 1988 Tanzaniars3ethat usually corresponds to a
community or, in the case of a town, to a neighboth Once all the PSUs in Kagera
have been classified into the eight strata, the £8&m which households would be
drawn have been selected. Six PSUs were seleatddmdy for each of the eight strata
for a total of 48 final PSUs. For each of the P@8hbuseholds were drawn randomly.
These 16 households fornthuster In three of the 48 PSUs two clusters of household
were selected. The final sample drawn was 816 Ihaldg in 51 clusters drawn from

48 PSUs.
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KHDS 2004 sampling strategy was to re-interviewiradlividuals who were household
members in any round of the KHDS 1991-1994e household in which these
individuals live would be administered the full ls@hold questionnaire. Attrition
during the five waves was quite low especially cdesng the gap of ten years between
the fourth and fifth wave. In fact, 93% of the Hasehouseholds has been re-contacted
and re-interviewed in 2004 where a re-contact f;ndd as having interviewed at least
one person from the househoBecause people have moved out of their original

household, the new sample in KHDS 2004 consistvef 2,700 households.

Much of the success in re-contacting respondentsdua to the effort to track people
who had moved out of the baseline villages. Oné-bakll households interviewed
were tracking cases, meaning they did not residbarbaseline communities. Of those
households tracked, only 38 percent were locateatbyethe baseline community.

Overall, 32 percent of all households were locatgidide the baseline communities.

This dataset represents one of the few exampleengf term longitudinal data in
developing countries. This is a potential advantaighe data in what it permits looking
at long term changes in households behavior ara @dsmits to analyze the role of
factors which, being quasi-fixed, are usually wakhat in standard panel analysis due
to lack of time variation. At the same time thisudcteristic of the data presents several
challenges as the central concept of householdnhesblurry in a ten year long period.
In fact, tracking each individual in the originamsple of households interviewed in the
first round of the survey gives rise to a much bighumber of households after ten
years.

The survey collected a number of important piedesformation on the demographic

characteristics of the household, of householdissamption and of farming and non-
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farming activities among other. It also complemertte households’ specific
information with a community survey which colle@gtgdormation on the infrastructure
and public services of each of the 51 communitegered by the survey and a price
survey which collects data on local market pricefood and non-food products. This

information permits us to obtain a wide range afatales of interest.

Derivation of the main variables

Two variables in particular are of special impodaifior our analysis: output quantities
and producer prices. Obtaining correct measurethede variables from the survey

presents several challenges.

Concerning the output measure, the survey colieétsmation on the value sold and
on the value respectively kept as seed, lost, sthafiven as gift or payment in kind or

used for home-consumption. Addition of these agapegy will give the total value

harvestedv/ " . Ideally the value harvested would be obtainefbksw:

VT :Vsold + Vconsumed+ V gift+ V Iosgi_A V stoch_ V process

However, some problems arise when dealing witheggge estimates of output. First,
there is no information on the change in stock dnly on the total value of the crop
kept as stock \(*°*). This should not represent a problem as foodscesp perishable
and cannot be stored for long periods hence ikedyl that stocks are depleted at the
end of each growing season. For coffee also stoimg®t safe as beans are very
sensitive to storage conditions and only after @ssmg coffee can be stored for a

prolonged period of time. This ensures that co$fieeks also are depleted each season.
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Secondpart of the harvest might be used to create predegsoducts. While we know
the households that did not sell processed prodiatshe ones that did sell we do not
know the quantity of crop used but only the finalue of the product. There is not
enough information in the dataset to extract theevaf the crop used to produce the
processed product and we decide to exclude pratessps from the total value

harvested.

Finally, the section on home consumption of cragmorts values of home-consumption
for each crop but for coffee the aggregation opsr slightly different from the one
used for the other components (i.e. coffee is epbrted as a stand-alone measure but it
is aggregated with tea and cocoa). What can beradfdrom the data is that only very
few households produce tea while it is not posstbledentify how many produce
cocoa. Coffee however is not usually consumed & Klagera region and to avoid
introducing noise in the estimates we exclude #igigregate from the computation of

the total value of coffee harvested.
Thus, our measure of the total value harvestedrifobd

VT :Vsold +Vconsumed+ V gift+ V |05l|_ V stol

Food

and for coffee

VT - Vsold + Vgift + Vlost+ Vstocl
Coffee

The value harvested has to be deflated by an apatepprice to obtain the total
guantity produced. As the producer price will als® one of the main covariates of
interest the deflation might create an econometrablem in presence of measurement

error. In fact, this procedure gives rise to thengwn problem ofdivision bias” and is
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likely to generate a spurious negative correlati@iween output and pricesThis
represents a potential problem that needs to beessled in the econometric estimation.

Our strategy to attenuate this potential problesithe components:

first, as a measure of producer prices we use geepaices instead of household
specific prices to average out any measurement. &he justification for this choice is
that household specific data for prices are usualipject to a high degree of
measurement error given the peculiar charactesisti@gricultural production which is
subject to seasonality and lags that make pridésudi to recall in a single measure by

the households.

Moreover, a further concern about using househodg&cific prices is that we are
estimating the conversion factors using a priceessjori. This is likely to add further
measurement error to price data. Given these lilmits, averaging households’ prices
at the community level is likely to reduce the mgament error if we are willing to
assume that the error is randomly distributed dwarseholds with zero mean. This
seems quite a reasonable assumption as there sedrmasno compelling argument for

the measurement error to take any different form.

As a second component, we seek to exploit differeeasures of prices that can be
derived from the survey to reduce any spuriousetation between output and prices
generate by the deflation. For food prices thiaakieved exploiting the presence of a
community price survey collecting local market padfor food. For coffee, where no
market prices were collected, we exploit the polssilof averaging prices at distinct

administrative levels. Thus, we deflate coffee &t output using the ward average,

2 See Benjamin (1992) and Deaton (1988). Also Keh§62) in the trade literature and Borjas (1980) in
the labour economics literature.
% Details on the procedure adopted and resultsep@rted in Appendix 1.
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an intermediate administrative level smaller th&e tdistrict but bigger than a
community. As regressors we use community markieegrfor food and the average

community prices for coffee.

Information on producer prices for crops has beeectly collected in the survey for
each household that sold part of the harvest. Heweqwices are expressed in several
traditional units of measurement and need to berexded in a common standard unit.
This is quite a common problem for agriculturalv&ys in developing countries where
standardization is not complete. This issue, iemfoverlooked in empirical analysis,
has been the subject of few studies which develalierent techniques to deal with
the problef. A further problem arises for households that did sell any of the
harvest. For these households a price needs tofged. In Appendix 1 we develop a
techniqgue to address these two problems based oegr@ssion which identifies
conversion factors from price data expressed ifemdiht units and provides predicted

prices for households not selling any of the preducutput.

The food output index is derived from the aggrematof four food crops which

represent both the main food crops produced inréiggon and the main staple food
consumed: bananas, maize, beans and cassava.dtheutput index is derived as the
total value of output of the four crops deflated &yood price index. The food price
index is calculated as the simple average of thekebgrices of the four crops. We use
the simple average instead of a weighted averagavéad introducing a source of

spurious correlation between the output measurdhangdrice index.

A further variable of interest is the agricultuvahge. For the first four waves of the

survey the salary paid for hired labour has bedleaed for the households that did

4 See Capeau and Dercon (2004) and Lambert and M&#888).
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hire labour. In the fifth wave only the total ambwpent on hired labour was collected
which unfortunately prevents the use of househgidciic wages. However, the
community questionnaire collected information orgesfor agricultural workers in all
of the community for the 5 waves of the survey. B&gre disaggregated by gender
(male, female, and children) and only in 91-94 yyet of activity (clearing, planting,
harvesting, and other). In wave one to four theevag a day of work (length of which
is not specified) is recorded while in the fifth weathe hourly wage is recorded. To
make them consistent we assume that a standarefdaprk is of eight hours and

transform the hourly wage into the daily countetpar wave five.

All the other variables of interest are easily aied from the survey. The total value of
assets is obtained by aggregating values of equipnbeiildings, land, durables and
livestock and the net value of financial assetorg by household members in the
survey questionnaire. The total land area is obthis the sum of athambasowned

or cultivated by the household and is expresseatias. The education variable is the
number of year of education of the household h&ainfall is the total amount of
rainfall as recorded in the closest weather statidghe growing season. Distance from a
motorable road is a community variable which expeesthe community distance from
a motorable road in kilometres. This informatiorcalected only in the first and last
wave and we extend the first wave distance to therdhree waves of the first round of
the survey. Thus, time variation in road distarecbased on difference from the 91-94

value and the 2004 one.
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1.5 Evolution of welfare and agriculture

The Kagera Health and Development survey beinganthe few examples of long
term panel with a first wave in 1991 and a fifthweain 2004 can provide useful
insights into the evolution of the income, the agtural sectors and farming in the

area.

Table 1.1 reports statistics on the evolution @bme and the most important poverty
and inequality indicatoPs Average per-capita consumption has increasedahterms
by 25.9% from 1991 to 2004 bringing a reductiomhia percentage of households living
below the basic needs poverty line of 5.5% perggntaoints. All welfare indictors
show a significant improvement from 1991 to 200¥%duality, measured by the Gini

coefficient, increases instead by around threegmeage points.

These figures are consistent with a region whicbhwsh some signs of economic
development although not very pronounced givenléhgth of the period considered.
Figure 1.3 plots the income distribution for 199 &£004 showing that the increase in
per-capita expenditure spreads along the entiremecdistribution but with a more

pronounced increase at the top of the distribuiod with some signs of increasing

inequality.

®> We proxy income with total expenditure as this basn shown to be a more reliable measure of living
standards by better reflecting permanent incomebgraivoiding the problems of measuring income
directly with the information available in housethialurveys (Chaudhury and Ravallion 1994; McKay
2000)
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Table 1.1 : Evolution of welfare 1991/2004

1991 2004 A
Mean per- capita 207905.2 261863.3 25.9 (%)
expenditure (TZS)
Poverty Headcount 26.857 21.331 -5.5
Poverty gap 2.856 2.131 -0.7
Poverty severity 1.324 1.004 -0.3
Gini coefficient 379 A17 3.2
Number of 875 2630
households

Note: Expenditures for both periods are in 2004 realgwicThe basic needs poverty line is set at
109663 TZS units. The three poverty measures —potieadcount, poverty gap and severity- are ttse fir

three members of the Foster-Greer-Thorbecke clgssverty measures.

Figure 1.3 : Expenditure distribution 1991/2004
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While the above figures show signs of overall inyerment in households’ welfare

indicators we are interested in understanding d¢ihee that the agricultural sector has on

the overall economic performance in the area. lddadirst analysis of the data and of

the production characteristics of the Kagera retighlights several important aspects.

First, almost all households engage in some farmattyities. Only in the fifth wave
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the number of households involved in farming isuel mainly as a result of
households who have moved to a different area. riekecthe production system is
mainly based on the duality between food and casipsc Almost all households
involved in farming activities produce food crophile a high percentage, around 65%,
produce coffee. The agricultural system is charead by smallholder producers with
an average amount of land cultivated of four agriés a small decrease between 1991

and 2004.

Table 1.2 presents some indicators of the perfoceaf the agricultural sector. While
these figure need to be taken with caution, beimple descriptive statistics of a very
complex phenomenon as the agricultural sector, gtély can provide some broad

picture that we will explore more deeply in thedaling chapters.

The first thing to notice is a general decline bé timportance of agriculture for
households in the area. The value of output peitacéas significantly decreased in the
period by more than 30%, reducing the share of wopsion financed by agricultural

production from 66% in 1991 to 45% in 2004.
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Table 1.2 : Evolution of the agricultural sector 191/2004

1991 2004

Agricultural  output| 67427 44714
per-capita (TZS)
Yields per acre 102787.9 64324
Share of production0.66 0.45
in total expenditure

Input use (% households applying)
Hired labour 25.80 32.70
Fertilizers 5.72 3.15
Organic fertilizers 44.77 23.31
Pesticides 12.55 6.68
Transport 10.61 5.80
Share of coffee 0.06 0.04
production in total
output
Share of food 0.70 0.71
production in total
output
Share of other crop | 0.24 0.25
production in total
output
Herfindahl Index 0.31 0.32
Openness 0.60 0.67
Expenditure share af0.08 0.04
sales
Expenditure share 09f0.52 0.63
purchases
Normalized Trade -0.80 -0.89
Balance

Note: All the figures are simple averages over househdidricultural output is the sum of the value of
all the crops cultivated. Yields are calculatechgscultural output per acre of land cultivatedeTdhare
of production in total expenditure is agricultucaitput over total expenditure. The share of pradadn
total output for coffee, food and other crops retipely is the value of each crop output over total

2
agricultural output. The Herfindahl index is cakuigld asZ(%J wherei indexes the ten crop
i

aggregates considered and X is total agricultungbat. Openness is caIcuIatedgs;—p where s and p
are respectively total crop sales and purchases.eXpenditure share of sales and purchases isathe v
of sales and purchases over total expenditure Nidimalized Trade Balance is calculated—za:s_—g and
ranges between -1 and 1.

This is a significant shift away from agriculturgkoduction which signals that

households have diversified their sources of incohie value of output per acre also
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decreases by 37% showing that productivity per &a® declined in the period. In

terms of input use the figure show an increasénénpgercentage of households which
hire labor in same stage of the agricultural seagloite there is a substantial reduction
in the proportion of households applying other ispsuch as fertilizers and pesticides.
The trend of agricultural output, yields and inpge are consistent with a decline of

agricultural activity in the region and a divers#tion of households’ income activities.

Figure 1.4 : Evolution of agriculture
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Figure 1.4 shows the distribution of agriculturaitfmut per-capita and yields in both
periods and (bottom panels) plots the relationslefoveen consumption per-capita and
respectively agricultural output per-capita and share of agricultural output in total
consumption. There is a leftward shift in the dlgttion of yields and output per capita

and a marked reduction in the share of consumg@emounted by agricultural output.
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This reflects a diversification strategy out ofiagtture during the period and in general

a decline of the importance of agricultural asrasome generating activity.

The fact that the share of agricultural productiototal expenditures for higher income
households is identifiably lower and also declifester in between the two periods can
be an indicator that higher income householdsle@hes that are able to diversify out
of agriculture and into different income generatawgivities. The literature on income
diversification strategies of rural households hdsntified different motives for

diversification. Diversification can be a reactitmexcessive risk, or high transaction
costs or liquidity constraints. In these casesmdifieation is a matter of necessity and it
is the poorest households that are most likelyiverdify their incomes. On the other
hand, income diversification can be also undertdkencher households who have the
necessary level of income and assets to make #msition into nonfarm activities

where there are high entry costs.

In the first case, policies facilitating the moverhef poor households out of high risk
and low return agricultural activities into the Alaam wage employment, and self-

employment along with easier access to urban gd®mn to be the most appropriate.

In the second case, it may be more important fropolecy point of view to stress

public investments in agricultural activities suab roads, electricity and agricultural
extension services in order to foster the growthnebmes in agriculture, especially
among poorer households, so that they too can gentre necessary capital to move

out of agriculture.

Figure 1.5 looks at the crop mix and shows theeslodrtotal agricultural production
coming from coffee, food and other crops respebtias a function of consumption

per-capita. The most obvious trend seems to bdwctien in the weight of coffee in the
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crop mix in favor of food and other corps. This lcbreflect the reduction in the coffee

international prices experienced in the nineties.

Figure 1.5: Crop mix and specialization
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The bottom-right panel of figure 1.5 shows the Hheltial index of production
specialization as a function of consumption peritea his index captures the degree of
diversification in cropping strategies. It is boeddbetween 1/n (being n the number of
crops cultivated) and 1. In this calculation weetakto account ten crop aggregates so
that a household cultivating all the ten crops vatiual weight would have a value of
the index of 0.1. The average index value is 01 031991 and 0.32 in 2004 showing
first that the crop mix is not very specializec (ihouseholds tend to produce several
different crops simultaneously). The second thmgatice is that there is no important

movement from 1991 to 2004 in the within crops sgdeaation pattern.
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Figure 1.6 : Commercialization patterns
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Figure 1.6 looks at the commercialization patteand shows in the top two panels the

share of agricultural sales on total expendituresthe share of total purchases on total

expenditures. The share of sales of crops is tpuweand decreasing in 2004 from 1991

across the whole of the income distribution exdeptthe bottom part. The share of

purchases accounts for around 50% of total condompt 1991 and it increases along

the income distribution. In 2004 market purchaseE®anted on average to around 60%

of total expenditures with a significant increasm the previous period. As a result of

these trends openness computed as the sum of nsalkest and purchases over total

expenditures increases between 1991 and 2004 andréasing in total consumption

with households at the bottom of the distributielying less on the market than higher
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income households. The net trade balance, calsukdethe ratio of the difference
between households’ sales and purchases overstimair is instead decreasing in 2004

from 1991 reflecting the increase in purchasesthadeduction in sales.

These statistics seem to show that householdseimetiion rely on a traditional semi-
subsistence agriculture characterized by a low llewé specialization and
commercialization. Moreover, there is no sign osignificant improvement in this
respect in the 15 years period taken into accdur.only significant trend coming out
from the data is a reduction of the importanceaniming as income generating activity,
in particular for households at the top of therdsition. With these insights we move
in the following chapters to an analysis of thestaaints facing households in the area

looking in particular at the role of transactiorstso
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Appendix 1

ESTIMATING CONVERSION FACTORS FOR PRICES AND

QUANTITIES

The measurement of the quantity produced of coffie@ other crops in the Kagera
survey presents several challengBEse crop section asks households the quantity sold
during the past 12 months with a unit code andptige of the crop sold (with a unit
code). Then, the values of crop kept for seed wergor lost or kept in stock are asked.
This way of collecting the information creates sav@roblems when we want to know

the quantity produced in the last 12 months byhihwesehold and its sale price.

The main problem is that the units of measuremeat dor both the quantity sold and
the price do not have standard conversion factbings problem is common in rural

surveys in developing countries where standardainas not widespread and local non-
standard units of measurement are often quotede@@aand Dercon, 2005). The KHDS
did not collect conversion factors for local unsis an alternative method has to be
employed. Moreover, many units used are physichlme units implying the density

of each commodity will affect the conversion int@arslard units so that conversion

factors will be commodity specific.

We follow the approach proposed by Capeau and De(2005) to jointly estimate
conversion factors and market prices for commagliticabsence of market transactions.

Starting from a simple accounting identity we hévat p, , the recorded selling price
for householdiin cluster j expressed in unik , is equal top, the price in kg (or a

different numeraire if needed) in clustgr multiplied by the amount of kilograms

present in unitk, a, .
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Pk = B &
In this identity two assumptions are implicitly dsdirst, we consider commodities as
homogenous and no attention is posed to qualifereéices. Second, we assume that

the price per kilogram does not depend on theianithich it is sold.

Assuming a log-normally distributed multiplicatiegror term, the basic econometric

specification is:
P = P & ¢®

taking logs this becomes

In(py ) =In(py) +In(g) + U
This equation can be estimated by OLS. The depéndeiable is the logarithm of the
price declared by the household in a specific Ukssuming that the cluster price in a
given unit chosen as numeraire varies systematiealioss space, time and rainfall we

have:
In(p;) =a+BX,+oR +yt

where X is a vector of geographic coordinates ef dlusters, R is a vector of cluster
average rainfall for the 3, 6, 9 and 12 months gulew the interview and t is a vector of

time variables. Substituting into the previous dmumawe get:

In(py) =a+LBX;+0R +yt+In(g) + )
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By specifying a set of dummies variables for thésuof measurement the conversion

factors a, , become a set of dummies whose coefficient provategstimation of the

amount of kilograms (or whatever numeraire is chpger each unit.

We use the above econometric specification to nltanversion factors for coffee and
the main food crops as bananas, maize, cassavaeand. We pool all the observations
for each crop of the five waves assuming in thiy teat the conversion factors do not
vary over time. Out of the 8101 price/quantity paire set 187 to missing as prices are
expressed in units which do not have enough obBenv#éo estimate the conversion

factor with precision.

We use the above method also to identify and repladliers. We run the above
regression with a robust regression method whictirots for influential observatiofis

Observations which fit poorly the data are ideatlfias outliers and replaced with the
predicted value. These observations are the ontbsamveight in the robust regression
of less than 0.1. With this approach we identify@ 28ut of the 7914 observations as

outliers.

After replacing outliers we run the same regressigain using standard OLS with
robust standard errors to obtain the conversiotofacWe also use this regression to
obtain a price for households where no market &reticns have been recorded, an
approach which is superior to the simple imputatbthe mean or median price. The
results for each crop are reported in table 1.8vlbeThe numeraire for each crop is the

unit with the highest number of observations. Fandnas only one unit was recalled

® The robust regression method is implemented wighreg Stata command. It is an iterative procedure
which works by first performing a regression, cédting case weights based on absolute residuads, an
then regressing again using these weights. Weidgtise from the Huber weighting whecases with
small residuals receive weights of 1 (no downweig)t but cases with larger residuals get gradually
lower weights. Iterations stop when the maximumngeain weights drops below a pre-specified
tolerance.
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(bunch) so there is no need to estimate any coiwvefactors. All the coefficients are

well determined, highly significant and with thepexted sign.

Table 1.4 shows the estimated convertion factorsefch crop obtained from the
regression dummies. We do not have any additioriaimation in the survey to use as
a comparison to assess the reliability of the estoh conversion factors. However,
anecdotal evidence obtained during a field visitthe area shows that coffee bags
(sacks) are considered equivalent to around fiftggkams and our estimate is very
close to that value. The only external source taet be used to partially validate our
estimates is the Survey of Household Welfare artlabuain Tanzania (SHWALITA)
which covers around 4000 households in seven Tanzalstricts, two of them in the
Kagera region. This survey collects convertion dextfor several commodities/units.
We can compare only the debe/kg convertion for bedrich is estimated on average in
the survey at 19 kilograms per debe. Our estinmfbi9 kilograms per debe which is

not very far from what found in the SHWALITA survey

Table 1.5 shows descriptive statistics for the erseries used in the econometric
estimations in the following chapters. We can compeoffee prices to the average
coffee price paid by coffee cooperatives in thear€or the period 1990 to 1994 both
the Kagera Cooperative Union and the Karagwe DBistiooperative Union report
prices in the range between 50 and 70 Tshs pegkbito which is in line with the
average coffee price reported in the survey (Tdb% for wave 1 to 4. For 2004

average prices reported by the cooperatives anthdylanzania Coffee Board range

” Information on the cooperative prices was obtained by the cooperative offices during a field visit in the
Karagwe and Bukoba district. We have historical prices from 1990 to 2010 for the Kagera Cooperative
Union operating in all Kagera districts and the Karagwe District Cooperative Union operating mainly in
the Karagwe district.
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between 155 and 240 Tshs per Kilogram which israghise to what reported in the

survey for wave 5.

Table 1.3 : Price regressions

€ &) 3) @) (5) ®) 7
Cooking Sweet Other
VARIABLES Coffee Cassava bananas bananas bananas Beans Maize
Kg NUM. -2.770%*
(0.0466)
Fungu NUM. -2.548%**
(0.107)
Sack 3.937*** 2.848*** 1.708*** 1.630***
(0.0180) (0.100) (0.0278) (0.0354)
Debe 2.255%** 1.760%** NUM. NUM.
(0.0267) (0.0755)
Day 0.000269***  0.000259***  0.000262***  0.000286***  0.000310***  0.000317***  0.000312***
(4.54e-06) (1.96e-05) (9.97e-06) (1.19e-05) (7.96e-06) (6.17e-06) (8.93e-06)
nx_coord -1.08e-07 1.50e-06 4.76e-06*** 6.13e-06*** 6.09e-06*** 3.53e-07 1.07e-06***
(2.66e-07) (1.09e-06) (5.61e-07) (7.11e-07) (5.85e-07) (3.12e-07) (4.09e-07)
ny_coord 3.06e-07 1.53e-06** -1.96e-06*** -1.95e-06*** 1.30e-07 -5.70e-07*** 1.80e-07
(2.77e-07) (7.64e-07) (4.28e-07) (5.53e-07) (3.98e-07) (2.12e-07) (2.44e-07)
rain3 -0.000877*** 0.000246 0.000516 0.000579 0.000868*** 0.000233 0.000262
(0.000178) (0.000699) (0.000379) (0.000404) (0.000320) (0.000273) (0.000415)
rain6 -0.000966*** 0.00188 0.000910 0.000950 -2.86e-05 -0.00109** -3.05e-06
(0.000269) (0.00132) (0.000686) (0.000659) (0.000539) (0.000444) (0.000745)
rain9 0.00115%** 0.00117 -0.000563 -0.00272** -0.000855 -3.40e-05 0.00192*
(0.000395) (0.00175) (0.00107) (0.00111) (0.000863) (0.000806) (0.00108)
rainl2 0.000109%*** -0.000230** -7.35e-05 0.000164** 4.46e-05 3.15e-05 -0.000267***
(2.78e-05) (0.000111) (5.94e-05) (7.19e-05) (5.37e-05) (4.54e-05) (6.20e-05)
Constant 3.745%* 3.726*** 5.593*** 4,111+ 3.754%** 6.683*** 6.301***
(0.0446) (0.150) (0.0702) (0.109) (0.0764) (0.0377) (0.0567)
Obs. 2,303 448 967 1,091 1,704 863 538
R-squared 0.956 0.799 0.500 0.366 0.522 0.940 0.914

Note: Robust standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1. All regressions are estimated by OLS. The
dependent variable in all regressions is the log of the reported price.

(1) Kg is the numeraire

(2) Fungu is the numeraire
(3) (4) (5) no conversion factors are estimated as all prices are expressed in the same unit (Bunch)
(6) (7) Debe is the numeraire

Table 1.4 Estimated conversion factors

Coffee Cassava Beans Maize
KG Num Num
Sack 51.3 17.3 87.8 5.1
Fungu Num 0.08
Debe 9.5 5.8 15.9 Num

Note: each column reports the conversion factopsessed in terms of the
indicated numeraire. These are obtained from tipemential transformation of the
coefficients estimated in table 1.3.
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Table 1.5 Coffee and food prices summary statistics

Coffee Cassava | Beans Maize Bananas
(TZS per Kg) | (TZS per | (TZS per | (TZS per | (TZS per
Fungu) | Debe) Debe) Bunch)
Wave 1 | Mean= 64 72 810 544 203
Sd=19 (33) (164) (92) (118)
Vc=0.29 0.45 0.2 0.17 0.58
Wave 2 | Mean= 48 88 792 780 184
Sd=11 (30) (117) (95) (119)
Vc=0.23 0.34 0.15 0.12 0.65
Wave 3 | Mean= 45 112 872 704 254
Sd=13 (37) (98) (87) (169)
Vc=0.29 0.33 0.11 0.12 0.66
Wave 4 | Mean= 65 98 1012 723 278
Sd= 15 (39) (131) (99) (175)
Vc=0.23 0.4 0.13 0.14 0.63
Wave 5 | Mean= 159 | 283 3125 2584 807
Sd=48 (97) (414) (418) (499)
Vc=10,3 0.34 0.13 0.16 0.62

Note: the table reports the simple average acrossdiolds, the standard deviation and the variation
coefficient for the price series by wave. Wave #toorrespond to the 1991-1994 period while wai® 5
for 2003-2004.
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Chapter 2

Agricultural supply response, transaction costs
and separability: evidence from Tanzania

2.1 Introduction

In this chapter we analyze the production structume the production decisions of rural
households engaged in agriculture as their maiiviggta common characteristic of
rural areas in developing countries where agriceltxepresents the main source of
income for most of the population. Having a cleaderstanding of how production
decisions are taken and what are the main fact@giisg them is a first important step
towards an assessment of the impact of differetitipe on welfare and economic

development.

The first aspect we analyze is the extent to whitdwrket imperfections influence

households’ production decisions. The literaturehos subject has shown that different
market failures can lead to peculiar and sometimegyse households’ behavior. A
general result shown is that in presence of marnkperfections households are unable
to separate consumption and production decisiohss h turn influences the way

production decision are taken and consequentlyvinethese have to be modeled. We
test whether the separability hypothesis can sdbelysustained for this sample of

households or not.
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The second aspect we will focus on is the sup@paoase for cash and food crops. We
analyze farmers’ production decisions and in palaictheir supply response to price
and non-price factors in a context which is potdhti characterized by market
imperfections. How responsive are farmers to paod non-price factors is a very
important piece of information for policy analysd/e find that households in the

region are responsive to prices for the main casp lout not for food.

The availability of a long-term panel dataset alous to investigate these issues with
higher accuracy than previous studies. In fact, @@ control for unobserved

characteristics and at the same time identify thaict of some factors that are slowly
changing and that are usually washed out in stangi@nel analysis. Moreover, we add
to the empirical evidence on separability and syppkponse in rural Sub-Saharan

Africa.

After a brief discussion of the theory of the rofemarket imperfection and separability
in household models we present an empirical tessdparability using a dataset on the
Kagera region of Tanzania and then we estimatedarsupply response for food and

coffee.

2.2 Conceptual background

When approaching the study of economic behavialewmeloping countries’ rural areas
we face the problem of how to characterize and inedgties which incorporate the

two traditional aspects of economic life: consumptand production.

Indeed, for a large part of the population of depelg countries’ rural areas these

decisions are taken simultaneously under a singigyethe household. This can rarely
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be characterized as a pure commercial farm asudllysconsumes part of its produce
and employs family labour in the farm. But it cahnost be described as a pure
subsistence farm either as it often sells parthefgroduce to the market and employs
hired labour. It is thus generally a semi-subsistemunit where subsistence and
commercial decisions are interrelated. Every attetapmodel farming decisions in
developing countries’ rural areas should take thieseractions into account. The
recognition of the importance of these complexitigye rise to a specific form of

economic modeling called farm household models.

One of the first recognition of the complex intdras shaping the economic behaviour
of farm households came from the pioneer work o&yamov (1926). Chayanov was
concerned about peasant conditions in Russia ionéext of almost absent labour
markets. His main insight was on the recognitioat titne household which produces
goods in part for consumption and in part for tharket using mainly its own labour,

forms a particular economic unit that has to bdysea as a whole to fully understand

its economic behaviour.

Agricultural households models have then been fbreth analytically and under a
wider spectrum of conditions by several authore Ikakajima (1969), Sen (1966),
Jorgenson and Lau (1969). The work of Singh, Sqaitd Strauss (1986) offers a
systematic review of the theoretical and empirisalies associated with the analysis of

households’ production and consumption decisions.

The main characteristic of these models is thaetduction and consumption decisions
are linked because the deciding entity is both adpcer, choosing the allocation of

labour and other inputs to crop-production, andansumer, choosing the allocation of
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income from farm profits and labour sale to the suomption of commodities and

services.”(Taylor and Adelman, 2003)

The household’s objective is assumed to be to magimatility, consuming home-
produced goods, purchased goods and leisure subjactet of constraints. Constraints
include cash income, time, endowment of assetslyatoon technologies and prices of
inputs, outputs and non-produced consumption godeisces are either fixed
exogenously in the case of traded goods with perfeckets or determined as internal
shadow prices imposing the condition that demangalequtput in the case of non-

traded goods with missing markets.

The standard problem for the household can be frethas follow:

maxU ¢ ;Z°)
s.t

g(gq; ) =0
D PG=D Rq+ pT+ E=
|

us

Where the household maximizes utility defined caefector of consumption goods

(which includes leisure)z® are characteristics affecting preferences. Aparnftabour
identified with the sub-scriptwe use a single subscripto identify outputs, inputs and
consumption commodities but clearly not all of thara simultaneously inputs, outputs

or consumption goods. We can think of a set

I :{food crop, cash crop, labor/leisure, @tinputs, non-food consumption 90(})(

from which various subsets can be specified:
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P =farm outputs$ food crop, cash cfop
C= consumption{ food crop, labor/leisure mfwod good};

The maximization problem is subject to two consitsi first, the production function

defined over a vector of netpgt where inputs ¢ <0, including labour) are combined

to produce different outputsg(>0) conditional on a productivity shiftee”. The

production function is assumed to be well-behaveithd quasi-convex, increasing in

output and decreasing in inputs.

The second constraint is a full income constrampasing that total expenditures,
including leisure, need to be equal to the fulbime given by profits plus the full value
of time T plus exogenous incomé. The labor market is perfectly functioning and
family and hired labour employed in the farm arsumsed to be homogenous as well as
farm and off-farm labour. Land is considered agdixThe household chooses the total
amount of labour to supply in the farm or outside ¢he model poses no restriction on
the combination of farm and off-farm labour as wadlon the mix of family and hired
labor. All other markets are perfectly functioniagd thus prices are exogenous to the

household.

The lagrangian for this problem is:

L=U(c;Z)+AD. pqa-2, pc+t pT E+o 6,0 %

The first order conditions are:
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These can be rewritten as:

&:—&:ﬁ |¢J

The FOCs give the output supply, factor and consiompgioods demand functions:

00) q=q(p:?) opP ol

(0.0) QZQ(H,y;i) ilC o
Wherey' is the full income evaluated at the profit maximiglevel of output.

The reduced form of the model is:

4=q(p;?) oP ol
c=¢(p;Z, 2, ET ©OC

The model is thus recursive or separable in thadystion decisions are not affected by
consumption-side variables. However, consumption midgpen production decisions
through profits. The model can thus be solvediiecarsive way maximizing profit first

and then maximizing utility for given profits.
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The preceding illustrates the separation or reeergroperty of farm household
modelS. The property states that if all markets for whitte household is both a
producer and a consumer, including labor, are fuektioning and the household faces
all exogenously market-determined prices, then th@sumption and production
maximization problems can be solved in a recursmag: first maximize profits from
the production activity and then maximize utilityr fgiven profits. Production decisions
are not affected at all by preferences or otherattaristics that influence consumption
decisions while consumption decision are linkedptoduction ones only through
profits. This property simplifies significantly titeeoretical and empirical treatment of
households’ decisions in that the production sigle lbe modeled as a standard profit

maximizing firm and the consumption side very cltsa standard consumer problem.

The basic difference between a stylized househaldeinas the one presented above
and a standard consumer model is that in the [dteebudget is fixed, whereas in the
household model it is endogenous and depends gprdieiction decisions that in turn
determine profits. On the production side, if alinkets are perfectly functioning in the
standard neo-classical meaning, there are no eifées from a standard producer

model.

One of the most important applications of these ef®ds the comparative static
exercise that attempts to determine the sign anghitumle of exogenous shocks on
variables of interest. The joint consideration ohsumption and production decisions
has the effect of changing some of the standardréfieal results. For example, in
demand analysis a profit effect is now added tostiamdard substitution and income

effects of a price change. This can reverse thedatd outcome of demand analysis if

8 In what follow we make use of the terms separbitieparation property, recursiveness and reairsiv
property interchangeably referring to the same @riypwvhich makes possible the treatment of the two
sides of the model, consumption and productiomywasdistinct problems.
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the profit effect outweighs the standard Slutskye.ofhe effect on household
consumption of a price increase becomes now ambgudn the production side also,
the impact of price changes on marketed surplugpfoducts that are also consumed

becomes ambiguous as it depends on consumptiosialesias well as production ones.

To obtain the elasticity of demand to the own piic&lly differentiate the demand

function (0.0) with respect to the own price:

% 0, |, 0¢or
dp dp © 9 Ap
_oc oG , , 96 _0¢ dc
= =— L C—=tqQ—~=7—_,tTq—-¢)—
o b Oyt g Tap b YA e)gy
(OO) Slutsky eq Profit effect
gngg{pi(q—q)}m
y
=€h+5m/7|

Wherefg is the Hicksian compensated own price elasticitgdeamand for good, 7, is

its income elasticity ands™ is the share of goadmarketed surplus on income.

The demand elasticity depends now not only fromstaedard substitution and income
effects but also from the profit effect reflectimgme of the main characteristics of
household models which make profit endogenous. iif@ication is that the profit

effect can outweigh the standard substitution amcbme effects and the overall
elasticity of demand to the own price is not detagd a-piori in its sign. In particular,
the sign depends on the income elasticity -if gom@snormal or inferior- and on the

sign of marketed surplus. For net-sellers conswnptiight respond in a positive way
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to changes in the own price even for normal gods. the marketed surplus the

comparative statics result can be shown as follow:

m=g-¢
om _oq _d¢
op. dp adp
Pom_q poa_ ¢ poc
maop mQadp mcor
ngiXi_igp
m= m

The elasticity of marketed surplug, () is determined by the supply elasticity; §

which, given assumptions about the convexity ofgraduction function, has a positive
sign, minus the elasticity of demand weighted respely by the share of output and
consumption on marketed surplus. In this case #ishege is no a-priori conclusion for

the sign of the elasticity. For net sellers andmwaidrgoods the elasticity might turn to be

negative.

The above analysis is based on the assumptionmplete markets which make the
model recursive. However, in presence of missingrgrerfect markets the recursive
property is violated. If one market for a good wehéne household is both a producer
and a consumer is missing or presents some kimdprfections, then the household is
not a price-taker anymore but is subject to a siapiice defined as the price that if
observed would equate household’s demand and s@mptizat good. In this case, the
shadow price will depend on both demand and supgtyors and the separation
between production and consumption decisions breddwn thus making both

decisions simultaneous. Now demand side charatitsrief the household influence
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production decisiorfs This has important consequences on how househaids

impacted and react to price shocks. Moreover, s implications on the appropriate
modeling strategy of production as now it cannotrmaleled separately from demand
anymore. Household models that incorporate theraot®n between demand and

supply side become the most appropriate modelioignahis case.

To show the implication of non-separability the wdomodel can be modified to

introduce a missing market. The problem facinghtwesehold is:
maxU ¢ ;Z°)
s.t
9(q; 2)=0
2. PG=D R4+ pT+E
T

0.0) ¢=q
The additional constraint (0.0) implies that houddl are not participating in one of

the markets (identified with the subscript 1) ahdst have to internally equate supply

and demand for that good. The lagrangean for tiwblem is:
L=U(c: )+, pa-2 pe+ P E+@ 0,0 3+4 & )

The first order conditions assuming interior sauos are:

’It is clear that this applies only to goods whére household is both consumer and producer as ®ingh
al. point out clearly*If, however, the household faces only market gsior if it faces a virtual price for
a commodity that is consumed but not produced i@ versa), then the production choices will not
depend on household preferences, but consumptioicesh will depend on production technology
through full income. The model is then recursi&ingh, Squire and Strauss, 1986)
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These can be rewritten as:
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The last expression provides a definition of thadglw price for the missing market and
shows how this reflects the household internal gq@ron of scarcity for that good.

The FOCs give the output supply, factor and congiomgoods demand functions:

(0.0) q=9(a, p; 2)

(0.0) G=6(n, B Y 2)

where y" is the full income at the optimum. The equilibriwondition for the missing

market is:
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0.0) c(p.RY:8)=g p p?

This implicitly defines the shadow price for thessing market as:

p=p(R 2,2 ET

The reduced form of the model is:

4=9(p:%2,Z, ET oP gl
¢=6(p;Z, 2, ET gc P

This model is non-separable as now demand sidablas affect production decisions
so that the household’s production problem hasetadtermined simultaneously with
the consumption one. It is not possible anymoreanalyse the farm side without
considering consumption decisions at the same tfimempirical analysis this translates

into the need to include demand determinants wkeémating the supply function.

The assumptions about whether households are atéehrinto product and factor
markets or not also affect the results of any coatpae statics exercise. In fact,
difficulties in determining the sign and magnitudé these effects increase when

households face missing markets.

The effect in this case is well exemplified by tlelowing example: the household
produces cash crop and a staple crop for which ehaskmissing. An increase in the
cash crop pricé...will induce the household to increase its prodoctof cash crops

and raise household income, through cash crop {mofThis creates a perceived

scarcity of staples in the household, as higheopme from cash crops increases the
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demand for normal goods, including staples. Thedehaprice of staple, therefore,
increases as the market price for the cash cropsgge The upward pressure on the
staple price will intensify if increasing cash cr@poduction requires shifting fixed
household resources (e.g., land or human capitat)ad staple production. The higher
shadow price of staples induces the householdwesinadditional resources in staple
production, possible reducing its cash crop supplsponse to the increase in price.”

(Taylor and Adelman, 2003)

Thus, as the above example shows, missing markgtg neduce the own-price supply
response of cash crops. However, different spatifins of the model concerning
markets functioning and the competition in inpuésween cash crop and non-tradable

can change the result.

Using the above model it is possible to derive ¢cheparative statics results for the
non-separable case. The first step consists ofidgrthe elasticity of the shadow price

with respect to market prices.

Totally differentiating equation (0.0) we obtain:

oq, 0q ,«_0¢ G o
—dp, d d +24 S dp+ +—
on, o B ap "o Pay{anpwd’%

This can be rewritten in elasticity form to obtdire elasticity of the shadow price to

changes in a market price j as:

p |
Xij — &y —17
(0.0) rodeip 7Y ( j__xu-(fu +1:5")
: e
Xi—| &L

D X (e+ns!)
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Where ), and y,; are respectively the elasticity of supply of gdodith respect to the
own price and the price of gogde, andg,; are the demand elasticity of gotdvith
respect to the own price and the price of gpag is the consumption income elasticity

of goodl. s’ ands] are the shares of production on total income.

A crucial step to see how a missing market cancafi@useholds’ responsiveness to
price changes is to determine the sign of expreq€id®). If the cross price elasticity of

supply Jx; is negative, the cross price elasticity of demandis positive and the
income elasticity, is positive then the numerator is negative. Theod@nator instead

is positive if|g,|>7,s! .

If these conditions are satisfied then the wholgression is positive and an increase in
the market price increases the shadow price inrissing market creating an internal
scarcity effect. After obtaining the elasticity thfe shadow price to changes in other

market prices we can now look at the elasticitydemand and supply in the models

with a missing market.

The demand elasticity in the case of a missing ataskobtained by differentiation of

(0.0):

op, 0 0Jp dp

In elasticity form this becomes:

(0.0) £, =€, te &,
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The first term in the right-hand side of (0.0) ke telasticity of consumption in the
complete market model derived above (0.0) whichegithe elasticity of demand
keeping constant the shadow price. The additioeahtin (0.0) is the elasticity of

demand with respect to the shadow prieg ) times the elasticity of the shadow price

to the market price of godd & ). This term reflects the fact that now the shagoice

is endogenous and depends on all other pricescharaye in the price of goadhas an
additional indirect effect through the shadow pridde overall effect is that the
ambiguity on the sign of the demand elasticity éases with respect to the complete

market case examined above.

On the supply side the output supply elasticitgasved from differentiation of (0.0):

99 _099 , 09 9p
op. o op dp

this in elasticity form becomes:

*

(0.0) X=X+ X [

Here to the standard supply elasticjfy the second term is added which represents the

elasticity of supply to the shadow pridé- time the elasticity of the shadow price to

the market prices; .

Expression (0.0) has an important interpretatiar. éxample let's examine the supply
response of the cash crop to its own price wheridbé market is missing. If the cash
crop supply elasticity with respect to the shadawepof food is negative (the two are
competing crops) and the elasticity of the shadowepwith respect to the cash crop

price is positive (under the above assumptiong) the second term on the right hand
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side of (0.0) is negative and the cash crop supgsponse is reduced with respect to the

situation where the food market is fully functiogin

This is the result reached in de Janvry et al.391) famous study. Missing markets,
they argue, reduce households’ supply responseaiticplar for cash crops, thus

offering an interpretation of the common view abfauters’ sluggishness.

However it is important to highlight that this résus subject to a number of
assumptions or expectations about the degree opetition among crops and the cross
price elasticity of supply, about the cross pritasecity of demand and the income

elasticity.

The above considerations imply that market impéidas are of crucial importance
when analyzing the production behavior of rural $eholds. Therefore, a crucial issue
when modelling households’ response to shocks atidypinterventions concerns the
assumptions made on how efficiently markets workhim specific environment where
the households operate and thus the concept ofasd#paas opposed to non-separable

household models.

Market imperfections are defined as some form ctdid which makes the market
deviate from the standard neoclassical perfect edaksumption where the market is
fully competitive, products are homogeneous, tlaeeeno costs in the exchange process
and information is complete and symmetric acrosagents. Market imperfections can
be of various natures from the extreme case of @mpteie missing market to

intermediate ones where the market selectivelg fail some imperfections.

In the context of rural markets the literature lgagen attention to several different

causes of market imperfections. Heterogeneity iiflerdint kinds of labour and/or
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commodities; different preferences between off-faand on-farm employment;
different efficiencies in family and hired laborjffdring qualities between home-
produced and market supplied commodities; congsrain the maximum quantity that
can be exchanged on the market are all exampledewhtions from the standard

neoclassical assumptions which might generate méakeres.

An important cause of deviation from the perfectrkeaframework is the presence of
transaction costsTransaction costs are defined as all costs okeng into a contract,
exchange or agreement: searching for trading padnecreening potential candidates,
obtaining and verifying information, bargaining, ibing officials, transferring the
product (including transport, storage and packagawsgts), and monitoring, controlling
and enforcing the transaction.(Heltberg and Tarp, 2002). Commuting time for off-
farm employment, monitoring costs for hired labdugh transport costs to the main

markets are among the main examples.

The effect of transaction costs is to create a Haetd/een the sale and the purchase
prices. The poorer the infrastructure, the lessp=irtive the marketing system, the less
information is available and the more risky theng@ctions, the greater the size of the
band. If the shadow price of a product producedsad by the household falls into the
band trade will not occur and self-sufficiency bmes for the household more

advantageous than market exchange.

In synthesis, deviations from the standard neoidalsassumption, and in the specific
case the presence of high transaction costs, aae fiouseholds not to take part to
market exchange of certain products. If that happia household will have an internal

equilibrium where demand and supply are equatedsapdrability will be violated.



64

2.3 Empirical tests for separability: a review of theliterature

The theoretical result that separability might b&a restrictive assumption in cases
where market failures are important and pervasasléd to a stream of studies that try
to verify empirically if the separable behaviorhafuseholds can be considered a good
approximation of reality or not. Tests for sepaligbin household models have been
conducted in several different ways in the literattrhe results provided by these tests

are mixed.

Lopez (1984, 1986) represents one of the firstrgite to test the separation property.
He considers two cases of non-separability caugg@)bdifferent preferences between
on-farm and off-farm work and by (b) the existermfecommuting time to off-farm
work. Both models reach similar conclusions andram@recursive. He uses non-nested
hypothesis techniques to test the hypothesis thidityuand profit-maximization
decisions are independent. Using Canadian data epects the hypothesis of

separability.

A different way of econometrically testing the segmlity hypothesis using the reduced
form of the household model comes from recogniZimat when separability breaks
down production and consumption components inflaeeach other and household
characteristics that should influence only the comgtion component influence also the
production one. That is, it is possible to test tlee significance of variables that are
considered to influence only preferences into thgwut supply and factor demand
equations. If these variables are significant deiteants of production decisions than

separability will be rejected.

Benjamin (1992) uses this approach and examineg tteises of imperfections on the

labor market that lead to non-separability.
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The first cause of non-separability he considegethe “surplus labor” model where
constraints on off-farm employment opportunitiesfeetf on-farm employment
decisions. The constraint is represented by a mawimamount of hours that a

household may work off-farm.

The second case considered includes some forntiofireg on the labor demand side.
Where the previous case may describe the slackisetiss one may describe the peak
season where wages may not rise sufficiently tarctee market, resulting in labor

shortages. The farmer may have to depend on hig/fesmmeet farm labor demand.

The third case analyzed is where there are diffemeturns to on and off-farm
employment. In his theoretical analysis he shows lemographic variables influence

on-farm labor allocation under non-separable beairavi

Benjamin derives an empirical test for the sepanaliypothesis on the labor market in

Java. The dependent variable is observed total éanpioyment modeled as:

logL=a + Blogw +ylogA

WhereL is total farm employment measured as total pedsys- of labor used on each
farm; w* is the shadow wage ardis a vector of production-side determinants ad lan
harvested and input prices. The shadow watyds modeled as a function of the market

wagew and of a set of demographic characterisdio$ the household:

w =m(a Ow

The functional form chosen fan(a) is such thatm(a) =1 if there are no demographic

effects:

m(a) =1+A(a)
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With A(a) small under the null we have th&dgm(a)=A(a). This leads to the

following relationship to estimate:

logL =a + Slogw+ ylogA+ga

Under the null of separability the demographic ailes should not affect labor
decisions and the coefficieptshould be non-significant. An F test is used tizaeine
the joint significance of the demographic variablde cannot reject separability as the

demographic determinants are not significant.

Bowlus and Sicular (2003) use the same approacd bgeBenjamin to test the
separability hypothesis in a rural region of nonth€hina. They use panel data to
control for unobservable characteristics. Theyatejbe hypothesis of separability and
find that households’ size and composition do affeem labor supply. They are
interested in assessing the hypothesis that the oaaise for non-separability in China
is the presence of surplus labor. In order to yatifs they split the sample according to
different land endowments at the village level aodlifferent off-farm employment
opportunities. Their conclusions call for the néada more complete explanation of the
cause of non-separability as caused by lack of Itplf factors between different

villages.

Pitt and Rosenzweig (1986) in their study on theaot of health on households
production decisions using a sample of Indonesianséholds also run a test for
separability similar to the one developed by Bemjanthey test whether illness of
households members influence profits or not. Ungenrfect markets for labor and
separability (and in particular under perfect sinstbility of family and hired labor) it

should not. They cannot reject the hypothesis pasability.
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Grimard (2000) applies the same test presented dnjaBin to a sample of rural
households in Ivory Coast and is able to rejectassplity between production and

consumption.

Another approach to the separability test usessthactural form of the model to
estimate a complete set of demand and supply emsaéind derive estimation for the
endogenous price of non-tradable for each housefAdldse estimated prices give a
measure of the relative scarcity of a factor/gamrdtiie household and if compared with
market prices give a different way of testing feparability. Differences in the two

prices imply non-separability.

Jacoby (1993) adopts this approach estimating labpply equations and comparing
the marginal product of labor with the market walge. rejects separability using data

on Peruvian households.

Skoufias (1994) uses an approach very similar @ootie used by Jacoby. He estimates
the marginal productivity of family labor estimagina Cobb-Douglas production
function with a panel of Indian households and thees these estimates to derive a
labor supply function. To test the hypothesis qfasability he regresses the estimated
shadow wage (the marginal productivity of labor) the actual market wages in the

following way:
INW, =a +BInW+¢

The null hypothesis that labor markets operategiefitly and separability holds

implies thata =0and B =1. This hypothesis is strongly rejected.

One of the main weaknesses of all these studiedbé&as identified in the failure to

recognize heterogeneity across households (deyandrSadoulet 2004) which in part
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could explain some counterintuitive results. Aseasively pointed out in the literature
(de Janvry, et al 1991), market failures and n@assble behavior are essentially
households specific. Markets fail for some housghaehile they do not for others and
separability holds for some and not for others bkbokls. Indeed, an important
characteristic of the separability test is its @ayato take into account households’
heterogeneity or not. In the literature this trates into the difference between tests that
do not consider households’ heterogeneity and localiosyncratic tests which instead

do.

Idiosyncratic tests have been conducted underrdifteapproaches. Carter and Olinto
(2003) use a disequilibrium model to estimate ttabability of being constrained on a
specific market. This approach uses the structorah of the model and involves the
estimation of demand and supply functions and assijgeach household a probability
of being constrained in that market. They apply @gpproach to test non-separability

derived from constraints on the credit market.

A different approach uses observed non-participatio a particular market to infer
market failure and non-separability. This involvéiziding the sample into groups
according to regimes of participation. Then, thegrify ex-post that market
participating households behave according to sepiyawhile non-participating ones
behaves according to non-separability correcting delection bias in a two steps

Heckman procedure.

Sadoulet, de Janvry and Benjamin (1998) developusdhold model where differential
asset endowments and idiosyncratic transactiors @&tct participation to the labour
market. Different labour skills, land and capitaidewments and wide idiosyncratic

wage bands generated by large transaction costs the/ consequences that farm
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households are differentially integrated into labaarket, with some selling labour,

others hiring labour and others choosing for latzaif-sufficiency.

They first use an ordered probit to predict mentiiprsn the three different labour
regimes to then test for recursiveness. The maeeligts separability to hold for labour
sellers and buyers, while non-separability applfes self-sufficient households.
Recursiveness implies that labour intensity andualproductivity do not vary with the
asset position of the households. Results supperthtypothesis that recursiveness
applies for buyers and sellers while it does nos#if-sufficient households where asset

measures do affect labour decisions.

Carter and Yao (2002) adopt an approach that ig senilar to the one used by
Sadoulet and al. (1998). The cause of non-sepdayaiilidentified in the functioning of
the land market in China. They use panel data mirabfor fixed effects and instead of
estimating an ordered probit followed by an OLSresgion they jointly estimate both
the regressions for the rental regime and for lalatlocation using a Full Information
Maximum Likelihood method. They show how globaltseare inappropriate in cases
where markets are not completely absent but imper@omparing the pooled model
vs. the local one they can see the differencebarcoefficients and are able to capture

differential effects for different rental regimes.

These two studies share one characteristic: theyhbserved market behaviour to infer
separability. The drawback of this approach is tbatticipation is not a sufficient
condition for separability. As pointed out by Vakes al (2004, p.4),“..tests that
account for heterogeneity on the basis of obsematket participation may hide non-
separable behaviour due to constraints on that mirtkThis means that even if a

household does participate in a market it can bgllconstrained (for example by a
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maximum amount of off-farm labour that can be saldl this constraint generates non-

separability even in presence of market particgati

The focus of the study by Vakis et al. (2004) iskplain labour allocation decisions
and unobserved heterogeneity of small farmers phaticipate in the market as net
sellers. The model is a standard household modereavkhe household maximizes
utility derived from income and leisure. Time cam dlocated between on-farm work,
off-farm work with a wage w and leisure. An unknowpper limit is present on the
amount of labour that can be sold on the markegr&s no hired work as the focus is
on net sellers only and there is no land marketsiorplicity. In absence of other
constraints, for a household that participatehenlabour market, separability depends
on whether the maximum off-farm labour constrambinding or not. Thus, even for
households that are observed to sell labour, nparability may exist. The reduced
form of the on-farm labour allocation depends amtyproduction side characteristics if
the household is not constrained and on both pteducand consumption

characteristics if the off-farm labour constrambinding.

The empirical estimation uses data on Peruvian dtmlds. Findings show that the
separability hypothesis is rejected for labour swters households identified as
constrained while it is not for others pertainingthe unconstrained regime. The result
shows the existence of farmers who although pasioig in the labour markets make

their decisions according to a non-separable model.

Among studies that take into account householdg&rbgeneity, a different strategy to
test for separability has been used too. Indeedesstudies make use of the structural
form of the model to estimate a production functaord from this an estimated factor

marginal productivity and a standard error for edwbusehold. The estimated
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idiosyncratic shadow price with its confidence mt# is compared with the effective
market price for each household. Separability fagiregle household is rejected if the
two prices differ. This approach is followed by Uasent and Magnac (1998) for Ivory
Coast and by Bhattacharyya and Kumbhakar (1997})hferindian region of Bengal.
They both found substantial differences in the siaadnd market prices indicating that

separability does not hold.

2.4 Separability and supply response

In this section we carry over the empirical estioratof the supply response for food

and coffee for the KHDS sample after having tesbedeparability.

Agricultural supply response has had an importaté n the agricultural economics
literature on the ground that policy’s results wihucially depends on how farmers

respond to different incentives.

Empirically the estimation of the supply responsas hfollowed three main

methodologies. The first set of studies falls unttexr Nerlovian approach and uses
aggregate time series data at the sectoral levestimate supply response both at the
aggregate or crop level. The main advantage of type of analysis lies in the

possibility to incorporate a dynamic specificatitm the model using past prices as
proxies for expected prices which are an imporpant of the analysis given the lagged
structure of agricultural production. However, imgamt drawbacks of this approach are

the scarce attention given to non-price factors smdheterogeneity among farmers
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which derive from using aggregate time series dat@mples of studies using this

approach are Danielson (2002) and McKay et al.§1L 88 Tanzania.

The second set of studies uses data at the fars€hold level to estimate profit
functions or cost functions to derive the assodiatatput supply and input demand
functions. This approach assumes profit maximinatemd perfectly functioning
markets and is usually estimated as a system wiheretheoretical constraints of
symmetry, homogeneity, monotonicity and convexityickh make it compatible with
profit maximization can be tested a posteriorimposed ex-ante. As a consequence of
the joint assumptions of profit maximization andfpet markets models using this
supply approach are separable in nature and dperatit one to explore and test the
relations between the production and the consumgighavior of farmers. A further
drawback of the profit function approach is thapecific form for the profit function
has to be imposed and this is sometimes quite laitraaly choice. Examples of this
approach are among others Suleiman et al. (20048tfoopia and Hattink et al. (1998)

for Ghana.

The third set of studies uses farm household madeéstimate supply functions and
input demands. Household models are better abfallio characterize the interaction
between the production and consumption side of ldmaédlers and can handle missing
and imperfect markets better and are thus moraldaitfor the analysis of non-price
factor, market participation and market imperfetsio Examples of studies using
household models for the analysis of supply resp@re Goetz (1992), Heltberg and

Tarp (2002), Alene et al. (2008Key et al. (2000), Strauss (1984).

Given that the focus of this study is in the possiimteractions between the

consumption and the production sides of householdsuse a household model to
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estimate supply elasticity for food and coffee. @&imate the reduced form of the
coffee and food supply functions. The sample inetudll households producing coffee

or food for which the complete set of informatisraivailablé”.

The important advantage of the dataset in hanbasit is a panel which allows us to
control for time invariant unobservable househagidcific characteristics which could
otherwise confound the estimates. Moreover, beilang term panel it also permits us
to exploit some long term variation in charact&stvhich are usually slowly changing
such as road infrastructure, and to analyze theutwn of household behavior between

the two rounds of the survey.

We use a balanced version of the panel looking ahthe households which have been
interviewed in all the five waves of the survey #ototal of 733 households. To link
households in 2004 with the original household wkoW in order the head of the
household, the spouse of the head, the oldestrsdaughter. The sample is composed
of 733 households interviewed during four wavesa@ix month interval between 1991
and 1993 and then re-interviewed during a fifth evav 2004. Descriptive statistics of

the sample are presented in tables 2.1 and 2.%belo

Following equation (0.0) of the household model #wuation to estimate is the

following:

Q =BR+3Z°+n +y +4

9 The dependent variable is clearly censored atfperooth food and coffee a fact which, if not take
into account, could bias our estimations. Howefarfood the actual number of censored observai®ns
very low (5%) and so should not be a concern. Béfee the number of censored observations is higher
(35%) causing some concern and suggesting thefustobit estimator. However, the fixed effectsitob
estimator is not a consistent estimator, only aoameffects tobit is an available option which wbul
preclude controlling for time invariant unobsenrexterogeneity. As a robusteness check we run the
random effects tobit for coffee obtaining resukéswsimilar to the standard random effects estimato
implying that the censoring does not representea@m. We thus opt for maintaining the fixed eféect
estimator as our preferred specification.
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The dependent variables are respectively totalututprvested of coffee and food. The
covariates are: a set of prices; households’ deapdig characteristics that directly
affect supply as age, size and education; endowwebles; transaction costs and
weather related variables. We use household fixéette estimator to control for

households specific and time invariant factors lik&repreneurial skills and land
quality that are likely to affect the dependentiafale while being correlated with other

covariates. We also control for time effects ugiagr dummies.

The set of prices used as explanatory variablelsides coffee and food prices and
agricultural wages. Ideally, we would like to indkece into the regression also the
prices of variable inputs other than labour liketiieers, pesticides and transport.
Unfortunately, we know if the households used thegmits but we do not have
information on their prices. Thus, the kerosenegis used as a proxy for prices of

inputs like synthetic fertilizers for which no pe& have been collected in the survey.

All these prices are expressed in real terms bhatieh with the Laspeyre price index at
the regional level calculated from the consumecegysurvey collected in conjunction
with the main survey. As explained before (Chapter 1), we use the aeecammunity
producer prices for the price of coffee while fbe ttood and input price we use market

prices collected in the price survey.

! The KHDS survey collects price questionnairesfach cluster in the region and for each
wave of the survey. The laspeyres index uses a&sthasl991 average price in the region per
itemi denoted as BThen the price index for clusteis calculated as , = ZWi Pe vhere R

i |
is the price of iteni in clusterc and W is the expenditure weight of goadVeights are
calculated using 1991/1994 expenditure weights.Besgle, De Weerdt and Dercon (2006) for
further details.
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Z® is a vector of variables that reflects factorduancing production decisions. This
should include indicators of skills and ability die household, land and capital

endowment, land fertility and weather conditions.

We control for managerial skills and ability inclng the educational status, the age and
gender of the head. The long term structure ofpiédweel permits the identification of
these factors as the head can change due to ttteafdhe original head. Differences in
farming ability that are time invariant and houdedhspecific are controlled for by the

use of panel fixed effects estimation.

We control for the land and capital endowment ofriars. Endowment of capital is
measured by the asset value of the household. eaddwment is measured as total

amount of land cultivated in acres.

Fixed effects estimation controls for the unobseregtility and other characteristics of
land. Weather conditions are controlled by thel tataount of rainfall in the community

in the last season.

To measure variable transaction costs we use faghes: community distance from a
motorable road, household ownership of a meansan$port, length of time the road is
impassable in certain periods of the year as aypfaxthe quality of the infrastructure

and finally a dummy for the presence of a markéhencommunity.

The last variable included as covariate is the erogs part of income. This includes
non-labour income, gifts and remittances receivetiteansfers from organizations. The

variables are described in table 2.3.
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Table 2.1 : Descriptive statistics KHDS

WAVE 1 WAVE 2 WAVE 3 WAVE 4 WAVE 5 TOTAL
N° % N° % N° % N° % N° % N° %
Household engage in farming
Yes 723 98,6 | 730 996 | 730 99.6 | 710  96.9 | 674 92 | 3567 973
No 10 14 |3 04 |3 04 |23 31 |59 8 98 2.7
Total 733 100 | 733 100 | 733 100 | 733 100 | 733 100 | 3665 100
Household produces coffee
No 240 327 | 230 314 | 222 303 | 247 337 | 332 453 | 1271  34.7
Yes 493 673 | 503 68.6 | 511 69.7 | 486  66.3 | 401 547 | 2394 653
% of hhd engaged
in farming 68.2 68.9 70 68.4 59.5 67.1
Total 733 100 | 733 100 | 733 100 | 733 100 | 733 100 | 3665 100
Household sells coffee
No 288 393 | 611 834 |348 475 | 442 60.3 | 401 54.7 | 2090 57
Yes 445 607 | 122 166 | 385 525 | 291  39.7 | 332 453 | 1575 43
% of producers 90.3 24.2 75.3 59.9 82.8 65.8
Total 733 100 | 733 100 | 733 100 | 733 100 | 733 100 | 3665 100
Household hires labor
No 537 744 | 498 682 | 457 626 | 478 675 | 406 68.2 | 2376 682
Yes 185 256 | 232 318 | 273 374 | 230 325 | 189 31.8 | 1109 318
Total 722 100 | 730 100 | 730 100 | 708 100 | 595 100 | 3485 100
Household applies fertilizer
No 680 942 | 696 953 | 708 97 695 982 | 576 96.8 | 3355 963
Yes 42 58 |34 47 |22 3 13 1.8 | 19 3.2 | 130 3.7
Total 722 100 | 730 100 | 730 100 | 708 100 | 595 100 | 3485 100
Household applies pesticide
No 630 873 | 660 904 | 671 919 | 670 94.6 | 557 93.6 | 3188 915
Yes 92 127 |70 9.6 |59 81 |38 54 | 38 6.4 | 297 8.5
Total 722 100 | 730 100 | 730 100 | 708 100 | 595 100 | 3485 100
Household had transport expenses
No 645 895 | 696 953 | 648 888 | 688 972 | 567 953 | 3244 931
Yes 76 105 | 34 47 | 82 11.2 | 20 2.8 |28 47 | 240 6.9
Total 721 100 | 730 100 | 730 100 | 708 100 | 595 100 | 3484 100
Household head is female
No 536 731 | 530 723 |522 712 | 513 722 | 510 69.7 | 2611 717
Yes 197 269 | 203 277 | 211 288 | 198 27.8 | 222 303 | 1031 283
Total 733 100 | 733 100 | 733 100 | 711 100 | 732 100 | 3642 100
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Land area Quantity produced Wage Transfer Assets Age Head Coffee Price
(Acres) coffee (KG) (TZS) (TZS) (000 TZS) (Years) (TZS)
Wave Mean sd Mean sd Mean sd Mean sd Mean sd Mean sd Mean sd
1991 43 (2.9) 274.2 (1088.4) 157 (74.7) 44536 (237778.2) 1204.6 (1529.3) 48.6 (16.8) 64.1 (8.3)
1992 5.2 (5.0) 183.25 (542.4) 172.7 (80.2) 16712.8 (48634.7) 1256.5 (1612.2) 49.3 (16.9) 48.5 (6.1)
1993.1 4.6 (2.9) 222.8 (973.4) 181.8 (71.2) 32608.5 (115187.3) 1287.2 (1584.8) 49.5 (17) 45.1 (5.9)
1993.2 4.9 (2.4) 104.0 (232.3) 233.4 (147.7) 84696.5 (826526.6) 1335.6 (2106.1) 49.8 (16.9) 65.7 (6.3)
2004 3.9 (2.8) 159.9 (343.2) 768.3 (363.4) 39188.6 (212040.8) 1057.4 (1412.3) 53.7 (16.9) 157.6 (20.2)
Total 4.6 (3.6) 189.6 (728.3) 302.7 (298.4) | 43290.9 (396409.6) 1227.6 (1664.9) 50.2 (17) 76.1 (42.9)
Quantity sold coffee | Quantity produced | Quantity sold food Road distance Education Head
(KG) food Food price index (Km) (Years) HHD Size
Wave Mean sd Mean sd Mean sd Mean sd Mean sd Mean sd Mean sd
1991 170.6 (993.6) 371.0 (501.1) 20.4 (73.9) 54.2 (19.1) 0.11 (0.6) 4.1 (3.4) 6.1 (3.0)
1992 31.0 (161.6) 156.2 (149.8) 8.3 (21.1) 59.2 (13.1) 4.1 (3.3) 5.9 (2.9)
1993.1 159.6 (874.6) 149.2 (150.9) 9.2 (28.1) 67.9 (10.3) 4.2 (3.3) 5.9 (3.0)
1993.2 60.4 (167.9) 169.5 (245.4) 15.8 (162.8) 74.2 (15.1) 4.2 (3.4) 5.9 (3.0)
2004 101.3 (266.6) 2285 (271.2) 16.2 (74.6) 210.2 (39.9) 0.42 (1.7) 4.6 (3.8) 5.2 (2.9)
Total 104.7 (619.3) 214.4 (305.1) 13.9 (87.7) 93.1 (62.9) 0.17 (0.9) 4.2 (3.4) 5.8 (3.0)
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Table 2.3 : Variables description

Variable Unit Description
Log coffee P Real TZS/Kg Log real coffee price
Log food P Real TZS/Kg Log real food price Average of bananas,

Log kerosene P

Log wage

Transfers

Age head

Female

Log area

Rainfall

Log capital

HHD size

Road distance

Education head

Transport ownership

Road impassable

Market

Real TZS/bottle

Real TZS/day

Min Real TZS

Years

Dummy

Acres

Mm/month

Min TZS

Person

Km

Years

Dummy

Months

Dummy

cassava, maize, beans prices.

Log real keroseioe pr

Log real agricultural wagedgss of work

Transfer income as sum of remittances, tran
from organizations, pensions and other non-
labour income.

Age of household head

1=female head
O=male head

Log of household total area of leuitivated

Total rainfall season

Log of total value of household stock of
physical and financial asset

Number of household members

Community distance from motoradwel

Total numbers of years ofaéhrcacquired

0=no private vehicle 1=own private vehicle
(car or motorbike or bicycle)

Number of months road isgsegble

0=no market in community
1=market in community

sfer
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In order to check if the fixed effects is the apprate estimator to use we compute a
Hausman test to compare random and fixed effe¢i&®rs and the result strongly
rejects the null that the unobserved households'attteristics are uncorrelated with the
regressors. Thus, the within estimator is to bdepred. In all the estimations we
control for the seasonality of production using e ef dummies reflecting if the
household was interviewed during the long rainyseeathe short rainy season or the
dry season in the case of food and during the niatkeseason as opposed to the
harvesting season for coffee. The timing in whiecl household has been interviewed
might in fact influence the response due to themeality of production. Dummies for
each of the five waves of the survey are also thiced in all the estimations to control
for unobserved time effects common to all househdidandard errors are corrected for

within household serial correlation and are robasteterosckedasticity.

Before discussing the results for the estimationsapply response we test for the
validity of the separability assumption in our s@mpThe existence of market
imperfections can be tested empirically using thedard result that if these constraints
are binding consumption and production decisiong &aken simultaneously.
Preferences and demographic characteristics wéh tinfluence input and output

decisions.

One way of testing separability, proposed by Bemar(1992), is through the
econometric estimation of the reduced forms of dbgut supply and factor demand

equations to test the significance of the demogdcaptharacteristics affecting

consumption decisions, .
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We test this hypothesis including in the coffee dodd supply equations variables
reflecting the composition of the household which aupposed to affect preferences
and thus consumption decision but do not belongcti to the supply equation. The

equation to estimate is:

Qi =BR+0Z° P+AZ+n +Y +4

Z° is the set of consumption related variables onsghoint significance or not relies
the test for separability. Benjamin (1992) proposeset of variables catching the
demographic composition of the households. Thesehamusehold size, proportion of
adults (aged between 15 and 55), proportion ofrgldelder than 55) , all differentiated
by gender, and proportion of children (younger t@anResults of the estimation and

the F test for the joint significance of these ables are reported in the table 2.4 below.

Household size is highly significant in both thdfee and food supply equations while
the variables reflecting the household compositibaw some significance only in the
coffee equation. In both the food and coffee prtidacequations we find that the
demographic variables are jointly significant. §implies that households’ production
decisions are influenced by the demographic contipasof the household and that

separability for this sample is rejected.

A potential problem associated with this test s fflossible endogeneity of household
composition. As Benjamin (1992) points out thigmisre a statistical problem than a
theoretical one. The concern is that householdsmpmsition is affected by

unobservable factors that might also affect pradadeading to bias in the coefficients.

Here however, as opposed to Benjamin’s study, tbdemis estimated controlling for
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households fixed effects thus reducing significaritie likelihood that unobserved

heterogeneity affects the estimates.
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Table 2.4 : Separability test

@ @)

VARIABLES Coffee Food
Log coffee P 0.768*** 0.432%*
(2.79e-05) (0.000136)
Log food P 0.0260 0.0210
(0.860) (0.778)
Log kerosene P -0.138 -0.233***
(0.260) (0.000314)
Log wage -0.0825 0.112%**
(0.183) (0.000634)
Transfers -0.0658* -0.00128
(0.0710) (0.983)
Age head 0.0314* 0.0216***
(0.0700) (0.00937)
Age square -0.000246 -0.000174**
(0.114) (0.0221)
Female -0.167 0.0131
(0.224) (0.858)
Log area 0.117* 0.0925**
(0.0523) (0.0110)
Rainfall 0.000146* -6.91e-05
(0.0919) (0.119)
Log capital 0.171%* 0.0842***
(0.00126) (0.00134)
Road distance -0.123** 0.00869
(0.0411) (0.652)
Education head 0.0315 -0.00206
(0.294) (0.899)
Education square -0.000530 0.00114
(0.794) (0.301)
Transport ownership 0.135 0.0432
(0.149) (0.396)
Road impassable 0.0301 -0.0165
(0.380) (0.295)
Market -0.0838 -0.0603*
(0.187) (0.0809)
HHD size 0.0288* 0.0745%**
(0.0619) 0)
Proportion male adults -0.237 -0.197
(0.392) (0.189)
Proportion female adults -0.427* -0.0664
(0.0841) (0.653)
Proportion male elder -0.0572 -0.220
(0.882) (0.307)
Proportion female elder -0.586* -0.312
(0.0589) (0.124)
Proportion children -0.574** -0.111
(0.0165) (0.398)
F test Z° variables 1.95 12.03
P-value (0.07) (0.00)
Observations 2,285 3,471
Number of hhd 607 732
F 11.15 39.76
r2_w 0.152 0.302
r2_b 0.217 0.375
r2_o 0.208 0.336

Note: Robust pvalues in parentheses (*** p<0.01, ** B3&) * p<0.1). The five variables in bold are the
Z° variables in the model to which the F test off@ignificance is referred to.
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Coffee

The first set of results looks at coffee productidbhe baseline fixed effects estimation
is presented in the first column of table 2.5. Fritva results of the estimations some
general indications on the adequacy of the modeesxribe the production behaviour

of coffee farmers in the Kagera region can be drawn

A first important indication comes from the owngarielasticity of coffee. Elasticity of

coffee production to the own price is estimateded.78, positive and significant at the
one per cent level. This would imply an inelastsponse to coffee price but of a
reasonable magnitude by developing countries stdad@heoretical expectations point
to a positive elasticity of supply and previousdss tend to confirm the presence of

positive but small supply elasticity in developicmuntries in Sub-Saharan Afriéa

None of the other prices seems to have a statlgtisggnificant impact on coffee
production which is contrary to prior expectatiofm$e food price coefficient, even if
not significantly different from zero, has a positisign which points towards a

complementarity between coffee and food production.

The demographic variables all have the expectatsdigt only the age of the household
head and the family size have a statistically $icgmt impact on coffee production. In
particular age has a positive impact on the quanfitcoffee produced which is in line
with the expectation that experience is an impadrfactor influencing agricultural
production. The estimated coefficient is of 0.0®liping an additional year of the head
increases coffee production by 3% ceteris pariBige. shows diminishing returns with

a maximum around the age of 65.

12 See Rao (1989) for a survey and some resultsagrspecific supply response in several developing
countries. Also Hattink et al. (1998) for cocoa amaize in Ghana and Danielson (2002) for Tanzania.
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Also interesting is the result of the gender dumhiyuseholds with female head are no
different on average than male headed householdls wispect to total coffee

production.

Education has no significant impact of coffee piichn which is at odds with a-priori
expectations that higher educated households shmmuldetter able to understand and

correctly apply agricultural techniques.

Looking at the endowment variables the results sti@t/the coefficients for the total
amount of land cultivated and for capital endowmemt significant and positive. The
concern for these variables is about their poteahdogeneity as it is also possible that
households which are more productive and bett&etirto markets are also able to use
more land and capital. In this respect the reshlige to be taken with caution.
However, controlling for fixed household charac#cs limits this problem as it
controls for households managerial skills and tinvariant ability. This problem can in
fact mainly be seen as an omitted variable probMrare omitting household inherent
“productivity” can bias the estimates of other variables coe@latith the omitted
factor. Panel fixed effects estimation can limistproblem as long as the omitted factor
is fixed or quasi-fixed. Comparing the coefficieant capital endowment between the
OLS (second column of Table 2.5) and the fixedaffee can see that this is almost
halved. We recognize that controlling for fixedesffs although important could not be
sufficient to rule out the potential endogeneitytioése variables. However, given the
difficulties in finding convincing instruments tam a instrumental variable regression
we maintain the assumption that these variableeamgenous after controlling for

households and communities fixed effects.
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Rainfall has a positive impact on coffee productas expected. Transfers have a

negative impact on coffee production.

The last set of variable measures transaction .co&is results show that households
living in communities further away from a motoralbéad tend to produce less coffee.
The coefficient has the expected sign and imphas &n increase in the distance from a
motorable road by one kilometre reduces coffee ywtidn on average by 12%. These
results show the importance of transaction costsomseholds’ production decisions.
High transaction costs limit significantly prodwati of cash crops like coffee and by
limiting access to markets make marketing them nmmohe difficult. There is concern
in the literature about the potential endogeneityoads deriving from the fact that the
decisions to build roads can barely be considemedaadom but instead are taken
considering the associated returns of a new infrestre. If that is the case, then roads
are likely to be built in areas where the produetpotentials are higher generating a
reverse causality problem which would bias thenesties. Here however we are
controlling for fixed unobservable characteristoddsfarmers and communities through
fixed effects estimation. This should eliminate thetential correlation between the
error term and the access to roads in controllanglfe productive potential of different

communities.

The second indicator of transaction costs, the rmurmabmonths during which the roads
are impassable, is an indicator of the quality pposed to the quantity of road
infrastructure in the community. This variable has significant impact on coffee
production. This is not completely surprising a$fe® is mainly marketed during the
dry season where road accessibility is less a condédhe market and the transport

ownership dummies are not significant in the preféfixed effects specification.
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A first set of conclusions can be drawn from thsibaesults for coffee production.
First, farmers are responsive to coffee prices vaith estimated elasticity of 0.78.
Second, as expected farmers with higher endownfdahd and capital tend to produce
higher quantities of coffee. Third, non-price fastaare important in determining
farmers’ production decisions. Access to road hpgsitive effect on coffee production

in the region.

In the other 4 columns of table 2.5 we report tssdibr OLS, random effects,
community fixed effects and first difference estiora of the same specification as a
robustness check. Results for the main variablatefest, the own price elasticity, are
very similar for all the five estimators and we csee that although fixed effects
remains the preferred model it is conservativeenms of statistical significance in
particular for variables for which we don’t haveosig time variation. It is important
that the same model estimated by first differenagnges very similar results to the
baseline specification. The within and the firstfetence estimators differ in their
assumption concerning the exogeneity of the expbapavariables with the first
difference estimator assuming weak exogeneity atcelf the strict exogeneity needed
for consistency of the within estimator. Big dieces between the two usually indicate

problems with the strict exogeneity assump'tfon

13 See Wooldridge (2010).



Table 2.5 : Coffee supply

1) @) 3) ()] (5)
Household Cluster
Fixed Fixed
VARIABLES effects OoLS Random Effects effects First Difference
Log coffee P 0.784*** 0.650*** 0.773**=* 0.898*** 0.700***
(2.01e-05) (0.000213) (1.57e-07) (2.12e-06) (0.00265)
Log food P 0.0357 0.186 0.101 -0.0303 0.105
(0.809) (0.176) (0.434) (0.832) (0.557)
Log kerosene P -0.130 -0.305** -0.205* -0.181 -0.210
(0.282) (0.0191) (0.0675) (0.153) (0.159)
Log wage -0.0782 -0.0107 -0.0430 -0.0991 -0.0753
(0.202) (0.862) (0.429) (0.105) (0.278)
Transfers -0.0658* 0.00670 -0.0372 0.0315 -0.103***
(0.0659) (0.937) (0.452) (0.690) (0.00424)
Age head 0.0356** 0.0172* 0.0279** 0.0271**= 0.0279
(0.0393) (0.0994) (0.0124) (0.00648) (0.194)
Age square -0.000273* -0.000101 -0.000196* -0.000181** -0.000169
(0.0787) (0.293) (0.0516) (0.0495) (0.399)
Female -0.193 -0.0442 -0.101 -0.136* -0.231
(0.141) (0.616) (0.225) (0.0819) (0.191)
Log area 0.110* 0.167** 0.133** 0.193*** 0.0576
(0.0667) (0.0209) (0.0219) (0.00471) (0.408)
Rainfall 0.000156*  0.000177** 0.000209*** 0.000177** 0.000231**
(0.0733) (0.0185) (0.000939) (0.0417) (0.0284)
Log capital 0.183*** 0.315*** 0.246*** 0.319*** 0.180***
(0.000521) (6.58e-08) (3.04e-07) (1.14e-08) (0.00490)
HHD size 0.0256* 0.0600*** 0.0478*** 0.0348*** 0.0137
(0.0653) (1.14e-05) (1.91e-05) (0.00305) (0.472)
Road distance -0.121* -0.0862** -0.0937*** -0.0632 -0.129
(0.0510) (0.0195) (0.00634) (0.299) (0.158)
Education head 0.0389 0.0614** 0.0635*** 0.0506* 0.0792**
(0.196) (0.0209) (0.00791) (0.0550) (0.0347)
Education square -0.00104 -0.00553*** -0.00461** -0.00420* -0.00295
(0.611) (0.00777) (0.0152) (0.0631) (0.241)
Transport ownership 0.128 0.376*** 0.295*** 0.261*** 0.154
(0.175) (1.36€e-06) (3.75e-05) (0.000281) (0.172)
Road impassable 0.0324 -0.00796 0.00132 0.0498 -0.0352
(0.335) (0.683) (0.945) (0.126) (0.369)
Market -0.0880 0.0438 -0.0190 -0.0775 -0.118
(0.170) (0.518) (0.742) (0.241) (0.106)
Constant 1.124
(0.280)
Observations 2,285 2,285 2,285 2,285 1,502
R2 0.672 0.247 0.362 0.114
F 12.91 19.88 14.29 7.371
Number of hhd 607 607 607 607 607
Rho 0.544 0.428
chi2 478.9
R2_w 0.148 0.140
R2 b 0.219 0.284
R2_o 0.208 0.241
Hausman test Chi2(23) 45.2
p-value 0.003

Robust pvalues in parentheses
** n<0.01, ** p<0.05, * p<0.1

Note: Additional variables included in the estiroas but not reported are dummies for each of the fi
waves of the survey and seasonal dummies for tffeecgrowing and marketing season. For the fixed
effects estimation we report both the R-squaredtlier LSDV model (R2) and the three different R-
squared from the within estimator (R2_w, R2_b a@d ¢3.
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Food

We repeat the same estimation exercise using the saseline specification for food
production. Food is an aggregate of the four maodfcrops produced in the region:
beans, maize, bananas and cassava. Results foagbkne fixed effects estimation are

reported in the first column of table 2.6.

The result shows a positive, although very low aatistatistically significant own price
elasticity of food. Quite surprising is the posg#tiend relatively high elasticity of food
production to the coffee price. This implies thabd and coffee are complements and
do not compete for fixed factors as land and chpgaalso found for the food price in
the coffee equation. This is quite plausible agemfn Kagera represents an important
source of income for most of the households andnaunerative coffee season allow

farmers to invest in manure, seeds and other irtpytsoduce food.

Kerosene price has the expected negative sign@mdacy to coffee it is significant for

food.

Among the demographic characteristics the ageeh#ad is positively related to food
production with an estimated effect of an additloyear of the head of 2.3% on the

quantity of food produced and a turning point aiusad 58 years.

Being a female headed household has a no staffisteegnificant on the total output
produced. Education has no influence on food proolicwhile the number of

components of the households has a positive ingratite quantity of food produced.
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Land endowment is positively associated with fooodpction with an estimated land
elasticity of 0.09. Capital endowment also has sitp@ impact on production with

elasticity of 0.08.

Rainfall has no significant impact on food prodantiwhich is not what was expected
as irrigation is not widespread in Tanzania andagera in particular and agriculture is
rainfed and should be dependent on the amountiofregeived in a given year. This
might be due to how we measure the rain and regur¢her attention. It might be that
rain in a specific period of the year is importétthe harvest to be successful or that

the variability matters instead of the average amhou

Transfers have no significant impact on food praidmncas opposed to the previous

result for coffee.

Concerning the transaction costs variables onlydtiramy for the presence of a market
in the community is marginally significant for foguoduction and has a negative sign
which is at odds with previous expectations. Tlaiskl of explanatory power of the

transaction costs variables might reflect the flaat transaction costs have a differential
impact on households according to whether theynatéduyers or net-sellers and here
we are not taking into account this heterogeneaityhie households’ market position
which might confound the estimates for transactiost variables. A more sophisticated
model that takes into account heterogeneity in &loolsl market participation could be
more appropriate to analyse food markets in thigeod. We will introduce this more

complex model in the next chapter.

The other columns in table 2.6 reports the OLSdoan effects, community fixed

effects and first difference estimations for th@daosupply equation as a robustness
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check. While most of the coefficients have similalues in all the different estimators,
the own price elasticity of food becomes negatiwethe OLS and random effects
estimators. While these estimators are inconsigfigen the results of the Hausman test
which rejects the lack of correlation between thedividual effects and the other
covariates the change in sign in the food priceffiment might still signal some
problem we might need to address. In particularmwght underestimate the underlying
supply response by failing to take into accounetaeneity in market participation for
food and the fact that some households are sditmuit for food and thus not
responsive to market prices. In the next chapter wile take into account this
heterogeneity and estimate a full model of marletigipation and supply response for

food.
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Table 2.6 : Food supply

) @ (©) 4) ®)

Household Random Cluster Fixed

VARIABLES Fixed Effects OoLS Effects effects First Difference
Log coffee P 0.430*** 0.667*** 0.572%** 0.480*** 0.318**
(0.000142) ©) (6.07e-11) (5.10e-05) (0.0174)
Log food P 0.0206 -0.290*** -0.164** -0.0271 0.117
(0.782) (0.000200) (0.0210) (0.719) (0.204)
Log kerosene P -0.230*** -0.393*** -0.318*** -0.270*** -0.280***
(0.000382) (2.18e-09) (1.69e-07) (4.34e-05) (2.45e-05)
Log wage 0.110*** 0.278*** 0.204*** 0.109*** 0.112%**
(0.000690) ©) 0) (0.000943) (0.00182)
Transfers -0.00263 0.0840 0.0472 0.104 0.0674
(0.964) (0.304) (0.510) (0.202) (0.266)
Age head 0.0231*** 0.00321 0.00976* 0.00579 0.0151
(0.00560) (0.588) (0.0886) (0.223) (0.149)
Age square -0.000196*** -5.07e-06 -6.71e-05 -3.49e-05 -0.000132
(0.00987) (0.929) (0.212) (0.439) (0.176)
Female 0.0245 0.181*** 0.135*** 0.0706* -0.0311
(0.718) (0.000139) (0.00319) (0.0540) (0.710)
Log area 0.0912** 0.233*** 0.185*** 0.2171*** 0.0841*
(0.0118) (4.71e-08) (8.76e-07) (1.11e-08) (0.0515)
Rainfall -6.84e-05 -5.16e-05 -5.38e-05 -5.99e-05 -8.29e-05
(0.125) (0.186) (0.128) (0.196) (0.126)
Log capital 0.0860*** 0.0936*** 0.0958*** 0.106*** 0.0737**
(0.00101) (0.000303) (4.33e-05) (3.56e-05) (0.0216)
HHD size 0.0811*** 0.0853*** 0.0846*** 0.0847*** 0.0884***
(0) (0) ) (0) (0)
Road distance 0.00960 0.0118 0.00167 -0.00903 0.00606
(0.622) (0.423) (0.900) (0.660) (0.814)
Education head -0.00154 0.0548*** 0.0415*** 0.0221** -0.0107
(0.924) (5.37e-06) (0.000171) (0.0252) (0.552)
Education square 0.00110 -0.00234*** -0.00132* -0.000615 0.00163
(0.323) (0.00564) (0.0744) (0.394) (0.193)
Transport ownership 0.0432 0.135*** 0.108*** 0.104*** 0.0277
(0.396) (0.000389) (0.00279) (0.000916) (0.642)
Road impassable -0.0154 0.0326*** 0.0267*** -0.00431 -0.00374
(0.333) (0.000442) (0.00358) (0.795) (0.849)
Market -0.0600* -0.208*** -0.152*** -0.0768** -0.000359
(0.0825) (2.45e-10) (7.86e-07) (0.0257) (0.993)
Constant 3.182%** 3.715%**
(2.43e-10) (4.38e-09)
Observations 3,471 3,471 3,471 3,471 2,706
R2 0.648 0.382 0.500 0.233
F 47.39 64.69 37.53 35.86
Number of hhd 732 732 732 732 730
Rho 0.428 0.237
R2_w 0.300 0.288
R2 b 0.375 0.480
R2_o 0.335 0.378
Hausman test Chi2(24) 201.5
p-val 0.000

Robust pvalues in parentheses

*** n<0.01, ** p<0.05, * p<0.1
Note: Additional variables included in the estiroas but not reported are dummies for each of the fi
waves of the survey and seasonal dummies for thg fain, short rain and dry seasons. For the fixed
effects estimation we report both the R-squaredtlier LSDV model (R2) and the three different R-
squared from the within estimator (R2_w, R2_b a@d &3.
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Seemingly unrelated regression estimation

The coffee and food supply equations can also bma&ed as a system of equations
taking advantage of the likely correlation in threoe term to increase the efficiency of
the estimates. We estimate the system on the splsarh households that produce
coffee and food contemporaneously thus the sanglslightly reduced to 2,259
observations. Both equations control for househdided effects. To account for
heteroscedasticity and possible within group catieh of the errors we bootstrap the

standard errors. Table 2.7 reports results fordkisnation.

Results are similar to the ones obtained from s#paestimations. The cross-price
elasticity is positive showing again some degreeamhplementarity. The own price
elasticity of coffee is slightly reduced to 0.7 \ehihe food price elasticity increases to
0.14 and is significantly different from zero. Roditance negatively affects coffee
production with a point estimate implying an aduhtl kilometer reduces supply by

8%.
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Table 2.7 : SUR with fixed effects
1) @)
VARIABLES Food Coffee
Log coffee P 0.568*** 0.703***
(1.99e-07) (5.07e-06)
Log food P 0.148* 0.0289
(0.0490) (0.805)
Log kerosene P -0.112* -0.0858
(0.0882) (0.403)
Log wage 0.0569* -0.0730
(0.0838) (0.165)
Transfers 0.0269 -0.0564
(0.786) (0.461)
Age head 0.0269*** 0.0247*
(0.00111) (0.0530)
Age square -0.000221*** -0.000173
(0.00399) (0.149)
Female 0.107* -0.173
(0.0965) (0.105)
Log area 0.0553 0.136***
(0.130) (0.00576)
Rainfall -9.69e-05** 0.000132*
(0.0294) (0.0543)
Log capital 0.0794*** 0.104***
(0.00222) (0.00425)
HHD size 0.0649*** 0.0199
0) (0.1112)
Road distance 0.0105 -0.0896**
(0.669) (0.0274)
Education head 0.0137 0.0402
(0.400) (0.102)
Education square 0.000568 -0.00143
(0.638) (0.424)
Transport ownership 0.00557 0.122*
(0.9086) (0.0923)
Road impassable -0.0108 0.0193
(0.485) (0.468)
Market -0.0595* -0.0828
(0.0988) (0.1112)
Observations 2,259 2,259
R-squared 0.348 0.132

Bootstrapped P- values in parentheses
*** n<0.01, ** p<0.05, * p<0.1



94

Evolution of supply response

An interesting feature of the data is the long téngitudinal dimension which permits
analyzing how households’ behavior has changed tranfirst round of the survey in

91/93 to the second one in 2004.

In table 2.8 we show the results of the estimatibthe supply functions for coffee and
food interacting respectively coffee and food pregh the 2004 year dummy. The
results show that households are more responsipedes in 2004 but only for food the

interaction term is statistically significant.

This result, although not conclusive, seems to gwe credit to an increase in price
responsiveness over the time frame considered.nGhe extensive reforms that have
been introduced in Tanzania in that very same gatiwould be interesting to explore
if there are links between the increased price aesipeness and the reforms in the

agricultural sector.

The problem we face in establishing any link i ttharing the nineties Tanzania went
through an extensive structural adjustment progranwhich involved changes in
almost all economic sectors and it is thus veryidaliit to disentangle the effect of
specific reforms from the overall adjustment. Alsbanges in how supply responds to
prices can be due to technological changes whippdraindependently from any policy

action.
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Table 2.8 : Evolution of supply response: FE withriteraction term

@ @)

VARIABLES Coffee Food
Log food P 0.0170 -0.0322
(0.908) (0.683)
Log food P*year04 0.374*
(0.0535)
Log coffee P 0.682*** 0.401**
(0.000426) (0.000446)
Log coffee P*year04 0.498
(0.121)
Log kerosene P -0.101 -0.209***
(0.408) (0.00150)
Log wage -0.0801 0.106***
(0.192) (0.00105)
Transfers -0.0695* -0.00118
(0.0536) (0.984)
Age head 0.0343** 0.0227***
(0.0451) (0.00615)
Age square -0.000263* -0.000193**
(0.0880) (0.0110)
Female -0.200 0.0201
(0.129) (0.765)
Log area 0.109* 0.0912**
(0.0688) (0.0118)
Rainfall 0.000167* -7.23e-05
(0.0566) (0.106)
Log capital 0.185*** 0.0853***
(0.000464) (0.00104)
HHD size 0.0269* 0.0810***
(0.0518) 0)
Road distance -0.122** 0.0124
(0.0487) (0.528)
Education head 0.0370 -0.00184
(0.218) (0.910)
Education square -0.000903 0.00115
(0.660) (0.299)
Transport ownership 0.125 0.0414
(0.180) (0.416)
Road impassable 0.0384 -0.0162
(0.257) (0.305)
Market -0.0884 -0.0570*
(0.168) (0.0983)
Observations 2,285 3,471
R-squared 0.149 0.302
Number of hhd 607 732
F 12.44 45.59
r2_w 0.149 0.302
r2_b 0.220 0.374
r2_o 0.210 0.336

Robust pval in parentheses
Kok p<0'01’ *k p<0.05’ *
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Testing the difference in supply response

In this section we test empirically the propositithat households facing full

functioning markets are more responsive to pricnges for cash crops. In particular,
we analyzed in the theoretical section the own epmtasticity of cash crops for

households which have a perfectly functioning maféefood crops and compared this
to the one of households lacking access to the foadket. The theoretical result shows
that under certain expectations about key measaseghe income elasticity of

consumption and the cross elasticity of supply,|&tier should be lower. However, we
pointed out that different results on these measurewever unexpected they can be,
can also reverse this result. In their study, devida Fafchamps and Sadoulet (1991)
use a simulation technique to test this proposiind find that households with missing

markets are actually less responsive to changid®ioash crop price.

We test this result on our sample of Tanzanian délolsls comparing the supply
response of coffee for households that take pathénmarket for bananas, the main
staple food produced and consumed in the regiahhanseholds that instead are self-

sufficient.

In doing this comparison we need to take into antdbe potential selection bias
introduced by restricting the sample to participantthe bananas market and self-
sufficient. Given that we are using a panel dataset the Heckman procedure is not
readily extensible to this case, we adopt insteael methodology proposed by
Wooldridge (1995) to test for selectivity in pamatasets. The methodology consists in
estimating the first stage probit equation by pdgbeobit and then using the inverse

mills ratio in the quantity equation. A standa+tst for the significance of the inverse
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mills ratio is a valid test for selectivity eventlfis procedure is not valid to correct for

selectivity.

To reinforce the identification of the model we ubkeee variables as proxy for fixed
transaction costs that affect the participatiortia food market but not the volume
decision, these are the population density of tmamunity were the household resides,
a dummy for the ethnic group of the head of theskbold (taking value of one if the
head pertains to the main ethnic group) and a dufemghe presence in the household
of a radio or a TV or a telephone. These varialslesuld capture the degree of
information and network possibilities the househb&s and thus the degree of fixed

transaction costs as discussed also in Heltbergarml (2002).

Results of the test are presented in table 2.9. fifbiecolumn shows results for the
pooled probit where the dependent variable tak&sevaf one if the household is self-
sufficient in the banana market and zero otherwi$e second column estimates the
coffee supply function for banana self-sufficiemubeholds as a standard fixed effects
adding the inverse mills ratio from the first s a covariate. This is not statistically
significant which implies that, once controllingrfohe fixed effects, there is no
selectivity issue and the equation can be estimadea normal fixed effects on the sub-

sample.

Table 2.10 reports estimation of coffee supply tloe entire sample of households
producing coffee and bananas in the first colunthtlen for the sub-sample of banana
self-sufficient households in the second column #&vdthe other household who

participate to the banana market in the third celuithe results show no substantive

difference in price responsiveness between theginwaps which is in contrast with the
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common belief that households who face missing foadkets are less responsive on

the cash crop market.

There are two main reasons why these estimatebe&dnased. First, the instruments
used to identify the inverse mills ratio when tegtifor selectivity might be
inappropriate leading to a false rejection of tigpdthesis of the presence selection bias.
Of the instruments used only population densitstatistically significant and there are

reasons to think that this variable might not kbagonal to the supply decision.

The second reason relates to the fact that multialeket imperfections are possible in
particular on the labour and credit market and ¢his interact with imperfections on the
food market confounding the estimates. Accountmgrultiple market imperfections

Is infeasible with small datasets like the one weeusing.
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Table 2.9 : Wooldridge test for selectivity

(Probit) (Fixed Effects)

Self-
sufficient Coffee
VARIABLES bananas production
Log coffee P -0.629*+* 1.083
(0.000503) (0.151)
Log food P -0.0417 0.232
(0.782) (0.522)
Log kerosene P -0.00650 0.0178
(0.960) (0.952)
Log wage 0.141** -0.437**
(0.0280) (0.0498)
Transfers -0.151 0.226
(0.269) (0.251)
Age head -0.00545 0.0148
(0.574) (0.732)
Age square 9.51e-05 0.000272
(0.300) (0.486)
Female -0.0527 0.117
(0.489) (0.735)
Log area -0.0701 0.123
(0.304) (0.483)
Rainfall 0.000184*** 0.000364
(0.00320) (0.219)
Log capital 0.0741 0.0128
(0.141) (0.944)
HHD size 0.0176 0.0209
(0.103) (0.624)
Road distance -0.0285 -0.291 %+
(0.528) (0.00659)
Education head 0.0199 0.00801
(0.380) (0.930)
Education square -0.00387** 0.00410
(0.0399) (0.625)
Transport ownership 0.0477 0.297
(0.481) (0.184)
Road impassable 0.0579*** -0.0371
(0.000300) (0.685)
Market -0.0407 0.0340
(0.551) (0.832)
Density -0.000179**
(0.0103)
Main ethnic group -0.0951
(0.170)
Tv radio phone ownership 0.0209
(0.758)
(0.0109)
Inverse Mills Ratio -0.587
(0.682)
Constant 1.428
(0.132)
Observations 2,251 679
r2_p 0.0453
Number of hhd 363
F 6.118
r2_w 0.213
r2_b 0.104
r2_o 0.0982

Robust pvalues in parentheses
** n<0.01, ** p<0.05, * p<0.1
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Table 2.10 : Separate FE estimations

(©)

4)

®)

VARIABLES Overall Autarkic no-autarky
Log coffee P 0.821*** 0.859* 0.850%***
(1.13e-05) (0.0679) (0.000366)
Log food P 0.0682 0.197 -0.117
(0.645) (0.573) (0.540)
Log kerosene P -0.120 0.00747 -0.117
(0.335) (0.979) (0.457)
Log wage -0.0822 -0.381** 0.0314
(0.182) (0.0155) (0.684)
Transfers -0.0376 0.159 -0.0464
(0.327) (0.235) (0.345)
Age head 0.0319* 0.0113 0.0361*
(0.0688) (0.787) (0.0830)
Age square -0.000227 0.000319 -0.000310*
(0.150) (0.391) (0.0970)
Female -0.187 0.105 -0.287*
(0.169) (0.763) (0.0820)
Log area 0.118* 0.0918 0.0683
(0.0522) (0.555) (0.340)
Rainfall 0.000169* 0.000458** 0.000148
(0.0581) (0.0233) (0.194)
Log capital 0.164*** 0.0481 0.153***
(0.00170) (0.751) (0.00888)
HHD size 0.0279** 0.0275 0.0405**
(0.0471) (0.494) (0.0191)
Road distance -0.127** -0.302%** -0.0438
(0.0431) (0.00432) (0.527)
Education head 0.0372 0.0148 0.0629*
(0.220) (0.865) (0.0748)
Education square -0.000953 0.00265 -0.00436**
(0.645) (0.714) (0.0483)
Transport ownership 0.120 0.314 0.282**
(0.212) (0.151) (0.0136)
Road impassable 0.00827 -0.0164 -0.00640
(0.823) (0.824) (0.885)
Market -0.0860 0.00682 -0.177**
(0.188) (0.963) (0.0355)
Observations 2,251 679 1,572
Number of hhd 604 363 556
F 12.32 6.514 9.938
r2_w 0.147 0.212 0.174
r2_b 0.222 0.0999 0.226
r2_o 0.210 0.0942 0.204

Robust pval in parentheses
Kkk p<001‘ K% p<005’ *
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2.5 CONCLUSIONS
In this paper we estimated the supply responsedsih and food crops for a sample of
farmers in the Kagera region of Tanzania usinghg kerm panel dataset of households
in the region. The use of this data permits to r@rfor households unobserved time
invariant characteristics and at the same timentdyae the impact of some variables of

interest which are quasi-fixed in the short term.

We find a positive own price supply elasticity faffee while food supply is found to
be unresponsive to prices. We investigate the itngiaizansaction costs on production
and find that households more distant from a raadyrce less coffee. One kilometer of

additional distance reduces supply by 12%.

We find limited evidence that farmers are becommgre responsive to prices but
further research is needed to understand bettelribers of this evolution. We also find
no evidence that households facing market impedieston the food market are less
responsive to prices for the cash crop. An oveiest for separability rejects the

separability assumption.
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Chapter 3

Supply response, market participation and
transaction costs in food markets: evidence from
a Tanzanian panel

3.1 Introduction

This chapter analyses the role barriers to tradkarform of high transaction costs have
on market participation and supply response inlrfmad markets in developing

countries.

Exploiting the availability of a long term paneltdset we develop an error components
switching regression model that takes into accouividual unobserved heterogeneity.
The switching regression model endogenizes thes thossible households’ choices of
being a food buyer, seller or self-sufficient ahdws that measures of transaction costs
are both economically and statistically significamtexplaining an increase in food
domestic production for buyers and a reductionskdters. This implies a reduction in
the role of market exchange and a lower degregedialization that would otherwise
arise in absence of transaction costs. The resalds show the importance of

households’ heterogeneous market participatiothi®estimation of supply response.

High transaction costs have been considered anrtemiofeature characterizing the

functioning of rural markets in developing courdri@ general definition of transaction
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costs identifies them as all those costs that agese to incur in order to conclude a
market transaction beyond the price of the goodeswvice which are the immediate

object of the transaction.

The literature on the argument (Goetz 1992, Heltlzard Tarp 2002, Key et al. 2000)
has usually distinguished between two differenegypf transaction costs: proportional
transaction costdP(TC) and fixed transaction costSTC). The former vary in function

of the quantity traded and the latter instead dterg sum representing the one off cost

of entering a market irrespective of the quantiagléed.

PTCsinclude the costs of transferring the good trasiech as its transport and the time
spent in between to reach the markeéICs include the costs of: a) searching for a
market or a trading partner; b) negotiating andyaming; c) screening, enforcing and

supervising contracts.

The main challenge we face when analyzing the impltransaction costs is that they
are usually not observed and measured directlyastsurveys. What we often observe
are some factors which are thought to affect th&or. example,FTCs such as
searching, screening and so on are very diffiautjuantify directly but we can instead
observe other variables which indicate agents’ elegof information and network

relationship available which are expected to deitggrtheirFTCs

The effect that transaction costs have on farmersvbfold: on the one side they
directly affect the effective price received byleed and paid by buyers and thus the
quantities exchanged. On the other side, transactsts also generates heterogeneity

in the way households relate to markets and caengiatly explain why some farmers
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decide to take part to the market exchange whilterst remain self-sufficient. In
particular fixed transaction costs can be seenaadeb to trade which need to be

overcame if the farmer has to take part to the etark

The implication for the estimation of agriculturalipply response is that both the
heterogeneity in market participation and the afl@on-price factors have to be taken
into account to obtain correct estimates of suppbponse. In particular, accounting for
the heterogeneity in market participation impliée testimation of separate supply
functions for each market regime as they are likkelpehave differently and to respond

to different incentives.

In the following sections after a review of thestdture on supply response and market
participation we review the theoretical frameworkieh incorporates transaction costs,
heterogeneity in market participation and supplypomse. Then we account for the
problem we have to face when using a panel datéhfsranalysis and our strategy to
address it. We then report the results of the eogpimnalysis and finally draw some

conclusions.

3.2 Literature review

Several studies have addressed under a wide speofrangles and methodologies the
role that transport costs, infrastructure, isolatamd transaction costs play in shaping
economic decisions and the process of economida@went. In recent years a number
of studies have dedicated an increasing amountttehtaon to the role of rural

infrastructure in developing countries identifyiolgannels reasons through which rural
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infrastructure and transaction costs can influeagecultural production, income and

poverty in developing countries’ rural areas.

Transportation and transaction costs can affeactyr agricultural productivity and

output. Productivity can be affected through inpdbption as the price of imported
inputs rises the higher are transportation costalso through increased price volatility
or differing specialization patterns and crop migtifel and Minten (2008) present
evidence that transportation costs reduce ricedyielnd input use in Madagascar.
Dorosh et al. (2010) also show a significant eff#ctoad infrastructure on agricultural
output and input adoption using a more aggregateskesectional spatial approach for

Sub-Saharan Africa.

One factor explaining the inverse relationship et productivity and transportation
costs runs through the effect they have on the lefvepecialization and choice of the
crop mix. The evidence on the link between trangactosts and specialization is
mixed. Qin and Zhang (2011) directly link the Hedal specialization index to road
access in a Chinese rural province and find a higlegree of specialization among
better connected households. Stifel et al (2008hdofor a sample of households in
Madagascar a lower level of concentration of adfucal production in more isolated
areas and a shift towards staple food productidgheaexpenses of more valuable crops.
On the other hand, Gibson and Rozelle (2003) fivad increased isolation reduces the
number of income generation activities pursued byskholds and thus increases
specialization of income sources. Omamo (1998) sseslation techniques to show
that households facing higher transaction costd teralter the crop mix and increase

the share of food crops at the expenses of cags.cro
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A somewhat different but interrelated aspect inplg high transaction costs concerns
the impact they have on the degree of commerctaizaand on farmers’ market

participation decisions. The literature on markattipipation and transaction costs has
shown that high transaction costs can drive houdstmut of the market as an optimal

strategy to avoid high fixed and proportional tr@etgon costs (De Janvry et al. 1991).

The main implication of this finding is that tratian costs will generate heterogeneity
in how households relate to the market as someogilmally choose not to take part to
market transactions. This in turn might imply heggneous behavior that needs to be
taken into account in empirical applications anquiees an appropriate econometric

strategy.

Goetz (1992) in his pioneer study of Senegalesm gnarket analyses the marketing
behavior of buyers and sellers respectively. He efsothe discrete market participation
decision of buyers and sellers and then estimagparate market surplus equations
accounting for selectivity into the correspondiregime. The evidence is not totally
conclusive but it does show that information is igngicant driver of market
participation decisions. The drawback of this stiglyhat it looks only at how fixed
transaction costs influence households’ decisioenter the market while not allowing

for the role of transaction costs in influencing tjuantity transacted.

With a similar approach, Heltberg and Tarp (2002)hieir study of supply response in
Mozambique model selling farmers’ marketing behavibhey found evidence that
ownership of a means of transport and proximityatagailway increases both the
likelihood of entering the market as a seller amel quantity sold. The break-down of

the marginal effect into the entry/exit and quantbmponents shows that the first
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effect is substantially larger. Implying that promoo of market access can solicit a
greater volume of additional supply from peasantering the market for the first time

than for existing participants. The study suffemf two shortcomings. First, they use
cross-sectional data and are not able to identifypaice effect which limits their ability

to compare the effectiveness of price versus narepiactors in increasing market
participation and sales. Second, the proxy usediXed transaction costs as population
density and information dummy are not statisticallynificant casting some doubts on

the identification of the model.

Key, Sadoulet and de Janvry (2000) follow a différapproach in their study of
Mexican farmers’ participation in the maize markidiey estimate a structural model of
market participation and supply decisions takingp iaccount the distinct role of
proportional and fixed transaction costs. Theytjgiestimate the supply functions and
the production thresholds using a censoring modéh wnobserved censoring
thresholds. Here the focus is not on marketing Wehaut on production behavior
given the heterogeneity in market participationeyfiound that both proportional and

fixed transaction costs do matter for market eatrgt output decisions.

Bellemare and Barrett (2006) look at the pastasdlarticipation in livestock markets
in Ethiopia and Kenya and estimate the determinaftsarketing surplus for the
different regimes of net-buyers, net-sellers ant-ssdficient. Ouma et al. (2010)
analyze smallholders’ participation in banana miarke Central Africa adopting an
approach very similar to the one presented by G@E#92) showing that farmers
located one hour further from the nearest urbarketaeduce the transacted quantities

by 17% for sellers and 12% for buyers. Alene et(2008) present a study of maize
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supply and fertilizer demand in Kenya and find taainers located far from the market

reduce transacted quantities by 62%.

Some of the above studies look at the market ssigduopposed to supply. Their aim in
that case is to analyze marketing behavior esthgdtie determinants of the quantities
bought or/and sold while controlling for the endoges selection into the respective
market participation regime. Other studies lookead at the production side only and

estimate the determinants of quantity producedrobimg for regime selection.

Other studies have focused more on the role os&@tion costs in the labour and land
market. Carter and Yao (2002) estimates regimeifspeguations for the households’
labor intensity taking into account their partidipa regime in the land rental market.
The transaction cost in their study is a measuriegdl limitations which encumber
transactions in the land market in China. They aseordered probit as selection
equation and estimate both selection and outcomatiegs using simulated maximum
likelihood. They use a panel dataset of Chinessdélonids and make use of a correction
to control for households’ fixed effects. Sadoulg¢ Janvry and Benjamin (1998)
model households labor intensity distinguishingoasrregimes of participation in the
labor market for a sample of Mexican householdgyTdpply a two-step procedure a la

Heckman where however the first step selection temué an ordered probit.

The above studies while all pertaining to the satream of literature on market
participation and transaction costs differ in soim@ortant aspects. The econometric
strategy varies. Some studies make use of the emtddructure of the regime choice

while others do not. As we will show in the thearak model in the next section an
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ordered structure for the market participation sieci is in principle preferable as it

exploits the ordered structure of the relationshig, it also complicates the estimation.

The type of data used is generally cross-sectionty few studies make use of
longitudinal data in this literature and when thigy apart from Carter and Yao (2002),
they treat them as cross-sections even if the eveti literature has established the
potentially serious biases this procedure involwgken individual unobserved

heterogeneity is present. The availability of ldndinal data potentially also opens up
the possibility to explore the dynamic pattern arket participation. The main aim of
this paper is to address these shortcomings andhesngitudinal data at hand to

incorporate unobserved heterogeneity into the argly

3.3 Theoretical framework

Before introducing a more formal treatment of thplication of transaction costs for
market participation and the estimation of the $yifymction it will be useful to look at
the intuition behind just comparing the scenaropriesence and absence of transaction

costs.

Consider a farm household which both produces amdwmes food. The household
will be characterized by a demand and a supplytfongfigure 3.). In absence of
transaction costs the household is a net-selleiimarket pricepg) is higher than the
shadow price {) defined as the price that would equate demand samgly of the
household. In a similar way the household wouldbeet-buyer if the shadow price is

higher than the market price’'). The passage from being a net-buyer to beingta ne
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seller is a continuous one and only in the limitede when the shadow price equals
exactly the market price non-participation in tharket would be a utility maximizing

choice.

Figure 3.1 Net-sellers and net-buyers
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Thus, in absence of transaction costs households dasingle price for buying and
selling and all will take part in the market eith@s buyers or sellers. The set of

autarchic households should tend towards emptiness.

The introduction of proportional transaction costs,said, would increase the effective
price paid by buyers while reducing the effectivece received by sellers and thus
generates a price band between the two prices.nAthe@ case where there are no
transaction costs, the choice of the regime of etgplrticipation is based on comparing
the utility obtained in the different regimes foparticular commodity. The difference is
that the presence of a price band is likely to gmeea set of households for which

utility is maximized by being self-sufficient an@ttaking part to the market exchange.
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A third regime, autarky or self-sufficiency, is ngwessible and market participation

becomes a discrete choice for effect of the pravedlgenerated by transaction costs.

The utility obtained in different regimes and tlthe decision on whether to take part in
the market depends on a comparison between thewharice of those goods with the
buying and selling market prices. If the shadoweris higher than the buying price
then the household will maximize its utility leu®y being a net-buyer. If the household
shadow price is below the market selling price tthenhousehold will be better off as a
net-seller. Finally, if the shadow price falls wththe band non-participation is the
utility maximizing strategy for the householBligure 3.2 represents three different
hypothetical households differing only in term dfletsupply $a, Sband S9. The

different point where supply crosses demand detesihousehold’s market position.

Figure 3.2 Households’ market position
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The role of transaction costs can be analyzed formal model which endogenises

v

market participation decisions. The model preserteldw follows closely the one
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proposed by Key et al (2000), one of the most cetepkxpositions of the role of
transaction costs in rural food markets. Considetildy maximizing household which
consumes a set of goodsand produces agricultural products. To simplify notation
let's definem as the marketed surplus for gobdnd express the cash constraint in
terms of marketed surplus taking into account txatien costs. Market prices are
corrected for proportional transaction costs whacld to the market price in case of

goods purchased{ <0) and reduce the effective sale prieg & 0). Transaction costs

(v) are differentiated between proportion@,)and fixed (7 ) transaction costs and

between buyer$r®) and sellers(r®). They are not directly observed but some factors

affecting them ;) are observed andZ’ are respectively households’ consumption
and production shifters. The household’s problem tes choose quantities of

consumption goods in order to maximize utility ®dbjto a set of constraints:

max € ;7°)
s.t
9(q; 2) =0
qi—m‘fF:O

Y[ -75 (1N (™1, (£ )3 | m-1,11 18 =1, L1 ¥ ¥ E=0

i=1

The first constraint is a standard well-behaveddpotion function. The second is a
resource constraint imposing that quantities corsliare equal to quantities produced
deducted (added) sales (purchases). The third reamtsis a cash constraint imposing

that expenditures need to be equal to revenues thhensale of farm products plus the

exogenous incomEg taking into account proportional and fixed traniac costs ¢,
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takes value of one if the household is class jzard otherwise). The lagrangian for this

problem is:

L=U(c;2)
AP =73 (ANS+(p 1, NG | M1, £ 73 =1, €4 77 * B

+pg(q; 2°)+n(qg-m- 9

Given the presence of fixed transaction costs wigeherates discontinuities in the
Lagrangean function Key et al. (2000) show howdablition can be decomposed into
two steps, first finding the optimal solution comainal on the market participation

regime and then choosing the market participatgine which maximizes utility.

The first order conditions for consumption goodstpoits and traded goods assuming

interior solutions are respectively:

M _
o
o9

— +17 =0
¢5q- n

AL =15 (£NI+(p ™1, (§ )G |-n=0

n=0

We can define the decision price as:

p"-r5  ifm>0, seller
p=JR"+7; ifm<O0, buyer

p; =7 ifm = 0, self-sufficien

A
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The problem is now to choose the utility maximiziregime by comparing utilities
under different regimes. Using the above definedisien price we can define the

maximum utility attained in each regime using theme indirect utility function
V(p,VY, Z). Define y,(p) as the household income before incurring any fixed

transaction costs:

Yo(R)=D_ Rq+E

i=1
Then the utility levels for different regimes cam \Written as:

VE=V(p"-1;, w(p"-1) -1 z) ifseller

VP =V(ph+r), w(pt+r)) -7, ) if buyer

Va=V(p, y(p) Z) ifautarkic

These expressions show that in absence of fixeddion costs the household would
be indifferent between selling and being self-sigfit if p° = p" —1,. From the FOC it
can be shown that utility is increasing in the diexi price for sellers and decreasing in
the decision price for buyers. Thus, p" -7, > p a household facing no fixed
transaction costs would be better off selling. Isimilar way, the household will be

indifferent between buying and being self-suffi¢cién p = p’"+r§ and it would be

better-off buying on the market ™ + r:j <p.



pr=p otz

m_ b
p"=p -7
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Figure 3.3 Indirect utility function

<V
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Figure 3.3shows the indirect utility functiol as a function of the market price. The
vertical line shows the utility attainable by akiarhouseholds which is independent of
the market price. At point C the household willibdifferent between selling and being
autarkic and for prices above C it will be a selkgth utility increasing with price. At

point B the household will be indifferent betweemying and being autarkic and for
prices below B it will be better-off buying withility decreasing with the price. If the

market price is between B and C the householdbeilbetter-off staying in autarky. The

optimal market participation strategy is ABCD.

The implication of the introduction of fixed trarc$@n costs as well as the proportional
ones can be shown looking at the fact that fixeshdaction costs lower household
income and thus utility for each level of price.igwill shift the utility curves to the left
as shown irfigure 3.4 Fixed transaction costs will thus discourage kbo&ls from
entering the market until the price is sufficientiigh (low) to cover fixed transaction

costs for sellers (buyers), points E and fgnre 3.4

Figure 3.4 Fixed transaction costs

[
|

Vv
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However, fixed transaction costs do not enter hiooisks supply curve because only
the marginal return to production affects productitecisions. The first implication of
this finding is that once entering the market eithg a buyer or seller there will be a
discrete jump in the quantity produced as the dmtigrice will change discretely. The
supply function derived has three distinct regifmegifferent price levels and is shown
in figure 3.5 The vertical part of the supply function corresge to the autarkic regime
which is unresponsive to prices. The lower segménis the buying region and finally
the upper segment ED corresponds to the sellingpmedhe discrete change in the
quantities produced when entering the market eglsdouyer or seller can also be seen
in figure 3.5at the points Qand @. These two quantities are the quantity thresholds

below which it is not optimal for the householdetater the market.

The second important implication of this distinoker of fixed transaction costs is that it
gives a way of econometrically identifying the pasders of both the market

participation and volume decisions.

Figure 3.5 Supply function

OVV
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The above analysis has several implications foetenation of supply response.

First, we need to take into account the unrespensiss of autarchic households.
Unless this is accounted for it is likely that psmblestimates of the true underlying

supply response will be downward biased.

Pooled estimates of the supply response would incipte provide an unbiased
estimate of the unconditional supply response. Tgregent an appropriately weighted
average of the positive supply responses of holdghaking part to the market and the
null supply response of self-sufficient householdewever, pooled estimates cannot
provide an unbiased estimate of the underlying lsupfasticity conditional to the
market participation regime which is an importarcp of information if we want to
evaluate the impact of different policies on difiet subsamples. Moreover, pooled
estimates cannot take into account the fact thasétwlds could potentially switch
regime following a price change changing in thisywhe weights of the simple

elasticities.

Second, changes in prices and other non-pricertaetbich affect market participation
decisions should be accounted for in the estimatibthe overall supply response.
Third, transaction costs have a different impacbayers and sellers and estimation of
regime specific supply functions can help identfyd test the effective importance of
transaction costs on production behavior. For krsah increase in transaction costs is
expected to have a negative effect on producti@an.a-buyer instead an increase in

transaction costs is expected to have a positipaatnon production.
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In the following sections, after discussing the remuetric challenges we face when
using longitudinal data in this context, we wily tto estimate empirically this model

and analyze in a coherent framework market pagtmp and supply decisions.

3.4 Discrete choice models for longitudinal panel data

The analysis of how transaction costs affect thekatgparticipation decision and how
this decision in turn affects supply response iggplthe need for models able to
consider simultaneously the discrete choice on etgplrticipation and the continuous
one regarding output. The literature on discret@ahmodels and selection models is
very extensive and several different technique timen developél The extension of
these techniques to longitudinal panel data is keweot completely straightforward
and developments in this area for panel data haga blower. This section analyses the

econometric problems related to applying discrbteae modeling to panel data.

The easiest way to show the problems that disaiedéce models present in a panel
data context is to analyze the basic probit modeckv serves as the basis for other

more complex extensions as ordered and selectiaelsio

The distinction between random and fixed effectsnally made in a linear context also
applies to discrete choice models. The key diffeeers that a fixed effect estimator
does not pose any restriction to the correlationcttire of the individual heterogeneity
and the set of explanatory variables while the oameffect model assumes that there is

no correlation between the individual heterogeneithd the other covariates. This

14 See Greene (2008) for a review.
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assumption, needed for consistency of the randdi@cteinodel, is an important

drawback in most applications.

There are no particular problems in extending #melom effect specification to discrete
choice models like the probit model. However, thms is unfortunately not true for the
fixed effect specification which has been showdifferent studies to be an inconsistent
estimator of the underlying parameters. The maijpeesto notice here is that, as
opposed to linear panel models, here it is notiples$o find a suitable transformation
(like the within transformation) that removes thdividual effects. The only alternative
is to include the full set of dummies and estimvalt@t Greene (2001) callsbaute force
estimator. This option is feasible computationg#ithough quite intensive) but suffers
from the incidental parameter problem. This problames because a sufficient statistic
able to sweep out the fixed effects is not avadadnhd slope parameters have to be
estimated as a function of the fixed effects. Eastem of the fixed effects are
inconsistent in smatlpanels (they do not converge asymptotically totthe parameter

if n increases but doesn’'t) and this means that also the slope paessnevould be

inconsistent.

In the absence of a fixed effect estimator the rhode be estimated as a random effects
model. The additional assumption needed for coersist of the random effects is that
the individual specific effects are normally dibtried with zero mean and constant

variance:

U ~N [O’Uuz]

The difficulties in estimating discrete choice misd®r panel data also carry over to

models of sample selection which are further cooapéid by the fact that the common
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two-step Hackman proceddreoften used in cross-sectional analysis to corfivol
selectivity is not readily available for panel datde sample selection bias may arise
because the subsample of households not partioipati the food market is non-

randomly selected.

A general model with selection can be formalizefodew:

Y, =B%+§
di*:y4+Y
d =1 if d >0; d = 0 otherwis
Yi:yi* 0d

d* represents the selection equation wiile the outcome variable of primary interest.

The main problem in this setting is that it is liken most applications that
unobservables affecting the selection decisioncareelated with the unobservable in

the outcome equation:
E(&,v)#0

If that is the case the errors in the selection anttome equations are likely to be

correlated. OLS over the sub-sample where1 would give biased and inconsistent

estimates for the correlation ofande introduced through the correlation of v and

A common solution to the general selection probietdeckman’s two-step estimation.

Consider a situation where in the model above §fipdci andv have a bivariate normal

distribution with covarianc®y,, .

£,v~ BVN(0,0,0% 07 10, )

' Heckman (1979).
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We are interested in the determinanty &fr a selected sample of households wiire

exceeds zero and thuat =1. Defining ? and ® as respectively the normal density and

cumulative distributions we have:

Ely|d=1=Hy| d>0]
=E§ y>-rz ]
=Bx+E§ {>-yz ]
_ [ _
—/3&+02E{1 V>-yzl

\

ag,, A-yzlo,)
= C+—
PX o’ % 1-o(-yzlo,)

Ayzlo,)

= -+
Bx + po, o(yz/0,)

The model then becomes:
[y |d=1=Hy|d=1+ y=8x+BA(y 9+ L

OLS estimation on the selected sample without ctime leads to biased estimates

because of the omission of the relevant terthe inverse Mills ratio.

An important issue concerning the Heckman procetutiee identification strategy. In
principle the model can be identified through nime#rities in the probit model.
However, this strategy can result in a weak ideraifon with inflated second step
standard errors and unreliable estimates of th#ficeats (Vella 1998). To avoid these
problems additional variables included in the d&d@cequation but excluded from the

outcome equation should be found in order to hedytification.
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The extension of the selection model to a paneh datting is not straightforward.
Rewriting the above selection model to take intcoaat the longitudinal nature of the

data we obtain:

Yy =B% + 1 t§
d,=yz +a +y

d, =1 if q; >0; d, =0 otherwis
Yi = ¥, Od,

In this case the two error components, individugtiehogeneity () and idiosyncratic
error €, are assumed to be correlated with the same cosnpam the other equation

generating a problem of selection.

Looking at the fixed effect estimator we can derilee conditions for its consistency
following Wooldridge (2010) and Vella (1998). Appig the within transformation to

the data we obtain the fixed effect estimatop afs follow:
N

é=(N‘lzidnm M NZZ q*ak';y]

i=1 t=1 i=1 t=1

v Ean] (w3 x)

i=1 t=1 i=1 t=1

Where

Xt:)ﬁt—-li-_liq £ Y= iy_ileT: diy iT:ZT:itd
t=1 t=1 t=1

Consistency of the fixed effect model thus requitd, ')'(i'tsit) =0. This in turn requires

E( [%.d.4)=0
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which imposes no restrictions on the relationst@peend, and (x, ). The only

restriction is that the idiosyncratic error is ipgdadent of the selection indicator which

in turn requires no correlation betweeanduv.

Thus, consistency of the fixed effect estimator ldobe guaranteed if the selection

operates only through the individual specific efffec. The same result does not apply

for the random effect estimator which instead isomsistent also if the selection
operates through the individual effect. In prinejpin situations in which we are
confident that the selection operates only throtigh individual effect we could

estimate a fixed effect model neglecting the seladssue. However, these conditions

are not always met and it is important to at léast for selection in any case.

However, extending the Heckman procedure to panafa dpresents several
complications that are not easy to address. Tkedirthese is the inconsistency of the
fixed effects probit estimator for sma&ltlimension panels discussed above which brings

us far away from the use of fixed effects estinator

A first idea would be to run a pooled probit foe thelection equation, obtain the inverse
Mills ratio and estimate the outcome equation kxgdi effects including the selection
correction. This method however does not producasistent estimators either

(Wooldridge 2010).

A second option, adopted by Ridder (1990) and Nijraad Verbeek (1992) would be
to estimate the first step by random effects prodiittain correction terms and then
estimate the second step by OLS with the correctesms added. This procedure
closely resembles the Heckman procedure but theatamn terms have a different and

more complex form than the inverse Mills ratio.
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Other models to correct for selectivity in panefadaave been developed. In particular,
we will focus in our empirical application on a nebgbroposed by Zabel (1992) which
departs from two-step procedures and proposes & IRtdrmation Maximum
Likelihood (FIML) estimation. This significantly areases the computational burden of
the estimation but provides a coherent frameworkitie joint estimation of selection

and outcome equations.

In the next section we adapt Zabel's model to treered nature of our problem to

analyze supply decision controlling for the mang@iticipation regime.

3.5 Supply response and market participation: A panelselectivity

model with an ordered probit selection rule

We adopt a Full Information Maximum Likelihood appch instead of the two step
procedure. The model was first proposed by Zab@9Z} in the context of a binary
probit selection rule and as an alternative torotwe step procedure developed before.
As shown above, in our case an ordered selectienwauld be more appropriate. The
main drawback of Zabel's approach was its computati intensity but as noted in
Greene (2006) the development of simulation methualge to some extent made it
easier to estimate such models. Carter and Yao2j20@sent one application of the

same family with an ordered probit selection rule.

We sort individuals (or households) into J+1 clasaecording to an ordered probit

selection rule:
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VZ 1y,
0 if <wo<d <

o
Il

1if gy<d, <y
d, =12 if =d <y

Jif g, <d <o

where d, is a latent unobserved variable assumed to bendepé on a vector of

explanatory variablesz, a vector of unknown parametersan individual specific

heterogeneity componemt assumed to be random and an idiosyncratic ranéom t
u, . What we actually observe is the discrete varialleshich takes values from O to J

to distinguish the J+1 classes.

For each of the J+1 classes we observe an outcarnable:
Yy =B Xe*V +& withd =01,.J

Y,

; Is the outcome variable, at timéor household belonging to clasgandis a linear

function of a vector of explanatory variables; , an individual specific time invariant

random effecty, and an idiosyncratic error tersy, .

Both the outcome and selection equations allowtHerpresence of individual random
effects. There are J+1 random effects in the ouécequations and an additional one in
the ordered probit equation for a total of J+2 mndeffects. The assumptions needed

for the random components and the idiosyncratior exre:

Vij - N(O10-vf)
&y ~ N(070-§j )
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for the outcome equations and

h -~ N (0’0}2)
u, ~ N(0,1)

for the ordered probit selection equation. Thearazeé ofu is normalized to unity for

identification purposes.

To simplify the estimation we assume the individspécific error terms are
uncorrelated with each other, an assumption whazhdcin principle be relaxed. Each
of the idiosyncratic error terms in the outcomeamns &;; and the one in the selection

equationu; have instead correlation coefficiept . Thus,ey andui follow a bivariate

normal distribution:

(‘gitj » U ) - Nz (O'O;agzj ,1;101 U§ )

The likelihood for individual has the following form:

L = f(yy)xPr(d, = jly )

- 1 VZi+t+pt — 4 VZ +1+04 —H
= —olt; )| P - ij i djdi
.j _| Usi (o(l ) { 1/1—,0].2 J L /1_101_2 J (0(\/ )(0([') v dr

t

- Yis —,Bj' th

Where t; =
o

€]

X , ¢ is the standard normal density function ahds the

standard normal cumulative function. The derivatises the fact that given the joint
distribution of (& ,4, ) ~ NZ(O,O;afj 1,0 07 ) the conditional distribution af givene;

is:
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P,
(U &)~ N+:1-p°)= N(g { :1-9°)
..

€]

Then the log-likelihood isn L =X In L, .

The likelihood requires a double integration foy afservation and is computationally
intensive. However, recent developments in simomatmethods provide a way to
evaluate the above likelihood function. Simulatidechniques are methods to
numerically approximate otherwise intractable indéég There are various forms of
simulation used for different kind of probletfisin our case it is enough to notice that

the above integrals are expectations over the randdividual effects:
E [ E [¢0)[®,()-®,())/ 0]]

and these expectations can be approximated withuvbege of a sufficient number of

draws from the standard normal distribution genegat andy;;.

Letting g=1,...,G count the draws of the simulation model, the abdkelihood

function can then be approximated with the follogvgimulated likelihood function:

G
7. +r +po0t. —Uu .+ +o0t -
LIS:éZl_li¢(tmg) ® y it ig p]ntjg l'lj—l P th rg pjtljg M
g=1 t Ugj

J1- 07 J1-p?

16 Examples of recent applications of simulation téghes are, among others, Hyslop (1999) on married
women labour participation choices, Cappellari denkis (2004) on movements in and out of poverty,
Morris (2003) on educational choices, Razo-Gar2®1 Q) on exchange rate ragimes and financial
account openness.
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where t; = Yy —B %5 — Y
| 1)

£j

. I, and vy, are random draws from the respective

normal distributions an is the total number of draws taken from the disitions ofv

andu. The variance of andu is unknown and needs to be estimated within théaho

To generate the random draws we follow Train (2608hd use draws derived from
Halton sequences which improve accuracy with agediunumber of draws with respect
to pseudo-random number generators. This is dubetdact that draws derived from
Halton sequences increase the coverage of the doafaintegration and induce a

negative correlation between the draws thus redutie variance of the simulation.

The Halton method works by first defining a seqeety using a particular prime
number,P. The elements of the sequence are then obtaineanhbiyerative process
comprising a series of successive rounds. In tiserbund, the unit interval is split into
P equal-width segments, and elements with valueslaéqube P-1 segment cut-points
are defined. In the second round, each segmertedr@athe first round is further split
into P new segment$-1 new elements are picked for each segment. In tkieraend,
each segment is spR ways again and the cycling continue for as lon@rs needs
sequence elements. As the number of rounds in@etise unit interval gets more and

more filled in by sequence elements.

The simulated likelihood is then maximized numdhcwith respect to the parameters

B V,0,,,0, .0, .0, /4 -4 _,. This method is called Maximum Simulated Likelilkioo

(MSL)*8,

" See Cappellari and Jenkins (2006) for a briefewendf the different methods available to generate
random draws for MSL and their relative advantagéso, they develop the Stata routimelrawsused
for this application to generate Halton sequences.

'8 See Train (2009) and Gourieroux and Monfort (1993)
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In our case the classes of market participatiorttene®, in order: buyers, autarchic and

sellers.
d =yZ, +r+y,
0 if w<d < if buyer
(0.0 foe<dis s ooer
d, =41 if x4, <d, <y if autarchic

2 if g<d <+ if seller

For each regime of market participation we obsévee supply:

YE= B X+ Vg 6 If G =0
(0.0) Yi[A = ,BA Xa+V, +e, if d=1
YS = B Xist Vgt s if =2

The likelihood of a household being respectivelyuger, autarchic and seller at time t
is then given by the above formulas and the fudtlikelihood is obtained taking the
within-group product over time of the single obsgion likelihoods, integrating these
products over the random effects, taking logs amdmsing over groups we obtain the

full log-likelihood:
InL =Zln” |_|{h?}b{L?}a{h?}sqa(V.A)ca(r)dvA dr

Where the exponentb, a and s take value of 1 if the householdat time t is

respectively a buyer, autarchic or seller and péhnerwise.

The simulated likelihood is derived as follow:

In °L :Z|né; rl{ SLitB}b{ Ltp}a{ Ljs
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where the super-scrigtdenotes simulated values. In our estimation weS@sendom
draws to approximate the likelihood function. Gewoux and Monfort (1993) show
that with this method a moderate number of repbecat is enough to obtain a good

approximation of the likelihood function.

We develop a Stata routine to implement the abowdemhnusing Maximum Simulated

Likelihood technique. Appendix 3 reports the Staide.

3.6 Empirical Analysis

The KHDS dataset offers several interesting insigio the evolution of agriculture in
the region and the different behaviour of househgplertaining to different food market
regimes. Table 3.1 shows some descriptive statistic households’ production
structure for 1991 and 2004 decomposed by reginmmarket participation in the food

market.

The share of agricultural production in total exgieures, as already noted in chapter
one, drops quite dramatically during the periodoasrall categories. Food net-buyers
are the group where agriculture accounts for theefoshare of expenditures. Staple

food maintains a high and stable share of totadlgpction across all the three categories.

Yields have actually decreased during the periotil&\this might be due to the life-
cycle evolution of our sample or to contingent heatrelated factors it is an indication
of a stagnant agricultural sector. Notably yields an average lower for food net-
buyers in both years. An indirect confirmation bé tstagnation of agriculture comes

from input use figures. The proportion of housebag@plying fertilizers and pesticides,
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if low in both periods, has actually dropped evesreén Again, net-buyers show a lower

inputs adoption.
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Table 3.1 : Descriptive statistics

1991
Net-buyers Autarky Net-seller Overall
Mean Sd Mean Sd Mean Sd Mean Sd
Yield (000') 90.0 141.7 93.5 135.6 120.3 275.9 102.9 207.5
Consumption pc (000'tsh) 189.1 125.3 150.1 94.3 195.9 139.8 187.2 129.0
Production shares
Food 0.71 0.19 0.67 0.2 0.7 0.17 0.7 0.18
Coffee 0.04 0.07 0.09 0.14 0.07 0.1 0.06 0.09
Vegetables 0.03 0.06 0.02 0.04 0.03 0.04 0.03 0.05
Other cash crops 0 0.03 0.01 0.06 0 0.03 0 0.03
Fruits 0.07 0.1 0.07 0.08 0.06 0.08 0.07 0.09
Other food 0.09 0.12 0.08 0.09 0.06 0.1 0.08 0.11
Other crops 0.06 0.09 0.07 0.09 0.07 0.08 0.07 0.09
Expenditure shares
Agricultural production 0.54 0.34 0.73 0.53 0.77 0.59 0.66 0.49
Sales 0.05 0.09 0.09 0.15 0.14 0.13 0.09 0.12
Purchases 0.57 0.2 0.43 0.18 0.49 0.17 0.52 0.19
Inputs
Land size (acre) 3.64 2.76 4.48 2.95 4.95 2.97 4.29 2.94
Hired labor (% hiring) 19 40 14 35 37 48 26 44
Fertilizer (% applying) 5 21 4 21 7 26 6 23
Pesticide (% applying) 27 9 28 19 39 13 33
Manure (% applying) 45 50 42 50 45 50 45 50
N 329 91 295 715
2004
Net-buyer Autarky Net seller Overall
Mean Sd Mean Sd Mean sd Mean Sd
Yield (000'") 54.0 76.5 69.4 118.8 83.9 103.6 69.3 96.4
Consumption pc (000'tsh) 181.9 131.6 188.5 129.7 215.5 187.9 197.7 159.4
Production shares
Food 0.72 0.17 0.73 0.18 0.72 0.16 0.72 0.17
Coffee 0.03 0.06 0.03 0.07 0.05 0.08 0.04 0.07
Vegetables 0.02 0.06 0.02 0.05 0.02 0.04 0.02 0.05
Other cash crops 0 0.03 0 0 0 0.04 0 0.03
Fruits 0.05 0.06 0.03 0.04 0.05 0.07 0.05 0.06
Other food 0.13 0.12 0.13 0.14 0.1 0.11 0.11 0.12
Other crops 0.05 0.07 0.06 0.1 0.06 0.08 0.06 0.08
Expenditure shares
Agricultural production 0.4 0.2 0.49 0.24 0.61 0.41 0.51 0.33
Sales 0.05 0.08 0.04 0.09 0.15 0.14 0.09 0.12
Purchases 0.65 0.18 0.55 0.19 0.57 0.16 0.6 0.18
Inputs
Land size (acre) 3.38 2.63 3.81 3 4.56 2.92 3.96 2.86
Hired labor (% hiring) 20 40 24 43 41 49 31 46
Fertilizer (% applying) 2 15 3 17 3 17 3 16
Pesticide (% applying) 6 24 26 7 25 25
Manure (% applying) 14 35 13 33 27 45 20 40
N 262 87 274 623
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We estimate the switching regression model for fibed market participation and

output decisions (eq. 3.1 and 3.2).

Households can position themselves into three etaasth an ordered structure: buyers
(B), autarchic (A) and sellers (S). We define &itaor self-sufficient households as the

ones that do not buy or sell any quantity of foo@ igiven year.

We have a problem in classifying households’ magasition as a high percentage of
households buy and sell food in the same Yedtis is mainly an artifact of the
aggregation of four food crops into a single fogdragate. In fact, several households
have different marketing relationships for differecrops. We decide to use an
aggregate food measure because in this way we caxinmze the number of
observations and avoid at the same time repeating tery complex and time
consuming estimation for each crop. Further devekqt of the model could allow in

the future speeding up the routine and runningesitenation for several crops.

To address the problem of the households buyingsatiothg food in the same season
we decide to use the net market position to chassitiseholds as food net-buyers, net-

sellers or self-sufficieft.

Households are defined as net-buyers (net-selfets) value of food bought in the year
is higher (lower) than the value sold. Self-suffidi huseholds are households who sell

and buy the same amount of food on the marketin of valué”.

19

Out of the 3,487 observations that compose the leainP89 (31%) are of households that buy and sell
food in a given season. The remaining sample isposed of 2,398 observations of which 944 (39%) are
buyers, 524 autarkic (21%) and 930 (38%) sellers.
%0 Using this classification we have 1552 (44%) Neydrs, 533 (15%) Self-sufficient and 1402 (40%)
Net-sellers observations.
we recognize the difficulties involved in this classification caused by different recall periods between
production and consumption data and seasonality in the household market relationship across the year.
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An alternative option would be to exclude from #stimation households that buy and
sell as the model of market participation basedtransaction costs cannot properly
explain this behavior. In this way we can use fed#t classification where households
are defined as buyers (sellers) if they exclusivielyy (sell) food in a given year.
Autarkic households are those who neither buy redr any food. We use this

alternative classification as a robustness chesleaton 3.7 below.

Explanatory variables in the food functions arecoading to the theoretical model,

supposed to capture both households’ supply ancwderactors € ), which determine

the relative position of the supply adémand curves, exogenous inconte),( prices

(P) and proxies for proportional transactiocosts [T"). In the market participation

equation the explanatory variables are all thealdes included in the supply equations

plus fixed transaction cost3 ().

We run the model as a random effects model witkridis(J,) and time () fixed

effects in both supply and participation relatiapsihe equations to estimate are:

anjit:f(lnaié’ﬁ’-irp’z% !/L() J%B,A,$

The dependent variables are the market participaggime indicator and the logarithm
of food output for the participation and supply ations respectively. The set of prices
used as explanatory variables includes coffee and prices, agricultural wages and

kerosene price. All these prices are expressedeah terms by deflation with the

However, given the way data has been collected in the survey a different way of classifying households
would be impossible nor any sensitivity analysis strategy is available. We thus rely, as common in the
literature, on the above classification as the best possible approximation of the complex relationship
households have with the market.
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Laspeyre price index at the regional level caladafrom the consumer price survey
collected in conjunction with the main suré@We use the cluster average of producer
prices for coffee while for food and kerosene we market prices collected in the price

survey.

We control for the educational status, the age gamdler of the head and for land and
capital endowment of farmers. Endowment of capgaheasured by the logarithm of
the value of the household’s assets. Land endowmaneasured as logarithm of the

total amount of land cultivated in acres.

We use five district dummies corresponding to theasiministrative sub-regions of
Kagera (the omitted category is the Biharamuloridi3tto control for the unobserved
fertility and other characteristics of land. We tohfor weather conditions using the

total amount of rainfall in the community in thestgeason.

The variables used to capture transaction costsdigtance to a motorable road, a
dichotomous variable indicating whether the roaunigassable in certain periods of the
year or not, ownership of a means of transporty(ibdé; motorbike, and car), presence of
a market in the community, population density, anthy for ethnic minority and an
information dummy for ownership of a radio, telepaoor TV. The last three should
capture the availability of information and netwa@ssibilities and thus affect fixed
transaction costs rather than proportional onessé&lvariables have been proposed as
measures of fixed transaction costs from diffearthors in studies of supply response
and transaction costs (Heltberg and Tarp 2002 apelation density and ownership of
information means as measures of fixed transaatasis; Goetz 1992 uses also the

ethnicity dummy for networking opportunities). Thagt as identifiers in the selection

22 See Beegle, De Weerdt and Dercon (2006).
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model as they affect only participation decisiomsl anot output ones. Population
density data at the district level is availableydiolr 2002 and to use it we need to make

the assumption that district density is relativitgble across tinf&

The previous literature on the argument has stadygh find a convincing distinction

between variables affecting proportional and fixesghsaction costs respectively. This
study is no exception. We recognize the possiltiigt for instance impassability of the
road could affect fixed transaction costs as wslltlee proportional ones. However,
given the difficulty of observing and measuringngaction costs the classification of
variables as affecting one or the other hinges gndgement about what type of

transaction costs are more likely to be affectethlay variable.

The model would not be biased if some of the vémbaffecting proportional
transaction costs also influence fixed transaatiosts. Estimation would only be biased
if variables affecting fixed transaction costs diswe an impact on variable transaction
costs. This assumption is unfortunately not testabid given the complexity of the
model it is not possible to run any sensitivity lgae. We thus maintain the assumption
that ethnicity, population density and ownershipradio/tv, after controlling for the
road network, the availability of means of transpand the presence of markets,
determine only the availability of information atige networking opportunities and thus

influence only fixed transaction costs.

% Population density data at the ward (administradiisérict) level was obtained from the Internatibna
Livestock Research Institute and National Censug&u(geo-information section) of Tanzania. Source
of data used for their development is the Tanzesaiesus maps of population and housing census 2002
available from the Tanzania National Bureau ofiStias (NBS).
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Table 3.2 : Summary statistics of main variables

Net-buyers Self-sufficient Net-sellers
Avg Sd Avg Sd Avg Sd

Food output (kg) 164.5 165.8 189.9 187.5 242.4 377.8
Coffee price (91’ TZS) 46.1 16.7 47.1 18.9 49.7 19.3
Food price (91’ TZS) 54.7 12.7 53.8 11.6 54.7 12.5
Kerosene price (91’ TZS) 89.7 30.3 94.1 33.4 98.5 31.7
Wage (91' TZS) 158.9 82.3 1741 82 166.4 77.8
Age head 49.4 171 54.5 16.9 50 16.7
Female head 0.29 0.46 0.3 0.46 0.27 0.44
Totarea (Acres) 3.87 2.98 4.77 3.94 5.37 3.9
Rainfall (200mm) 10.3 4.7 10.3 4.2 9.9 4.9
Assets (min TZS) 0.94 111 1.25 1.46 1.59 2.15
HH Size 6.01 3.13 5.78 2.86 5.75 2.93
Market 0.69 0.46 0.67 0.47 0.7 0.46
Road distance (Km) 0.19 0.99 0.15 0.85 0.16 0.9
Road impassable 0.42 0.49 0.5 0.5 0.42 0.49
Education (years) 4.19 3.5 3.68 3.36 4.32 3.25
Transport ownership 0.28 0.45 0.31 0.46 0.36 0.48
Density (000’ per Krf) 0.68 1.7 0.19 0.37 0.20 0.39
Main ethnic group 0.6 0.49 0.66 0.47 0.65 0.48
Info 0.31 0.46 0.3 0.46 0.33 0.47
N 1552 533 1402

Table 3.2 presents summary statistics of the eqpdayn variables for each regime of

market participation.

We constrain the coefficients of the buying andirsglequations to be the same. We let
only the key coefficients on transaction costsitfedamong buyers and sellers. This is
not justified apriori on the theoretical ground tatilitates significantly the estimation

in reducing the number of coefficients being estedaand increasing precision of the

estimates.

Table 3.3 gives the results of the estimation. Resof the market participation

equation (column 4 in Table 3.3) show that the nfaators affecting the decision are
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cultivated land and assets value which both ineréas probability of being a seller.
Family size instead increases the probability ohdpduyer. Quite surprisingly neither

the price variables nor the proportional transactiosts are statistically significant.

Population density and the dummy for the ethnicugrothe proxy used for fixed
transaction costs, are instead highly significeiiggher population density increases the
probability of being a buyer for a given land endosnt while belonging to the main
ethnic group increases the likelihood of beingleeserhe third variable reflecting fixed
transaction costs is instead not statistically ificgamt. Table 3.4 presents the average
partial effects for the ordered probit selectiouaepn computed as the partial effect

averaged across the entire sample.
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Table 3.3 : Results

(€] @) 3 4

VARIABLES Net-buyers Net-seller Autarkic Oprobit
Coffee price (log) 0.162*** 0.263** 0.127
(0.045) (0.103) (0.085)
Food price (log) 0.309*** -0.088
(0.058) (0.121)
Kerosene price (log) 0.001 0.080 0.104
(0.052) (0.111) (0.103)
Wage (log) 0.219%** 0.262%** 0.006
(0.029) (0.072) (0.056)

Age head 0.014**+* 0.0134 0.018**
(0.005) (0.010) (0.009)

Age squared -0.000** -0.000 -0.000**
(0.000) (0.000) (0.000)
Female 0.044 0.067 0.089
(0.037) (0.082) (0.069)

Land area (log) 0.177*** 0.062 0.265***
(0.030) (0.073) (0.053)
Rainfall (00" mm) -0.005 -0.002 -0.009
(0.003) (0.009) (0.006)

Assets (log) 0.053**+* 0.116** 0.167*+*
(0.020) (0.050) (0.037)

Size 0.086*** 0.091*** -0.076***
(0.0086) (0.014) (0.010)
Education (year) 0.024** 0.044** 0.024
(0.010) (0.022) (0.019)
Education square -0.001 -0.001 -0.001
(0.001) (0.002) (0.001)
Market -0.125** 0.007 0.010
(0.050) (0.042) (0.059)
Road distance (km) 0.013 -0.019 -0.038
(0.023) (0.020) (0.028)
Road impassable 0.020 -0.077* -0.098
(0.048) (0.039) (0.061)
Transpown 0.021 0.135*** 0.042
(0.051) (0.040) (0.063)

Density (000'/km?) -0.285%**
(0.042)

Methnic 0.322%**
(0.101)
Info -0.029
(0.061)

Note: Sample 3,487 observations. Log-likelihood3®&8Dependent variable in column one to three gsdbfood
output. In column four the dependent variable is tiidered probit index (buyer=0, self-sufficientskller=2).
Covariates not reported in the table but includeth@éestimation are five district dummies for thedistricts in the
region, two seasonal dummies for the three growerykesting seasons, time dummies and an urban coitymu
dummy. Standard errors in parentheses. *** p<0*0p<0.05, * p<0.1.
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Table 3.4 : Average Partial Effects Ordered Probit

Net-Buyers  Autarkic Net-Sellers
Coffee price (log) -0.043 0.0002 0.043
(0.029) (0.014) (0.035)
Food price (log) 0.029 -0.0001 -0.029
(0.041) (0.015) (0.039)
Kerosene price (log) -0.035 0.0001 0.035
(0.035) (0.012) (0.040)
Wage (log) -0.002 0.0000 0.002
(0.019) (0.003) (0.019)
Land size (log) -0.089*** 0.0003 0.089***
(0.019) (0.031) (0.038)
Rainfall (100mm) 0.003 -0.000 -0.003
(0.002) (0.001) (0.002)
Assets (log) -0.056*** 0.0002 0.056**
(0.013) (0.020) (0.024)
Size 0.026*** -0.0001 -0.025***
(0.004) (0.009) (0.009)
Age -0.006** 0.0000 0.006
(0.003) (0.002) (0.004)
Education -0.007 0.0000 0.007
(0.006) (0.003) (0.006)
Female -0.034 -0.0001 0.034
(0.026) (0.008) (0.028)
Rural -0.183*** 0.0140 0.169*
(0.061) (0.060) (0.089)
Market -0.004 0.0000 0.004
(0.023) (0.001) (0.023)
Road distance (km) 0.013 -0.0001 -0.013
(0.009) (0.005) (0.011)
Road Impassable 0.039 -0.0020 -0.036
(0.024) (0.012) (0.027)
Transport own -0.016 0.0001 0.016
(0.024) (0.004) (0.025)
Density (000’/km?2) 0.096*** -0.0004*** -0.096***
(0.016) (0.0000) (0.037)
Main ethnic group -0.125%** 0.0030 0.122%**
(0.039) (0.034) (0.049)
Info 0.011 -0.0001 -0.011

(0.024) (0.003) (0.024)
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Table 3.5 : Decomposition of unconditional marginaéffects

Quantity Selection Total
Coffee price (log) 0.179%** 0.082 0.261%**
(0.051) (0.071) (0.068)
Food price (log) 0.256** -0.057 0.199
(0.103) (0.07) (0.139)
Kerosene price (log) 0.015 0.067 0.082
(0.053) (0.081) (0.079)
Wage (log) 0.226%** 0.004 0.230%**
(0.031) (0.037) (0.041)
Land size (log) 0.157%** 0.171%** 0.328%**
(0.048) (0.073) (0.110)
Assets (log) 0.064*** 0.108*** 0.172%**
(0.026) (0.044) (0.037)
Size 0.087*** -0.049*** 0.038*
(0.006) (0.019) (0.021)
Road distance (km) -0.002 -0.025 -0.027
(0.015) (0.020) (0.026)
Age 0.013*** 0.011 0.025***
(0.004) (0.008) (0.009)
Education 0.026*** 0.014 0.039***
(0.010) (0.012) (0.013)
Female 0.074 0.069 0.143**
(0.054) (0.059) (0.074)
Market -0.122** 0.008 -0.114*
(0.053) (0.047) (0.062)
Road Impassable -0.010 -0.077 -0.087
(0.058) (0.063) (0.092)
Transport own 0.074 0.032 0.107
(0.073) (0.051) (0.090)
Info -0.021 -0.021
(0.045) (0.045)
Main eithnic group 0.230** 0.230**
(0.118) (0.118)
Density -0.2** -0.2**
(0.1) (0.1)

Note: The first column shows the unconditional nreebeffect of a marginal change in the covariatdlte log food
output coming from adjustment in the quantity wegghby the probability of being in regime j. Themed column
shows the unconditional marginal effect of a maafichange in the covariate on log food output cgnfirom
regime switching and weighted by the expected dufpn regime j. The third column is the sum o&thuantity and
selection marginal effects. Standard errors in qtheses are computed using the delta method. *0.Qk **
p<0.05, * p<0.1.
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The first three columns of table 3.3 show the tsstdr the food supply equations
respectively for the buying and selling regimes &rdthe autarky regime. The buying
and selling equations differ only for the propontb transaction costs variables which

according to the theoretical model have a diffeae¢mnpact in the two regimes.

Two main results are of interest. The first consetine own price elasticity which

although small at 0.3 is highly significant.

The second result concerns the role of proportidraaisaction costs. As highlighted
above we expect transaction costs to have an dppospact on buyers and sellers.
High transaction costs should give buyers an ingertb produce more in order to
reduce their reliance on expensive market goodsth@rcontrary, sellers facing high
transaction costs have an incentive to reduce ptamuas the price they receive for
their produce will be lower. The model reprodudas theoretical result quite well. The
transaction cost variables in the buying and sgiiquations have the expected opposite
signs with the exclusion of the transport ownerskipr buyers only the presence of a
market in the community has a significant impact fond production. For sellers
transport ownership and impassable road are sigmifi The magnitudes of the
coefficients are quite significant in economic ternihe presence of a regular market
reduces buyers’ food production by around 13%. Qsmnip of a means of transport
increases sellers’ output by 14% while living ineas where the road becomes

impassable in certain periods of the year redueksrs’ output by around 8%.

These results add some evidence to the relevaaosattion costs have on rural
households’ behavior. In particular, transactiosteancrease net-buyers reliance on
“home” food production while reducing net-sellecgpacity to supply the market. High

transaction costs provide thus an incentive tow#hdsadoption of a self-sufficiency
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strategy and thus reduce specialization and thdugtivity gains associated with it.
This distinct effect of transaction costs cannotabhalyzed without taking into account

the heterogeneous relation households have witm#rket.

A further prediction of the model is that higheartsaction costs would increase the
probability of households being in the self-sufiaty region. This is the “discrete”
effect on households’ market participation as opgds the “continuous” one on output
decisions highlighted before. This prediction i€ sapported by the data that show
proportional transaction costs variables not beingmportant determinant of market
participation choices. The ordered probit margietiécts in table 3.4 show that the
model does not identify any effect on the probabihf being self-sufficient apart from
population density. This poor performance mightdbe to the small number of purely
self-sufficient households in our sample or to #o® restrictive ordered probit

specification and it is certainly an aspect thaedees further research.

Also the price variables are not statistically eliéint from zero in the participation
equation (table 3.3 column 4). This result is aglaprior expectations that higher food

prices should increase the probability of beconainggt-seller.

An interesting feature of this switching modelhattwe can compute different marginal
effects of interest according to the research quesin particular as shown by Huang et
al. (1991) and McDonald and Moffitt (1980), we caompute the unconditional

marginal effect for the full sample for the totalpply regardless of the regime for

which it is observed as:
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Where, as above, the subscript j identifies thewegf market participation. The above
expression provides the marginal effect of variabbm the total quantity supplied. The
first term represents the quantity response wetgltte the probability of being in
regimej and the second term the marginal change in theapitity of being in regim¢
weighted by the expected value of the quantityifagimej. The total effect can thus
be decomposed into a quantity response compondrd aggime switching component.
All components are computed for each householdzeal the marginal effect averaged
across the entire sample. Table 3.5 shows the ditemmal marginal effects computed

in this way.

The total unconditional own price elasticity of &as 0.2 taking into account the
unresponsiveness of self-sufficient households #ed effect of regime switching.
Comparing this result with the pooled one obtaimeglecting the heterogeneity in
market participatioff it becomes clear that not taking into account fivce

unresponsiveness of self-sufficient householdsodhtces a downward bias in the

estimation of the price elasticity.

The main effects on output come from land and assdbwments, wages and coffee

price which operate through both the selectiontaedjuantity side.

4 Appendix 1 contains the results of this pooledimam effect estimation. The own price elasticity has
negative sign and is not statistically differemrfr zero.
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3.7Robustness checks
We perform three different estimations to see & #fvove baseline results are robust to
different specifications. The first concern is abthe role of other market imperfections
that could bias our estimates of the price eldagtamd the transaction costs coefficients.
The second concern is that using the householdsimaeket position to distinguish
among net-buyers, net-sellers and self-sufficiemilat also impact on the estimates.
Finally a third issue relates to the different tepariod used in the three intermediate

waves of the survey.

The first factor that could influence our resuledates to the possible influence of
missing markets for insurance and credit and arito control adequately for land
characteristics. We thus introduce some varialdesontrol for covariate risk factors,
access to credit and land quality. To control fovariate risk factors we use the five
years before the survey rainfall variation coeéfiti the previous year rainfall deviation
from the fifteen-year median rainfall and a drougidne dummy for communities that
experienced a drought in the ten years before theeg. To control for credit
availability we use a dummy for the presence ofamkh money-lender or credit
cooperative in the community. Finally we attempt better control for land
characteristics using the average food yield indbemunity expressed as kilograms
per acre and a variable indicating the roughnegbheoferrain defined as the difference
between the highest and lowest altitude. TablesBdwvs the results for the estimation
including these additional variables. The main ltesterived in the baseline estimation
are all unchanged by the inclusion of these addili@ontrols. The credit availability
variable has negative impact on food supply formsters and autarkic households

while it has a positive although not significantedior net-sellers. This implies that at
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least for net-buyers and autarkic households craditilability favors a strategy of
diversification out of food production. Food yieldave, as expected, a positive sign in
all equations. The covariate risk factors show sgmezling results. The rainfall
variation coefficient has positive sign in the siypequations for net-buyers and net-
sellers while it is negative for autarkic houseloldhis implies that the ex-ante
response to higher risk is increased food prodadto net-buyers and net-sellers while
the opposite seems to be for autarkic householts. sSecond risk variable, rainfall
deviation from the fifteen-year median tries tocbathe ex-post response to covariate
risk. The sign is negative for net-buyers and mediess while positive but not significant
for autarkic. The negative sign implies that howdg$ respond by increasing food
production after a negative weather shock. Theselteeare consistent with an overall
strategy that sees higher food production as arsspto higher risk. However, this is
not so for autarkic households which is puzzlingwas do not expected important

behavioural differences in this respect.

The second robustness check consists in excludomg the estimation households that
buy and sell food at the same time to see if resale biased by the use of the net
market position to characterize households. TablepBesents the results. There are no
major changes from the baseline estimation if hat transaction costs’ coefficients are

slightly higher and more precisely estimated aswoeld have expected.

Finally the third estimation checks if the use vexédn made of the longitudinal survey
affects the estimation. If fact, the second, tlaindl fourth wave of the survey have a six
month recall period instead of a full year. We cohtor this recall difference in the
baseline estimation with time and seasonal dumimigshere could still be a bias in

particular if we misclassify households’ market ifos. An alternative way to use
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these data that has been proposed (Rios et al) 2008 merge the second and third
wave to form a comparable full year wave while ghiog the fourth wave. We perform

the baseline estimation using these three full-yeares only. Table 3.8 presents the
results of the estimation. The main results areisolo this alternative use of the data

and they actually suggest that the baseline tréinsacosts coefficients could be

underestimated.
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Table 3.6 : Controlling for risk, credit access andand quality

@ @) ©) 4)

VARIABLES Net-buyers Net-sellers  Autarkic Oprobit
Coffee price (log) 0.112** 0.166* 0.099
(0.045) (0.101) (0.086)

Food price (log) 0.273*** -0.049
(0.059) (0.124)
Kerosene price (log) 0.032 0.228** 0.056
(0.053) (0.114) (0.109)
Wage (log) 0.163*** 0.183** 0.003
(0.029) (0.074) (0.058)

Age head 0.014*+* 0.016* 0.0166*
(0.005) (0.009) (0.009)

Age squared -0.000** -0.000 -0.000*
(0.000) (0.000) (0.000)
Female 0.044 0.108 0.093
(0.036) (0.082) (0.069)

Land area (log) 0.183*** 0.095 0.288***
(0.030) (0.071) (0.053)

Rainfall (00" mm) 0.016** 0.005 -0.045*+*
(0.008) (0.016) (0.014)

Assets (log) 0.059%** 0.098** 0.165***
(0.020) (0.048) (0.037)

Size 0.084**+* 0.087*+* -0.077**
(0.006) (0.014) (0.010)
Education (year) 0.021** 0.041* 0.025
(0.010) (0.022) (0.019)
Education square -0.001 -0.001 -0.001
(0.001) (0.002) (0.001)

Rainfall CV 0.035 0.314%** -0.603** 0.442*
(0.171) (0.111) (0.244) (0.181)
Market -0.087* -0.003 0.002
(0.049) (0.042) (0.059)

Road distance (km) 0.010 -0.011 -0.048*
(0.022) (0.020) (0.028)
Road impassable 0.035 -0.072* -0.083
(0.048) (0.041) (0.063)
Transpown 0.026 0.136*** 0.033
(0.049) (0.039) (0.063)

Rainfall deviation (100mm) -0.274%** -0.212%* 0.039 0.387***
(0.091) (0.080) (0.172) (0.134)

Drought -0.009 0.022 -0.033 -0.088*
(0.045) (0.037) (0.069) (0.053)

Credit -0.114%* 0.015 -0.120* -0.086*
(0.044) (0.037) (0.066) (0.051)
Terrain roughness -0.002 0.006 -0.009 -0.004
(0.006) (0.006) (0.008) (0.009)
Food yields (kg/acre) 0.019%** 0.007*** 0.027#*** 0.005*
(0.003) (0.002) (0.005) (0.003)

Density (000'/km?) -0.264%*+
(0.042)

Methnic 0.360***
(0.102)
Info -0.026
(0.062)

Observations 3,487
LI -6734

Note: Dependent variable in column one to thrdegsof food output. In column four the dependentalale is the
ordered probit index (Net-buyer=0, Self-sufficieht-Net-seller=2). Covariates not reported in théetdlnt included
in the estimation are five district dummies for tig districts in the region, two seasonal dumni@sthe three
growing/harvesting seasons, time dummies and amubmmunity dummy.

Standard errors in parentheses. *** p<0.01, ** B&).* p<0.1.
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Table 3.7 : Excluding buying and selling households
@ @ 3 4)

VARIABLES Buyers Sellers Autarkic Oprobit
Coffee price (log) 0.198*** 0.239** 0.141
(0.062) (0.107) (0.109)
Food price (log) 0.315%** -0.113
(0.075) (0.150)
Kerosene price (log) -0.073 0.064 0.139
(0.069) (0.115) (0.129)
Wage (log) 0.222%** 0.300%*** -0.020
(0.038) (0.075) (0.069)
Age head 0.016*** 0.019** 0.016
(0.006) (0.010) (0.011)
Age squared -0.000* -0.000* -0.000
(0.000) (0.000) (0.000)
Female 0.050 0.074 0.114
(0.048) (0.086) (0.090)

Land area (log) 0.175%** 0.033 0.360***
(0.039) (0.074) (0.066)
Rainfall (00’ mm) -0.000* 0.000 -0.000
(0.000) (0.000) (0.000)

Assets (log) 0.054** 0.110** 0.144x+*
(0.025) (0.049) (0.047)

Size 0.098*** 0.109%** -0.092%**
(0.007) (0.014) (0.013)
Education (year) 0.020 0.043* 0.011
(0.014) (0.023) (0.024)
Education square 0.000 -0.001 -0.001
(0.001) (0.002) (0.002)
Market -0.127* 0.035 -0.085
(0.071) (0.052) (0.074)
Road distance (km) 0.002 -0.022 -0.027
(0.034) (0.025) (0.036)

Road impassable 0.054 -0.065 -0.181**
(0.066) (0.048) (0.080)
Transpown 0.051 0.120** 0.064
(0.071) (0.049) (0.082)

Density (000'/km?) -0.314%*+
(0.055)

Methnic 0.4671***
(0.128)
Info 0.005
(0.081)

Observations 2,398
LI -4892

Note: Dependent variable in column one to thrdegsof food output. In column four the dependentalae is the
ordered probit index (Buyer=0, Self-sufficient=1I&e2). Covariates not reported in the table mduded in the
estimation are five district dummies for the sixstdcts in the region, two seasonal dummies for thee
growing/harvesting seasons, time dummies and amubmmunity dummy.

Standard errors in parentheses. *** p<0.01, ** B&).* p<0.1.
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Table 3.8 : Three waves estimation

@ (2 3 4
VARIABLES Net-Buyers Net-Sellers Autarkic OProbit
Coffee price (log) 0.204*** 0.159 0.137
(0.057) (0.148) (0.109)
Food price (log) 0.277*** -0.006
(0.071) (0.164)
Kerosene price (log) 0.021 0.205 0.280**
(0.062) (0.154) (0.141)
Wage (log) 0.205*** 0.321%+* 0.075
(0.037) (0.121) (0.083)
Age head 0.015%** 0.005 0.0165*
(0.005) (0.014) (0.009)
Age squared -0.000** 0.000 -0.000
(0.000) (0.000) (0.000)
Female 0.003 0.196 0.039
(0.041) (0.120) (0.078)
Land area (log) 0.188*** 0.017 0.268***
(0.039) (0.110) (0.066)
Rainfall (00" mm) -0.003 -0.034** 0.005
(0.004) (0.016) (0.008)
Assets (log) 0.084*** 0.247%** 0.177%**
(0.026) (0.072) (0.048)
Size 0.072%** 0.077** -0.072%**
(0.008) (0.023) (0.012)
Education (year) 0.031*** 0.046 0.030
(0.012) (0.030) (0.021)
Education square -0.001 -0.001 -0.001
(0.001) (0.002) (0.002)
Market -0.216%* -0.002 0.014
(0.056) (0.052) (0.077)
Road distance (km) 0.010 -0.010 -0.032
(0.022) (0.022) (0.029)
Road impassable -0.063 -0.075 -0.177*
(0.054) (0.050) (0.071)
Transpown -0.050 0.174*** -0.000
(0.055) (0.049) (0.073)
Density (000'/km?) -0.309%**
(0.007)
Methnic 0.074
(0.129)
Info -0.015
(0.071)
Observations 2,063
LI -3792

Note: Dependent variable in column one to thrdegsof food output. In column four the dependentalae is the
ordered probit index (Net-buyer=0, self-sufficieht-Net-seller=2). Covariates not reported in théetdt included
in the estimation are five district dummies for tig districts in the region, two seasonal dumni@sthe three
growing/harvesting seasons, time dummies and amubmmunity dummy.

Standard errors in parentheses. *** p<0.01, ** B&).* p<0.1.
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3.8 Conclusions
Starting from the theoretical model proposed by kewl. (2000) we estimate a model
of food supply response which incorporates the ceffef transaction costs and
households’ heterogeneity in market participatiemg a 1991-2004 household panel
for Tanzania’'s Kagera region. Taking advantagehsf iong-term panel we are able to
control for households unobserved heterogeneithenestimation. We adopt simulated
maximum likelihood methods to estimate a random pmmment switching regression

with an ordered probit as selection rule.

The results confirm the importance of taking intc@unt the unresponsiveness of self-
sufficient producers when estimating supply respangural contexts characterized by
a high degree of self-sufficiency. The estimateidepelasticity of 0.3 for households

taking part to the market although low shows somgree of responsiveness to price
incentives in rural food markets in contrast tolpdaestimated which show no response

to price incentives.

The results also provide evidence of the importasfceansaction costs in developing
countries’ rural areas. The asymmetric effect ahsaction costs on surplus and deficit
households shows that policies able to reduce tlests can promote higher
specialization and release unexploited productigéins. The main results are robust to

different econometric specifications.
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Appendix 1

Table 3.9 : Food supply pooled estimation

VARIABLES Food Output (log)
Coffee price (log) 0.082*
(0.046)
Food price (log) -0.024
(0.065)
Kerosene price (log) -0.173%**
(0.055)
Wage (log) 0.136***
(0.029)
Age 0.008*
(0.005)
Age square -0.000
(0.000)
Female 0.068*
(0.038)
Land (log) 0.217**
(0.027)
Rainfall(200mm) -0.007**
(0.003)
Assets (log) 0.095***
(0.019)
Size 0.071***
(0.005)
Education 0.024**
(0.010)
Education square -0.001
(0.001)
Market -0.112%**
(0.031)
Road distance -0.011
(0.015)
Road impassable 0.002
(0.033)
Transport ownership 0.072**
(0.033)
Observations 3,487
Number of HH 732
Sigma 0.718
sigma_e 0.655
sigma_u 0.295
r2_w 0.292
r2_b 0.600
r2_o 0.443
Standard errors in
parentheses

%+ 0<0.01, ** p<0.05, * p<0.1



154

Appendix 2
Stata routine for the MSL estimation

This appendix reproduces the Stata code develapedpiement the error component
switching regression model using maximum simulbketihood techniques.

The first part of the code generates the randonwdrased for the simulation.

capture program drop mysim_dO

matrix p = (7, 11, 13, 17)

global draws "50"

keep id2

sort id2

by id2: keep if _n==1

mdraws, neq(4) dr($draws) prefix(c) burn(15) pripje(
forvalues r=1/$draws{

gen double random_1'r'=invnormal(cl_'r')
gen double random_2r'=invnormal(c2_'r")
gen double random_3r'=invnormal(c3_'r')
gen double random_4'r'=invnormal(c4_'r')

}

sort id2

save "C:\...\mdraws_$draws.dta", replace
use "C:\...\simulation_panel_2.dta", clear
sort id2

merge id2 using "C:\...\mdraws_$draws.dta"
drop _merge

sort id2

The second part of the code defines the paramaiarstimate and the likelihood
function. The maximization is implemented usingMheStata routine.

program define mysim_dO

args todo b Inf



155

tempvar ethal etha2 etha3 etha4 random1 randord@merandom4 |j pil pi2 pi3
sum Inpi L1 L2 last z1 z2 z3

tempname Insigl Insig2 Insig3 Insig4 sigmal sigsigtha3 sigma4 Insl Ins2 Ins3 mu0
Indelta athrhol athrho2 athrho3 rhol rho2 rho3adeitil

mleval "ethal' = "b’, eq(1)
mleval "etha2' = "b’, eq(2)
mleval "etha3' = 'b’, eq(3)
mleval "etha4' = "b', eq(4)
mleval ‘'mu0Q' = "b’, eq(5) scalar

mleval “Indelta’' = "b’, eq(6) scalar

mleval ‘Insigl' = 'b', eq(7) scalar
mleval “Insig2' = "b', eq(8) scalar
mleval “Insig3' = "b', eq(9) scalar
mleval “Insig4’' = "b’, eq(10) scalar
mleval ‘Insl' = "b', eq(11) scalar
mleval ‘Ins2' = 'b’, eq(12) scalar

mleval Ins3' = "'b', eq(13) scalar

mleval "athrhol' = "b', eq(14) scalar

mleval "athrho2' = "b', eq(15) scalar

mleval "athrho3' = "b', eq(16) scalar
qui {

gen double ‘sigmal'=exp(‘Insigl’)
gen double ‘sigma2'=exp(’Insig2’)
gen double ‘sigma3'=exp(‘Insig3")

gen double “sigma4'=exp(’Insig4’)

gen double ‘randoml1' =0
gen double ‘random2' =0
gen double ‘random3' =0

gen double ‘random4' =0



gen double
gen double
gen double

gen double
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“Inpi'=0
‘sum'=0
'L1'=0
L2'=0

by id2: gen byte ‘last'=(_n==_N)

gen double
gen double

gen double

gen double
gen double

gen double

gen double
gen double

gen double

gen double

gen double

}

forvalues r=

qui {

replace
replace
replace

replace

replace
al==1

pi1'=0
pi2'=0
pi3'=0

‘rhol' = tanh("athrhol’)
‘rho2' = tanh("athrho2")
‘rho3' = tanh("athrho3’)

z1'=0
'z2'=0

"z3'=0

“delta’=exp(‘Indelta’)

‘mul'="mu0'+ delta’

1/$draws{

‘randoml1' = random_1"r* sigmal’
‘random2' = random_2'r* sigma2"'
‘random3' = random_3'r'*'sigma3'

‘random4’' = random_4'r'*'sigma4"'

pil' = In(normalden(($ML_y1 - "ethal'-dam1l’) / exp('Insl")))-"Insl' if
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replace z1' = "ethad'+ random4' + ‘rhol' * ($ML -y®thal'- randoml’) / exp('Insl’) if
al==1

replace 'pil' = "pil' + In(normal(('mu0'-"z1")/4drtrhol1'*2))) if al==1

replace "pi2' = In(normalden(($ML_y2 - “etha2'-dam?2') / exp('Ins2")))-"Ins2" if
az2==1

replace "z2' = "ethad'+ random4' + ‘rho2' * (ML _-y2tha2'- random?2') / exp('Ins2") if
a2==1

replace pi2' = pi2' + In(normal(("z2'-" mu0')/4Grtrho2'~2))- normal(("z2'-
‘'mul’)/sgrt(1- rho2'72))) if a2==1

replace pi3' = In(normalden(($ML_y3 - "etha3'-dam3'’) / exp('Ins3')))-'Ins3" if
a3==1

replace "z3' = "ethad'+ random4' + rho3' * ($ML_-y&tha3'- random3') / exp('Ins3") if
a3==1

replace pi3' = "pi3d' + In(normal(("z3'- mul’)/ €4r rho32))) if a3==1

replace 'Inpi'="pil*al+ pi2*a2+ pi3*a3

by id2: replace ‘sum'=sum(’Inpi’)

by id2: replace "L1' =exp('sum'[_N]) if _n==_

by id2: replace 'L2'="L2'+L1"if _n==_

}

}

qui gen double “lj'=cond(!"last',0, In('L2'/$draws)
qui misum “Inf'="1j"

if (todo'==0]|Inf'>=.) exit

end
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Chapter 4

Analysing the impact of trade liberalization and
price shocks in rural economies

4.1 Introduction

In this chapter we analyse the impact of agricalt@rade liberalization scenarios and
world price shocks on a sample of rural househatddanzania’s Kagera region
incorporating behavioural responses and the impacagricultural wage income. We
show that taking into account behavioural respormsegonsumption and production
can significantly alter the sign and magnitudehef éstimate of the welfare impact. The
full-model which incorporates all the main effecs consumption and income also
shows that households at the bottom of the incastatwlition tend to gain from higher
prices once consumption, production and wageslawel to adjust to the new prices.

This implies that higher prices for the main creps increase welfare in rural areas.

This finding is in contrast with the recent literst on the impact of high commodity
prices which instead finds a negative effect onfaveland poverty (lvanic and Martin
2008; De Janvry and Sadoulet 2009). While this mimgghtrue for both urban and rural
households in particular in the short-run we shbat trural households tend to gain
instead, once all adjustments are considered, figier commodity prices including
food. The effect is positive on average along thigre income distribution and it is so

for both net-buyers and net-sellers of food.
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During the last decades there has been a consideraiphasis on the potential role for
trade liberalization for increasing living standarahd reducing poverty in developing
countries. Trade liberalization is generally sesroae of the major policies conducive

to a path of development, long run economic graaviti poverty reduction.

The advice of multilateral organizations to devélgpcountries has been of enhancing
market openness and integration into global econonder the assumption that open
economies perform much better than closed one laadthis is the fundamental step

needed to reduce poverty.

Following this advice, developing countries arer@asingly signing new free trade
agreements in an effort to open their economies la@mkfit from the process of
globalization. The aim is to use trade reforms ibamce employment and economic
growth by increasing competition, productivity, heology transfer and foreign

investmertt.

However, there is increasing concern that, evepositive in the long run, trade
liberalization could have adverse impact in therslnon on poverty and on income

distribution.

These concerns have given rise to a set of sttitkéhighlight the importance of an ex-
ante assessment of the impact that trade reformes drathe income distribution of the
population. These studies try to help policy makerassessing either the desirability of
reforms or the trade-off between competitive refaamemes or in building up side

policies to alleviate eventual undesirable effects.

%5 The evidence on the growth benefit of opennessehienis not totally conclusive. See Rodriguez and
Rodrik (2001) and Winters (2004).
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At the same time the significant increase in irdional commodity prices and in
particular the food crisis in 2008 have spurredceon on the short and long-term
impact of these price shocks on developing countaied in particular on rural areas

(lvanic and Martin 2008).

"The demand for more poverty and distributionallgsia [..] is pressing. It comes from
practically all quarters: civil society, nationalow@rnments, nongovernmental
organizations, bilateral aid agencies, internaliomevelopment agencies, and

international financial institutions." (Bourguignamd Pereira Da Silva 2003, 2)

The issue is of particular importance for ruralaarén developing countries for several
reasons: first, most of the poor are concentratetkveloping countries rural areas and
have agriculture as their main source of incomeosé, current talks at the WTO focus
on liberalization of the agricultural trade whichshbeen left behind with respect to
merchandise trade in the process of multilateealdrliberalization of the past decades.
Third, there is a certain consensus that high matigwnal food commodity prices will

characterize international markets in the medium-given the structural patterns of

high demand and limited or slow supply expansion.

These circumstances have revived the debate orharmleigher agricultural prices can
help in reducing rural poverty and kick-start a qass of rural development and
agricultural transformation. We argue that in ortteanswer this question we need to
move away from a short-run analysis and look atdjzeamic response both on the
demand and supply side and incorporate the impaprice changes on agricultural

wages and other agricultural related sources @fnrec
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The structure of the study is the following: thextnéwo sections discuss the links
between trade, poverty and income distribution antfoduces some of the
methodologies used in the literature to assessntipact of trade reforms. Then we
describe the theoretical framework we use to siteuthe welfare impact at the

household level. The final part discusses the tesuld draws some conclusions.

4.2 Trade, poverty and income distribution: the lirks

Understanding the links between trade policy, piyvand income distribution has been
an important field of research in last decades.r@hge a certain consensus in the
economic literature on the fact that trade openireige long run has positive effects on

growth and per capita income and that this hasfizal effects on poverty.

However, the same consensus has not been reachlee simort and medium run effects
of trade liberalization. Trade policies have stroedistributive impacts in the short and
medium run and some segments of the populationdcsuffer more than others the
consequences. If low income households are hate tbould be negative repercussions

on poverty.

A very useful distinction, made by Kanbur (2001fgatss that the disagreement on
fundamental economic issues, and among these da palicies, lies in differences in
perspective and framework in three key aspectsafi@nic policy: Aggregation, Time

Horizon and Market structure.

The first disagreement is on the level of aggregatised. Poverty experts and activists
have been focused on an high level of disaggregdiat considers the welfare impact

at the households level or, at least, for groupthefpopulation diversified by rural or
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urban areas, regional classifications, gender, adchral status, ethnicity, and so on.
Instead, macroeconomists and trade experts hausddanore on the aggregate welfare
impact, on average income levels and on aggregaterfy indicators with few

diversifications among individuals and householldaracteristics. The usual approach

in the latter case is that of a representative &loolsl.

The time horizon used in the analysis has beeerdifit too. Many trade experts have
focused on the medium-term horizon implied by thQeildrium theory underlined in
the analysis. Others have focused more on the-tront impact of reforms worried
about the repercussions that short-term adjustqmeaitiems can have in the medium

and long term.

A further area of disagreement is on the markeictire assumed to be prevalent in the
economy. Some of the conclusions of the theoryradet are strongly based on the
assumption of perfect competitive markets for goadd factors. Different analysts
have claimed that such a situation is hardly valitess developed countries and have
tried to assess the impact of distortions in thstrithutive channel, of different
institutional settings, of the power structure awlon. All these aspects could limit

competition in both factors and goods markets.

The distributional effects of trade liberalizatiamd the adjustment costs that these
policies can create are difficult to assess wittiaking into account the peculiarities of
the poor and of the trade reforms in each singotertext (Winters, McCulloch and
McKay, 2004). The welfare impact of trade policyllwiary according to different
circumstances and will depend heavily on the charstics and habits of the poor, on
the specific trade reform put into place and on skreictural characteristics of the

economy.
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"...a crucial part of any specific analysis mustidentify the different characteristics of
the poor including information about their consuimpt production and employment
activities. Outcomes will also depend on the spedifade reform measures being
undertaken, and the economic environment in whioby ttake place.” (Winters,

McCulloch and McKay, 2004, p. 73)

Identifying winners and losers from trade reform®xtremely important from a policy
perspective in helping design policies able to mine the impact on disadvantaged

segments of the populations.

For the reasons outlined above, the need for anriealpassessment of the possible
impact of trade reforms on the income distributaond especially on the poorest has
been largely recognized in the literature. In ortlerdo this it is of fundamental

importance to understand how trade is linked wifigoty and more in general with the

income distribution of the population.

Winters (2000), identifies several transmissionncteds between trade, poverty and

income distribution:
1. Price and availability of goods (consumpiafiect).
2. Factor markets, wages and employment (inceffieet).
3. Government tax and expenditure.
4. Vulnerability to external shocks (e.g. terofigrade).
5. Incentives for investments and innovatiank(to long-run growth).

6. Short-run risk and adjustment costs.
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All these links are extremely important for the tdimitional outcome of any trade
reform however, we focus on the first two links aihicapture the direct effect of trade
liberalization on prices. These are generally sedhe literature as the most important

effects that trade reforms have on householdsanelf

Trade liberalization acts by changing relative gsicat the border. For example,
unilateral liberalization acts lowering prices ofgorts and keeping prices of substitutes
for imported goods low. This in turn has an impottaffect on welfare by modifying
households' real income. Which segment of the @dioul will benefit more from lower
prices depends on the particular goods whosegariffjuantitative barriers are reduced
and from the particular consumption and productienision of some groups or others

of the populations being considered.

The approach usually followed by the studies oninifgact of price changes on welfare
characterizes households as "farm households". Thigracterization was first

introduced by Singh et al. (1986) and identifiesideholds as making decisions not
only on how much to consume, but also on how maogbréduce and how many hours

of labour suppl§f.

In this way, price changes have a double effeaty thffect not only consumption
expenditures but also revenues from productiorviéies. Therefore, the effect of a
price change on household welfare, assuming giesmtiobnsumed and produced do not
adjust, depends on whether the household is arpdtiper or a net-consumer of the
good whose price has changed. It follows that tildskralization will not necessarily

increase households welfare in the short run.

% A complete discussion of the household modelésg@nted in chapter 2.
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It is important to notice that usually changes arder prices caused by trade reforms
are not passed through to households one to one.trEimsmission mechanism is
strongly influenced by internal factors such as\gport costs, institutional settings,
local competition, infrastructure and preferenaasard domestically produced goods.
All these factors can weaken the impact of tradiernes on internal prices (Nicita 2009;

Bevan, Collier and Gunning 1993).

The second important link between trade policy,gotyvand inequality is the effect of
trade liberalization on income and returns to fexctf production. The theory behind
the link between prices and factor returns is basedhe Stolper-Samuelson theorem
(Stolper and Samuelson 1941), which is a propasiiothe Heckscher-Ohlin model. It
states that a raise in a good’s relative priceemithe real wage of the factor used
intensively in that industry and lowers the realgeaof the other factor. Thus, trade
theory predicts that reduced protection would iasesthe return of a country's most
abundant factor. According to this theory, follogiitnade liberalization, labour earnings
should increase in developing countries where |la®the abundant factor. However,
this prediction depends on some strong assumpsoics as full employment and
perfect competition that are rarely satisfied eslgcin developing countries. In fact,
the empirical evidence seldom confirms the predicedfects on labour earnings

(Goldberg and Pavcnik 2004).

The labour market in developing countries is likety be characterized by high
unemployment and an important informal sector anaften segmented by skill, gender
and location. This makes the response to tradekshoddiffer in terms of its impact on

wages or employment and on different segmentseofaihour market.
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Nevertheless, it has an important impact on wel&tré¢he household level that will
depend on factor endowments and participation oerss There is an agreement on the
fact that a complete analysis of the welfare impgddrade reforms cannot exclude an

analysis of the labour market (Hertel and Reimé&42®orto 2006).

However, for most of developing countries’ rurakas the main source of income
comes from agricultural production either in thenfoof sales or in the form of auto-
consumption. Wage labour although important hasaeeit importance in a strictly rural
setting. In order to contemplate the income effectthese areas understanding
households’ production decisions is of fundamentaportance. This is not to
understate the importance that interactions betwgban and rural area have also in
terms of wages affecting the flow of resources frome area to the other (Harris and

Todaro 1970).

4.3 Methodologies in assessing the welfare impadttoade reforms

The studies that try to evaluate the distributiangdact of macroeconomic policies in
general, and in particular of trade policies haxamdenuse of different methodologies in

accordance to the specific research question anddta available.

Hertel and Reimer (2004) have grouped these melbgiés into two broad categories.
They named the first one as tlest of living approach”which is mainly characterized
by the high level of disaggregation of the analy3ise second category has applied
computable general equilibrium models (CGE) charaméd by a higher level of
aggregation. More recently the combined use of baftithe two approaches has

generated a micro-macro synthesis approach.
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All the above approaches have their limitations sinength and depending on the main
objective of the analysis, the context and the ifipegshock or reform analyzed one is

better able to catch some aspects of the impaetfafms than others.

The same distinction already mentioned, based omb#@a(2001), on the areas of
disagreement in assessing economic policies carrdreslated into the different
methodologies used to investigate welfare impact traide reforms. Basically,
disagreement and differences are on the level grffeggtion, on the time horizon and on
the market structure. Positions on these threesavédbdetermine the methodology used

in the analysis.

One of the pioneering studies on the distributiangbact of price changes is Deaton
(1989) on the rice price in Indonesia. He usesuséloolds survey with detailed data on
households expenditures and rice production touatalthe impact of changes in the

rice price on Indonesian households.

The approach proposed by Deaton combines informatio the price change of a
specific good, rice in his study, with householddadto calculate how a measure of
household's welfare changed or would change. B quite straightforward way to
measure the impact of price changes on welfare mtentially highly disaggregated
level. The key feature of this approach is the afse living standard household survey
to calculate the welfare impact on each single ébaokl in the sample. The approach is

suitable to analyse the impact of any price shackis trade policy induced or not.

There are several important studies that use aroagp similar to the one proposed by
Deaton. Levinsohn, Berry and Friedman (2002) exantie impact on households of

the Indonesian economic crisis of 1997-1998. They a household survey of 1993
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with data on consumption for 58,100 householdseterthine a specific cost of living
change for each household after the increase aepifollowing the crisis. They found
that given their consumption habits and the hetmegus price increase in rural and
urban areas the urban poor households were hurmibst from the crisis. Rural

households were better able to counteract the gipgkowing their own food.

This approach has formed the basis for the anabydise distributional impact of trade
policy changes in several studies as Porto (200i6)ta (2009) and Chen and Ravaillon
(2003) among others which extend previous studiedifferent directions. Ivanic and
Martin (2008) and de Janvry and Sadoulet (2009) thie approach to analyse the

impact of increasing international food prices.

This approach has some important advantages. Tdtesfrong advantage is that these
models are relatively simple and understandable raogiire few assumptions and
restrictions on the parameters than macroecononodeis. They require also a

relatively small amount of data that are easilyilalée in modern household surveys.

The second, and probably the most important, stineoigthis approach is that it is able
to fully exploit the heterogeneity present in thervey data and focuses on the
characteristics and behaviour of real householdtead of relying on representative
households. This is a very important characterigticso multifaceted phenomena as
poverty and inequality that, to be fully exploregiquire the high level of disaggregation

possible with these studies.

However, most of the studies pertaining to thieat of the literature do not explore

the labour market effect of trade reforms (poinh 2he above classification). This is a
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usual but not exclusive feature of these sti#di€khis characteristic comes from the
lack of good data on the income side present intnodsthe household surveys

especially in the past but also from the major clexipy of modelling the employment

and wage effect of trade reforms. This is a serimoigation that has been recognized in
the literature given the importance that labour keareffects have on household's
welfare. Hertel and Reimer (2004) have pointedtbat empirical observations tend to
show that households differ more in their incomeegation than in consumption

behaviour. The composition of incomes differs munobre than consumption baskets
which instead are similar across households. If iaeally the case, then what drives
differences in the impact of trade reforms acrasrént households can be the income
side more than the consumption structure. Failintake this aspect into account could

be misleading or at least unsatisfactory from thietpof view of distributional effects.

Some more recent studies try to estimate the effiettide reforms on the distribution
of income and poverty including also the effectimcome. Porto (2006) calculates the
effect of Mercosur agreement on prices in Argentama then estimates a set of
elasticities of wages to the price for skilled, kiled and semi-skilled workers. He then
uses these elasticities to estimate the impact efcbsur on wages. Coupling this
analysis with the consumption impact for all thai$eholds in the Argentinean survey
he computes the aggregate effect and finds a pwo-pupact of the reform. An

important result of Porto's analysis is that henfbuan anti-poor bias on the
consumption side and instead a pro-poor bias onabeur side that outweighs the

former effect. This further highlights the importanof the latter link.

%’ Ravallion 1990 and Porto 2006 are among the exceptions.
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A limitation of this micro-econometric approachtiet the behavioural response of the
households is in general not taken into accourntbstution effects are not considered
in most of the cases and the analysis limits tosh érder response to price changes.
Friedman and Levinsohn (2002) try to incorporatséhsecond order effects into their
previous analysis of Indonesian crisis estimatirggiof own and cross elasticities of
demand to modify their previous results. They shbat these households’ responses

could be important in assessing welfare impacefifrms®.

One of the limitation of these studies is relatedhte partial equilibrium nature of the
exercise. The interaction between different sed®nsot taken into account and each
sector is treated separately. This could be a guitel approximation of the real impact
if the analysis is focused on a trade reform acdsmgd on a single or few sectors of
the economy, but could be misleading when dealiith widespread liberalizations.

The between sector impact of such reforms is swgghts have important effects and
should be taken into account using a general égiuitn model even if CGE models are

not free from limitations.

Several studies make use of computable generalilmgun (CGE) models. These
models have been extensively used for macro simuokin the past decades as well as
to examine the distributional impact of macroecoimoreforms. CGE analysis has been
applied to a wide range of policy issues, whichlude, among others, income
distribution, trade policy, development strate@xets, long-term growth and structural
change in both developed and less developed cean@GE models are able to capture

the overall functioning of an economy with all tsacroeconomic features and the

%% See also Nicita (2004), who takes into account second-order effects in consumption.
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interactions among different sectors and differagénts of the economic system as

households, government and firms.

These models have the important feature of allowihg simulation of policy
alternatives as a controlled experiment that permite to abstract from other shocks
that could influence the results. This is a grebtaatage relative to the strictly micro-

simulation analysis of the previous section whealidg with ex-post analysis.

The first application of this a CGE model to assbesdistributional impact of policy
changes was made by Adelman and Robinson (19783dath Korea. To assess the
distributional impact of reforms they introduceuatiier micro framework to model the
distribution of income for each group of househiwidhe model. They assume an a-
priori income distribution with fixed variance angrrepresentative households.
Changes in the average income among groups detingome distribution variations

while changes in the average group income deterporerty variations.

The major disadvantages of CGE models are in toenplexity, in the intensive use of
assumptions, including on key parameters valuasjrathe level of aggregation needed
to keep the model tractable. It is also difficaltmheasure their results against reality and

thus to check their validity and sensibility.

In order to model the entire economy, these modedsquite complex and difficult to
understand for non-specialists as opposed to thmplisity of partial equilibrium
models. To clear all the markets several assumpti@ve to be imposed to the model
and is difficult to understand if the result isvém by the data or by the assumptions
imposed. In fact, sensitivity analysis has an ingoarrole in checking the robustness of

the results to different assumptions.
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The assumptions made on the income distributiogrofips, and the own households
classification, can sensibly affect the resultstaet, if there are important behavioural
variations inside the group, aggregation could leadrrors in the measurement of the
effects of a shock. However, the progress mademmpeitational capacity has improved

substantially the ability of building much more alyjgregated models.

More recently several studies on distributionaket$ of trade reforms have combined
CGE models with the micro-simulation based on hbakksurveys data giving birth to
what has been named as “micro-macro synthesis”.appeoach aims at exploiting the
advantages of both cost of living and CGE modeldemeducing the impact of their
limitations. The aim is to fully exploit the detadl survey dataset and at the same time

keeping the CGE tractable.

This procedure is typically a two-step procedunethie first step, a CGE model is used
to simulate the impact on goods and factor pridestoade reform and then, in a second
step, these are fed back into a cost of living ysislcarried on using a household

survey.

One example of these studies is Chen and Ravdlion3) that analyses the impact of
China accession to WTO. They use a Global Traddy&isaProject (GTAP) model to
explore the general equilibrium impact of tradeefddization and then apply the
simulated price changes to calculate a measureslfééne change for each household in
a Chinese survey. They take into account budgeeslteand net sales by the households

to compute an index of the gain/loss following ta@rm.

Other examples of this approach are: Bourguignatilkard, and Robinson (2003) on

the financial crisis in Indonesia, Bussolo and I(2903) on trade policy in Colombia,
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and Ferreira and Leite (2003) on Brazil. lanchowiah Nicita, and Soloaga (2001)
estimate the impact of full trade liberalizationMexico; Ravallion and Lokshin (2004)
apply the method to Morocco. Essama-Nssah et @D 7(Ruse this framework to assess
the welfare impact of higher oil prices and Bibiadt (2010) study the impact of the
global crisis on children well-being. Also all teudies presented in Hertel and Winters

(2006) on the impact of the Doha development aganel®dased on this methodology.

The great advantage of this approach is that wiuhapletely exploiting the full set of
information present in the household survey, itegates the price changes using a CGE
model and so taking into account the interactiotwben different sectors of the
economy. This permits also to keep the CGE moaetdble and the data requirement
low with respect to complex disaggregated genagallibrium models. It also makes it
easier to obtain the effect on wages and employnmetiie different sectors and this,
coupled with a detailed survey of income sources, feelp in taking into account the

labour effect of reforms.

One problem with this kind of approach is that ¢hisrno feedback between the survey
analysis and the CGE and full consistency betwden rmhacroeconomic and the
microeconomic models is not guaranteed. In factetiglibrium would be modified by
the household behavioural response and this shmeilthken into account in a fully

interacted model.

Cogneau and Robillard (2000), Rutherford, Tarr &@ttepotylo (2003) and more
recently Rutherford and Tarr (2008) make an attetaphcorporate large number of
households into a standard CGE combining micro-gitimin and a general equilibrium
framework to avoid the necessity to assume anatgncome distribution for each

group of households. This approach is promising fuuther increases the data
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requirement and the computational costs of the maldeady high for standard CGE

models.

4.4 Households’ behavioural response: a medium terimpact analysis

In this study we follow the “cost of living” approla to take full advantage of the

detailed information at the household level avddab the KHDS survey to undertake a
highly disaggregated analysis of the impact ofedédht trade reforms and price shocks
scenarios. In this section we explain the methagolesed to overcome some of the
shortcomings of previous studies and provide aebeissessment of the impact which

takes into account behavioural responses and thadinon income.

The simplest and most commonly used methodologgviduate the impact of trade
policies and of price changes in general on houdshwelfare consists of a first order
approximation of the compensating variation needédy the price change, to maintain

the household at the same level of utility attaihefbre the price changje

Introducing a standard household model where haldgtproduce and consume a set

of goodsc and are assumed to maximize utility subject technology and a cash

constraintz PG =z R Qg+ E we can derive the indirect utility function which a
representation of households’ living standards.

V=¢(pYy)

% The compensating variation is defined as the mininamount by which a consumer would have to be
compensated after a price change in order to neehoff as before. It can be defined implicitlyrdugh
the indirect utility function: ¢/(y° —CV, p)=¢( Y, P) . Most studies, included this one, actually

use the negative of the compensating variationrasreey-metric measure of the change in welfaretdue
changes in prices.
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WhereV is utility or real income, p is a vector of prices commodities consumed,

y =7+ E is total income which can be decomposed into farofits 77= z p.q (with
g <O indicating farm inputs) and other incontgshere assumed to be exogenous.

Since by assumption profits are maximized we carktbf = as a profit functiom(p).
The effect of a change in price for gobavhen all other prices are kept constant is

obtained by totally differentiating >

_ov

oV 9V 9y
op,

oV
d Y dp=(g- 9=

dv

wherec; andq; represents respectively household consumptiorpesdliction of good

i. Expressed as a share of expendiyune obtain:

dv/ y:(ﬂ—ﬁ) din p
(0.0) y Y

Thus, the measure of welfare gain/loss for eachsélooid is the proportional price

variation weighted by the consumption and producgbare¥. A household that is a

- , . : or
% The derivation makes use of two standard microeeues results: the Hotelling lemma— = q

oV oV
whereq is gross production of goadby the household and Roy’'s identi(-g— = _CG_ wherec is
Y y

consumption of good

31 Expressed as a compensating variatiBrior a change in pricep it would be equal to the negative of
dv:

g=——9Y__(PS_RYyq
dv/dy y y
(ﬁ —M) is the net-consumption ratio and is the elastiaftthe cost of living with respect to the
y

price of good.
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net-consumer of a good will lose from an increasthe price of that good, while a net-

producer will gain. The opposite is true if we coes a reduction in prices.

This methodology is particularly suited in caseskehthe absence of price data doesn't
permit to estimate a complete set of demand ang@lgudpnctions. This approach is
used in a number of studies on the incidence daletreeforms (Ravallion 2004,
Levinsohn, Berry and Friedman 2003; Chen and Ravall004) and price shocks

(Ivanic and Martin 2008; Coady et al. 2008).

This analysis is a valid approximation only if grigariations are small and so we are
moving around the consumer optimum. This is not geiely the case in several
important scenarios where products show a subatgmiice variation. In these cases
large price variations are likely to induce quanétjustments that should be taken into
account. Probably, consumers will move towards gdabdt show high price reduction
and become relatively cheaper. Conversely, produeall orient their production
choices toward goods that have shown a lower pedection and provide a higher

profit.

The limitation of a first order analysis can beaxad only through the estimation of
demand and supply elasticities which identify tioegeholds’ response to price shocks

and permits a more complete analysis of the welfapact.

A second order Taylor expansimf the indirect utility function permits to go beyd

a first-order analysis to incorporate householdshdvioral response both on the

%2 A second order Taylor approximation of a function f (X) around a given point xg is given by the

formula f(X) = f(x)+ f(%)(x= %) +% f'( %)( % X%)>.In our case the approximation is

around the starting price p, and by rearranging and computing the first and second order derivatives of
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consumption side through the estimation of demdastieities and on the production

side through supply elasticities.
1 c
(0.0) AV =p(g-g¢)dn p+2 pl g -@%) dn P

where &° and&? are respectively the demand and supply priceieigstor goodi.

This method considers the behavioural responsdsdiothe demand and on the supply
side and thus it is much more suitable to analysemarginal price shocks. In fact, the
bigger is the price change the less reliable idfitseorder approximation of its impact

(Friedman and Levinsohn 2002).

To consider the effect that a change in price mstber sources of income we need to
relax the assumption that all income coming fromrses different from sales of the
main crop is exogenous. We thus split other incam the agricultural wage income
that can be indirectly affected by a change ingand a part which remains exogenous

(i.e. transfers).

Let’s define the agricultural wage incoré as the sum of the income coming from
working outside the farm in agricultural relatediaties L (net of hired labouH) and
income derived from sales of other residual cropsivestock or by-products of the

main activitys (e.g. selling banana beers).
W=wWL-H)+ p, S

Total income is then defined as:

the indirect utility function we get equation 4.2. Only the price of good i changes while all other prices
stay constant so in the derivation we are not considering cross-price effects.
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y=> nqg+W+E

whereE is now the residual income component assumed texbgenous. The first-

order effect of a change in price is now:

v . aV ady vV . aVaW
dv="Ldp+ 2 Y gp=(g- 9L¥ g+ 222"
o R 2y an p=(q .@ay qp+6yap dp=

=%—\y/dln plR(g-p+n W

wheren is the price elasticity of the agricultural wageome with respect to the price

of goodi. The full-model second order response would theen b
—_ 1 q c
(0.0) av=dinp| p(a-R+7We> dn f q° €

This method permits overcoming the shortcomings qfure first-order analysis and
accounts for the impact on outputs, agriculturag@smand other income generating
activities related to agriculture. Porto (2007)d&s the impact of price changes in rural
economies incorporating outputs, wages and incasponses in the analysis of price
shocks for Mexic®. However he is forced by data restrictions to pmatputs, wages
and other income into a single agricultural wagsime aggregate and to estimate a
unique elasticity to pricés Here we have separated the output elasticity firenvage
income aggregate avoiding in this way to imposeréstriction that the two responses

are the same.

** Friedman and Levinshon (2002) and Nicita (2004) also compute second order effects but their analysis
is limited to the consumption side and does not consider the effects on outputs.
3 Using our notation the agricultural wage income in Porto incorporates sales of all crops and is thus

defined as W = z Rs+W L= B+ p, S, and the welfare effect is calculated as
i

dv=din p{ p( - .c)+f7V\F% dh inéiﬁ»‘")]
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We use the above methodology to simulate the implacihanges in key tradable goods
prices as food and coffee and their indirect imgacother agricultural incomes. We are
not able given the lack of reliable time seriesadant prices to estimate the response of
other non-traded good prices to the price changwaofable goods as done in Porto
(2006). At the same time we do not have enough alataages to carry on an analysis
on the wage impact alone. We thus opt for estirgative aggregate agricultural wage

elasticity.

In the following section we explain the methodolaged to obtain the set of elasticities

needed to implement the above analysis before singlyhe results.

4.5 Estimation of demand, supply and wage-incomeasticities

In this section we present the results of the edton of supply elasticities for food and
coffee, demand elasticities for staple food, otbed and non-food goods and the wage
income elasticity. These set of elasticities pesnmat complete analysis of output,
consumption and income response to price changesummary of the full set of

elasticities is reported in table 4.4.

We first estimate (see chapter two and three) suplasticities for staple food and
coffee. Estimation of the food and coffee suppbsgtities permits taking into account
the output response to prices and thus an impopartof the income effect of price
changes. In fact, food and coffee production omraye account for around 35% of total
income as we shall see in figure 4.1 below. Howdrtgmt the behavioural response
will be depends on the supply elasticities whicloum case are quite low. We estimated

two models of supply response for foodywaong” pooled model which does not take
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into account different regimes of market participatand a second one in chapter three
which instead estimates the supply function coodél on the market participation
regime and takes into account the unresponsiverfesslf-sufficient households. We
are thus in a position to first look at the effect welfare using the wrong model and

then compare this results with the one obtainedlguigie correct model.

Demand elasticities

We estimate demand elasticities using the AIDS gsed by Deaton and Muellbauer
(1980) which derives an econometric specificatimnsistent with a constrained

maximization of a single-period utility function.

In the AIDS the expenditure shares of {ieommodity groups are a function of total

expendituree and price®:

s =a, +Z,6’ji Inp+4J In(E/ B+ y j,i= commodity grouf
P is the composite price index obtained as:

InP=a+Y anp +%ZZA’J Inginp

i

andZsj =1
J

With this system in place we can impose the themetestrictions of adding-up,

symmetry and homogeneity:
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Adding-up: Ya, =1 > B =0 >3 =(
j j '
Symmetry: By =B Ui
Homogeneity: >’ B =0
j

The adding-up and homogeneity restrictions are sagdyy dropping one of the share
equations from the system and obtaining the remgiparameters using the adding-up
restrictions. The symmetry restrictions are obtaibg restricting the parameters of the

equations.

Income elasticity is then obtained from the esteédgiarameters as:

Jj
n; =1+—
S

Wheres; is the sample average expenditure share of comyngiup j.

Uncompensated Marshallian own and cross priceieilzss are obtained respectively

as:
{ﬁn —9 (aj +2.41n pﬂ
(0.0) g =-1+ —
S
|::Bji _Jj (Gj +zlgji In pj}
(0.0) £ = ‘

Compensated Hicksian own and cross price elastcire:
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i ~9 (aj +Z:3n Inp -3 H

L
(0.0) £ =-1+5 +

Si

|::Bji _Jj (Gj +zlgji In R _gJ}
(00)  &=5+ s

We use the full KHDS panel data to estimate thevabsystem exploiting both
geographical and time price variatidnThe households’ consumption module collects
information on a wide range of food and non-foodnomodities. We exploit the
presence of a market price survey which colledtseprin each of the 51 clusters for the
main commodities to avoid the issues involved imgsunit values as a proxy for
market prices (Deaton 1987). Expenditures are grduipto staple food, other food and
non-food item¥, We adopt this aggregation to be consistent whk supply
estimations and to exploit fully the market pricedule of the survey. The group prices
are then calculated as the weighted average ofnttigidual good prices using the
cluster average of the budget shares of each gotiteigroup expenditure as weights.
Total expenditure is the sum of households’ expenglion the three commodity

aggregates.

As controls we use a number of variables able ptuta the demographic composition
of the households that can influence preferencegesd& variables are the age of the

head, year of education of the head, the size efhibusehold, a dummy for female

% As a robusteness check we repeat also the esiimetploiting the time variation only. Results fbe
elasticity show no significant difference with respto the pooled estimation presented above.

% Staple food comprise bananas, beans, maize asdwasOther food comprises other cereals, roots,
fruits and vegetables, dairy products, meats, silgar and salt. Non-food comprises kerosene, chhrc
firewood, batteries, soap, linen and utensils.



183

head, the proportion of adults and elder for bahdgrs and the proportion of children,

year and district dummies.

The system is estimated as a Non-Linear Seeminghglated Regressions (NLSUR).
NLSUR is the non-linear extension of Zellner’'s sewgly unrelated regression model
(Zellner 1962). The non-linearity results from tt@mposite price index which is not
linear in the parameters. Formally, the model yinbsur is:

Yiu = H0%.B)+u,
Yia = (%, B)+ U,

yimt = fm(xit’lg)-'- Uﬁmt

with m equations commodity andx t observations. A multivariate normal distribution
is assumed for the error term as the errors foi'trebservation may be correlated and
thus fitting them equations jointly may lead to more efficient esties. Moreover,

fitting the equations jointly allows us to imposeogs-equation restrictions on the

parameters.

Results of the estimation are reported in table Bable 4.2 shows the price and income
elasticities of demand obtained from the estimateificients using the above formulas

(0.0) to (0.0).
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Table 4.1 : Almost Ideal Demand System

Staple food Other food Non-food
Price staple food -0.103*** 0.0558*** 0.0470***
(0.0119) (0.00825) (0.00498)
Price other food 0.0558*** -0.0284*** -0.0274***
(0.00825) (0.00686) (0.00336)
Price non-food 0.0470%** -0.0274%* -0.0196***
(0.00498) (0.00336) (0.00269)
Expenditure -0.0649*** 0.0395*** 0.0254***
(0.00442) (0.00294) (0.00204)
HHD Size 0.00838*** -0.00491*** -0.00347***
(0.00134) (0.000890) (0.000617)
Age head -0.000790 0.00122* -0.000431
(0.00105) (0.000697) (0.000483)
Age squared 1.08e-05 -1.22e-05* 1.36e-06
(1.00e-05) (6.65e-06) (4.61e-06)
Female head 0.0292*** -0.0244** -0.00474
(0.00906) (0.00599) (0.00416)
Education head -0.00621*** 0.00368** 0.00253**
(0.00218) (0.00144) (0.00100)
Edu squared -6.69e-05 0.000124 -5.67e-05
(0.000173) (0.000114) (7.93e-05)
Prprimemale -0.0240 0.0177 0.00630
(0.0223) (0.0147) (0.0102)
Prprimefemale -0.0531** 0.0168 0.0363***
(0.0236) (0.0156) (0.0108)
Preldermale -0.0385 0.0245 0.0140
(0.0351) (0.0232) (0.0161)
Prelderfemale -0.0641** 0.0329* 0.0312**
(0.0288) (0.0190) (0.0132)
Prchild -0.0468** 0.0230 0.0238**
(0.0228) (0.0151) (0.0105)
Constant 0.444x+* 0.303*** 0.252%**
(0.0375) (0.0250) (0.0169)
Observations 3,584
r2 1 0.874
r2 2 0.889
LI 7114

Note: The table reports results from the Almosald@emand System estimation. Demand own and cross
elasticities are derived from a transformationhaf above coefficients (see table 4.2). The estimatses

the five waves of the KHDS. Additional controls meported in the table are dummies for the six Kage
districts and time dummies.
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Table 4.2: Own, cross-price and income elasticities

Marshallian uncompensated price Income Hicksian compensated price
elasticity Elasticity elasticity
Staple Other Food| Non-Food Staple | Other Non-Food
Food Food Food
Staple -1.14 0.1 0.15 0.86 -0.74 0.61 0.7
Food (0.026)*  (0.025)*** (0.024)x+ (0.01y*** (0.017)**  (0.024)**  (0.026)***
Other 0.15 -1.11 -0.16 1.12 0.43 -0.74 0.19
Food (0.02)*** (0.021)** (0.016)** (0.01y*** (0.017)***  (0.02)*** (0.017)**
Non- 0.13 0.1 -1.12 1.12 0.30 0.13 -0.88
Food (0.01)*** (0.01)*** (0.013)*+ (0.02y*** (0.01)%*  (0.01)** (0.01)***

Note: Elasticities are derived from a transformationtef AIDS coefficients using formulas (0.0) to (0.0)
All elasticities are computed at the sample megreediture share.

Agricultural wage elasticity

The effect on wages and income is accounted foedbynating the agricultural wage
income elasticity as proposed by Porto (2007). &gdtural wage income accounts on
average for 6% of total expenditure but it has arglveight for households at the
bottom of the distribution which thus rely more ofi-farm wage income and other

agricultural income generating activities as shawhRigure 4.1 below.

We estimate a simple model of agricultural wageoime determinants to obtain the
estimates used to compute the income effect okemltanges. By agricultural wage
income we mean sources of income related to agwieubut different from coffee and
food sales which we account for through the estomabf demand and supply
elasticities. These income sources are agriculiuegles from off-farm labour, sales of
products derived from crops, sales of livestock daay products and sales of crops
different from food and coffee. By estimating angeagate agricultural wage
relationship without distinguish between the diéierr agricultural activities where these
wages are earned we are able to identify only tleeage response to prices weighted

by the shares of each type of activity on totablatsupply.
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We estimate the wage elasticity to tradable goodseg only as these prices are

exogenously set on the international markets ulyli@her non-traded goods prices.

The reduced form estimation is:
Invv”- :a+,8)§j +771n R +¢j +é&

where the dependent variable is the logarithm ef &lgricultural wage income of
household in clusterj, p; is a vector of prices of coffee and food faced bydehold

in clusterj; X is a vector of controls including age, educatiane ©f the household,

gender of the head, the proportion of children ameh in the household, average

rainfall and seasonal dummieg.is a vector of cluster fixed effects amgl is a

normally distributed error term. The sample is cosgd of 1215 households which

report earnings from these activities and is ref&td to the fifth wave of the survey.

Results of the above estimation are reported inet@3. The elasticities of the
agricultural wage income to the coffee and foodgwiare both positive and higher for

the coffee price than the food price.
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Table 4.3 : Wage-income elasticity

)]

Agriculture wage

VARIABLES income W (log)
Coffee P (log) 0.557***
(0.191)
Food P (log) 0.277***
(0.0831)
Size 0.0682***
(0.0233)
Age head 0.0306*
(0.0173)
Age squared -0.000341**
(0.000170)
Female head -0.132
(0.142)
Education (years) 0.0386
(0.0414)
Education squared 0.000917
(0.00347)
Rainfall (mm) 0.000315
(0.00130)
Proportion children -0.951***
(0.282)
Proportion male 0.541**
(0.241)
Constant 3.347*
(1.756)
Observations 1,215
R-squared 0.150
F 3.838
Robust standard errors in
parentheses

*+ 0<0.01, ** p<0.05, * p<0.1

Table 4.4 : Demand, Supply and wage income elastieis

Demand (¢°) | Supply (£%) Wage
incomé (1)
Food -1.14 0.021 0.28
Coffee 0.78 0.56
Other Food -1.11 --- ---
Non-food -1.12 --- ---

1. Demand elasticities are estimated through an AIDS using the full KHDS panel.

2. Supply elasticities are estimated in chapter 2 for coffee and food using the full KHDS panel. Food supply elasticity
derives from the pooled “wrong” model.

3. Agricultural wage income elasticities are estimated through OLS using only 2004 KHDS data.
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4.6 Empirical analysis:evaluation of trade reforms and price shocks

We use the 2004 Kagera Health and Development $uovevaluate the impact of
different trade and world price changes scenariise sample comprises 2073
households for which we have complete data on mtemiuand consumption (out of the
2774 KHDS 2004 full sample). We are thus restrigtithe sample to farming
households as we want to focus on the impact i phanges can have on agriculture
in the region and see if higher prices can genenateth in the agricultural sector more

than look at the overall impact on welfare in tegion.

The first-order distributional impact on any prickange will depend on the net-
consumption ratio of each household: net-produgelisgain from a price increase

while net-consumer will lose. The prevalence of-pretducers or net-consumers will
determine the overall welfare impact of any pribeck and the variation across the
income distribution will determine which sectortbe population will be more or less

affected.

In our sample the average net-consumption raumsstive on average but quite low as
a share of total expenditures indicating a substlabalance between food production
and consumption. Net-consumers seem to be contashtnaore at the bottom of the
income distribution (Figure 4.2). This tells usttba average gains will tend to prevail,
a fact that is not surprising given that we areswering a strictly rural area where
agriculture is the main economic activity (Figur@)4 but also that the poor are more
vulnerable to an increase in food prices. Abovevalht these figures suggest is that any

impact would be limited by the fact that auto-cangtion has such an important role
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(Figure 4.2) averaging around 35% of total expemdi and 80% of total productidn
Here we face what is substantially an autarkic eaonwhere exchange plays a limited

role and where price policies can clearly only havenited impact.

However, when we take into account households’ Wieheal response on the
consumption and production side the net-consumptio becomes endogenous and
previously net-consumers can become net-producetd eonsequence of the shock.

Thus, the behavioural response permits to endogén&net-supply position.

Figure 4.1: Shares of food, coffee and agriculturaivage income

Share of income from food and coffee production in total expenditure

10 11 12 13 14
Consumption per capita (log)

Share of agricultural wage income in total expenditure

10 11 12 13 14
Consumption per capita (log)

Note: Shares of food and coffee (upper panel) ésrtiio of the sum of the value of food and coffee
output over total expenditure. The share of thécatiural wage income (bottom panel) is the ratiche
value of the agricultural wage income over totgbenditure. The graphs show how these shares vary
along the income distribution (proxied by per-capibnsumption). The lines are obtained by a non-
parametric local polynomial smooth and represemitferage share conditional to the income level.

%7 As shown in chapter one agricultural ouput accounts on average for around 45% of total income while
the agricultural wage (the sum of off-farm wages, sales of agricultural by-products, livestock and dairy
products) accounts on average for 6% of total income. Other sources of income are wages in non-
agricultural employment, business income, transfers and other non-labour income, rent income and
autoconsumption of livestock raised by the households.
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Figure 4.2: Shares of total output, auto-consumptio and food net-consumption
ratio

Share of production and auto-consumption in total expenditure

Consumption per capita (log)

Production — — — - Auto-consumption |

Net-consumption ratio and per-capita expenditure

10 11 12 13 14
Consumption per capita (log)

Note: Shares of production (upper panel full lirejhe ratio of the sum of the value of all cropsput
over total expenditure. The share of auto-conswmpuipper panel dashed line) is the ratio of tHaeva
of own-produced crops kept for own-consumption otatal expenditure. The net-consumption ratio
(bottom panel) is given by the difference betwdenghare of consumption and the share of produofion
food. The graphs show how these shares vary albegincome distribution (proxied by per-capita
consumption). The lines are obtained by a non-panaenlocal polynomial smooth and represent the
average share conditional to the income level.

We consider four different scenarios (Table 4.5)clwthave an impact on agricultural
prices and evaluate the distributional effects gidime methodology discussed in the
previous section. The first two scenarios are trafi@erms. The first is the Doha round
reform under discussion which was supposed todote a series of liberalizations in
the agricultural sector mainly cutting domestic mop and export subsidies in

developed countries. The potential effects of teferm have attracted a considerable
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amount of attention and different models have kmwployed to evaluate the impact on
world prices and trade flows. The second tradermefecenario is a full multilateral

liberalization. For these two we use as a measitieeqprice changes induced by these
reforms the ones obtained by Hertel and Winter®§2Which forecast a small increase
in world agricultural prices following implementati of the Doha agenda and a full

multilateral liberalization.

The third and fourth scenarios are increases indwarices for food and coffee. The
third is a simulation of a 50% increase in foocesi in line with the kind of price shock
experienced during 2007/2008 and the fourth is @ &fcrease in the coffee price in

line with the change in international coffee préogoerienced during the nineties.

Table 4.5 : Price change scenarios

Full . .
Doha liberalization Food price Coffee price
Food +1.1% +6.1% +50%
Coffee +30%

Source: Hertel and Winters (2006) for Doha andlfio#ralization scenarios.

For each scenario we calculate the welfare effsiciguformula (0.0) for each household
and then look at the variation of the average welfaffect along the income

distribution.

There are two interesting ways in which the “fulbael” overall welfare impact can be
decomposed to better understand which underlyioifa are driving the results. First,
the overall effect can be decomposed into a consampffect which incorporates the

first-order consumption impact plus the behaviouedponse given by the demand
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elasticity’® and an income effect which includes the outputst(forder and supply
response) and the wage-income imp4ic#s second decomposition is the one between
the classical first-order impact on consumption pratiuction (eq. (0.0)) and the full-
model impact which includes the behavioural respoms consumption, outputs and
wage-incom&. The full-model impact can be further decomposed the consumption
and the income resporideTable 4.6 shows results of the overall welfarpast and its

decompositions.

To analyse how the average impact varies acrosstbene distribution we use a non-
parametric locally weighted polynomial smoothingg(fFe 4.3 to 4.6). This approach
runs a series of regressions using only points meighborhood of each x of interest,
which means only points comprised into a bandwildét has to be chosen. A weighting
function is then applied to weight observationgtar away from the central point. The
choice of the bandwidth is important in this anmyand is based on the trade-off
between smoothness on the one hand and precisiotheorother: the larger the
bandwidth, the higher the bias and the higher theathness, the opposite is true for a
smaller bandwidth that increases precision bub@icbst of a higher complexity. There

are rules to make the best choice minimizing treldoff but usually the visual

% Consumtion effects (CE) is defined as: CE = —dIn p[ ) p+% dn g i(ﬁ‘c)}
* Income effect (IE) is defined as: IE =dIn p [ [oXe] +I7W+% dn p( i(ﬁq)}
“The full model impact is defined as: FMI =d In p {/]W+% din p( Gt - I(ﬁc)jl

1
' The income responseis IR=dIn p [/]W+§ dn p( q&l’q) and the consumption response is

CR=-dIn pE dn p( IGE}C)}
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inspection is appropriate as suggested by Deat®87)1 After experimenting with

different bandwidth we choose a value of 0.2 infig4.3 to 4.

*> The units of the width are the units of the x variable, the logarithm of per capita consumption in our
case.
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Table 4.6 : Welfare impact

Full

Doha liberalization Food price Coffee price
Overall welfare 0.04 0.27 6.0 1.6
effect (%)
Consumption/l ncome decomposition
Consumption -0.32 -1.74 -10.6
effect (%)
Income effect 0.36 2.01 16.6 1.6
(%)
First-order/Full-model decomposition

First-order 0.02 0.11 0.9 0.5
impact (%)
Full-model 0.02 0.16 5.1 1.1
impact (%)

Consumption 0.00 0.06 4.2 --

response

Income 0.02 0.1 0.9 1.1

response

Poverty impact

Poverty -0.05 -0.2 -0.43 -0.42
head-count
First-order
impact
(change)
Poverty -0.1 -0.25 -2.89 -0.9
head-count
Full-model
impact
(change)

Note: The overall welfare effect and its decomposg are simple averages of the welfare effecivedri
for each household using the respective formuldseapressed as a percentage of total expendithee. T

head-count impact is the absolute change fromalellme pre-scenario head-count index.
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The first thing to notice is that multilateral teadiberalization scenarios would have
only a minor impact on households in the regionisTil a consequence of the low
impact estimated on world agricultural prices. dt important to notice that these
estimates provide an upper bound impact as wesararang full price transmission but
it is likely that imperfect transmission from world local prices would attenuate even
more the impact on the local economy. Even if sritadl impact is notwithstanding
positive on average and the income effect tendréggil on the negative consumption

effect.

For the two trade scenarios the breakdown of theratlvimpact into its first-order
component and the full-model response which induithe behavioural adjustment of
consumption, outputs and income shows that thegsstatents account for about half
of the overall effect. The income response is maorportant than the consumption
response in these two scenarios a fact drivendgitiall price increase which generates
only a small consumption response. The two tradaa®os show a slight improvement

of the poverty head-count (Table 4.6).

In order to look at the distributional impact oéttwo trade scenarios we report the non-
parametric regression of the welfare impact ongagrita expenditures in figure 4.3 and
4.4. The effect is negative for households at they Wottom of the distribution which
are net-consumers of food and this is the case footthe first-order impact and the

full-model when income and consumption responsesnaorporated.

The situation is quite different for the food prigleock scenario. Here we simulate the
impact of a strong price increase of food produats the impact on households’
welfare is clearly stronger as well. The averagpaat is positive and the income effect

overcomes the negative impact on the consumptiba si reflection of the prevalence



196

of net-producers in the sample and of the positigge-price elasticity which brings an
increase in the agricultural wage income. The magtresting thing is that the
adjustments included in the full-model impact agtdoior almost 90% of the overall
effect. This shows the importance of taking intacamt households’ behavioural
response in particular when price changes are aufit In fact, the suitability of a first
order approximation relies of the assumption thietepchanges are only marginal. The
consumption response accounts for two thirds of fthlemodel adjustment and the

income response accounts for the rest.

In this scenario we have an improvement of the ggueead-count reflecting the fact
that also households at the bottom of the distiwbugain from the increase in food
prices once their dynamic responses on consumptidrincome are taken into account
(Figure 4.5). Consumption response seems to benttie driver of the adjustment for

low income households reflecting the higher sh&ifead consumption.



.001
!

197

Figure 4.3: Doha scenario
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Figure 4.4: Full liberalization scenario
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Figure 4.5: Food price scenario
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Figure 4.6: Coffee price scenario
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The non-parametric regression of the welfare impacper-capita expenditures shows
again that the first-order effect is negative a& Hottom of the distribution but when
income and consumption responses are consideredféot becomes positive along the

entire income distribution.

The coffee price scenario also shows a positivdanelimpact as expected given that
coffee is not consumed in the region but represantadditional form of income. The

main component of the overall welfare effect isiti@me response both in the form of
higher output and an increase in the wage inconmapoaent that are both more
responsive to the coffee price than to the fooaepriThis is an indication of the

importance that coffee has in the region not omlgatly as the main cash crop but for
its spill-over effects on other wage and incomeegating activities. The indirect effect

that coffee price has on the agricultural wage medas the effect of reversing in part
the distributional impact of the price increasefanour of lower income households
which derive a higher share of their total incomaaf off-farm wages and other income
generating activities. This can be seen in figu@ which plots the average welfare

impact as a function of per-capita household exjered

Overall what we notice is that the kind of rurabeomy we are analysing are sheltered
from price changes because of the high degree taflguwhere market transactions
account only for a limited part of total income. Wwkever, when price changes become
bigger the behavioural response implies a changthennet-consumption ratio, the
endogeneity of the net-supply position becomesvaglie and market transaction
increase their weight in the economy. On the onedhhis is encouraging for trade
policy as it shows that price changes can in pplechave important dynamic effects

and can favour the building of a market-orientedneecny. On the other hand, it is
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disappointing because it shows that for these dimaffects to be meaningful we need
price changes of a magnitude which is difficultb® reached exclusively with trade

policy instruments.

On the methodological side we notice that takirtg eccount households’ behavioural
response and the income effect of price changeseng important and can change
significantly the assessment of the welfare impddtade policies and price shocks in
particular as the price changes become higherpiddictions of the full-model, for the
food price scenario in particular, not only diffeubstantially in magnitude but also
imply a change in the sign of the welfare impaat Households at the bottom of the
income distribution. An assessment based on teednder impact only would have had

very different policy implication.

4.7 The role of market participation and transacton costs

The above analysis shows the distinct role of hooisis’ response in muting the short-
term impact of price changes as households hawetbnadjust to the new set of prices.
However, this analysis hides the fact that someséloolds are completely out of the

market economy and produce only for self-consumptio

These households will not respond to price changésss there are price or non-price
factors that push them into the market exchangthdrprevious chapter we estimated a
model of market participation and supply responiat ttakes into account this
heterogeneity in market participation and accouiots self-selection into market
regimes. The results of the analysis show thatepgbanges are not important

determinants of households’ choice of whether ke taart in the market exchange or
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not while other factors as endowment, risk and remvhental factors seem to matter the
most. According to these estimates a change ifotia price will not alter significantly
the participation choice implying that self-suféot households will likely remain self-
sufficient after a price shock. These householéstlaws sheltered from any change in

food prices and this should be taken into accour@mevaluating the welfare impact.

A further result of the model estimated in chaeis that the supply elasticity for
households that do take part to market is actdafiper than the one estimated using
the pooled model of chapter 2. We thus review thrilation of the welfare impact of
the previous section incorporating the correct rhaafe supply response into the

analysis. Table 4.7 reports the new set of elaisticised’.

Table 4.7 : Demand, Supply and wage income elastieis

Demand (&°) Supply (%) Wage income
(m)
Net-Buyers | Self- Net-Buyers | Self-
Net-Sellers | sufficient Net-Sellers sufficient
Food -1.14 0 0.3 0 0.28

1. Demand elasticities are estimated through an AIDS using the full KHDS panel.

2. Supply elasticities are estimated in chapter 3 conditional on market participation regimes and using the full KHDS
panel.

3. Agricultural wage income elasticities are estimated through OLS using only 2004 KHDS data.

We need to notice that while self-sufficient housdb do not participate to any market
exchange they can still be net-producers as parthefoutput can be devoted to
payments in kind and it is appropriate to consitles in the computation of the

household’s net position and thus in the first-ondelfare impact analysis as noted by

“A fully consistent model would estimate also food demand elasticities conditional on market
participation as done for the supply response model. However, given the high complexity and
nonlinerities of the AIDS model this correction goes beyond the scope of this paper and we use the
pooled estimates presented above for the demand elasticity of households taking part to the market
either as sellers or buyers. We just restrict self-sufficient households’ demand elasticity to zero for
consistency.
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Budd (1993). However, the lack of any market tratisas implies that these
households will not have any behavioral responseoolsumption and output to the

market price.

A second factor arising from the analysis of thevpus chapter is that transaction
costs have an important reallocation effect. A odida in transaction cost in changing
the effective price received and paid by sellerd &nyers respectively will shift
production from net-buying households towards e#liess. While this is a welfare
enhancing policy and can also increase efficiengyetcouraging a higher degree of
specialization, it can have side effects when comedbiwith an increase in prices. In
fact, net-buyers will rely more heavily on marketrghases to satisfy their food needs
allocating their effort to activities where thewkaa higher comparative advantage but
also potentially exposing themselves to changasarket prices. If households at the
bottom of the distribution are also net-buyers 8hgt can hurt them. We are thus in a
position to analyze the combined effect of a redacin transaction costs and a food

price increase.

We thus first introduce the unresponsiveness dtssdficient households into the

analysis to see how this changes the previoustseantl then simulate the combined
effect of a reduction in transaction costs followmsdthe price change. To simulate the
impact of a reduction in transaction costs we ass@amhypothetical policy which

provides each community with access to a marketaakes roads passable over all the
year. We calculate the impact on food output fathbwet-buyers and net-sellers using
the change in the predicted values from estimatibthe previous chapter and apply

this change to actual quantities to obtain the thgtacal output after the policy
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implementatiof’. Results of the simulation imply that food outpletreases on average
by around 6% for net-buyers while it increases muad 3% for net-sellers. On this
new vector of output we apply the same methodobgaptied before for a 50% increase

in food prices and look at the implication in teraisvelfare.

o Defining qb as household i predicted food output from the food supply model of chapter 3 in the
baseline scenario and QIT as the predicted food output from the same model but with transaction costs
set to zero then AQ, = (é]T - qb) / f}f’is the predicted change in food output following the
disappearance of transaction costs and qf =q+ qu is the hypotethical food output in absence of

transaction costs being ; the actual output produced by household /.
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Table 4.8 : Welfare impact Food price shock

Baseline food Market Transaction
price scenario  participation costs
Overall welfare 6.0 6.3 6.2
effect (%)
Consumption -10.6 -11.2 -11.2
effect (%)
Income effect 16.6 17.5 17.4
(%)
First-order 0.9 0.9 0.8
impact (%)
Medium-term 51 5.4 5.4
impact (%)
Consumption 4.2 3.6 3.6
response
Income 0.9 1.8 1.8
response
Poverty -0.43 -0.44 -0.50
head-count
First-order
impact
(change)
Poverty -2.89 -3.48 -3.63
head-count
Medium -run
(change)

Note: The baseline scenario is the one considarétki previous section which does not take intmanst
market participation decisions and applies to aliseholds the pooled supply elasticity. The market
participation scenario takes into account differeegimes of market participation and applies the
elasticity of supply obtained taking market papation decisions into account. The transactionscost
scenario gives the effect of the price change gaequrior reduction in transaction costs. The overal
welfare effect and its decompositions are simplkrages of the welfare effect derived for each hiooise
using the respective formulas and expressed ascargage of total expenditure. The head-count itnpac
is the absolute change from the baseline scenagd-hount index.
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Table 4.8 shows how the results change when inofudousehold market participation
into the analysis. The second column shows thahénmarket participation scenario
the consumption response is lower while the outpsponse is higher. The overall
welfare impact in the medium-term is higher. Therdo consumption response caused
by the irresponsiveness of self-sufficent househadmore than compensated by the
higher income effect caused by the higher elagtmitsupply. The positive impact on

the poverty head count is also higher in the medwnm.

The third column of table 4.8 shows results forgmaulation following the reduction in
the transaction costs. There are no major diffexenath respect to the scenario in the
second column which is consistent with the fact tin@ overall output will remain
substantially unchanged following a reduction @ngaction costs and the main effect
instead will be a reallocation of output from netybrs to net-sellers. The effect on the

poverty head count seems however to be slightligdrig

Table 4.9 : Net-Buyers, Self-sufficient and Net-deks welfare impact Food price shock

Net-Buyers  Self-sufficient  Net-Sellers

Baseline First-order -2.3 1.2 5.6
Medium-term 25 6.1 11.2
Market First-order -2.3 1.2 5.6
partICIpatlon Medium-term 3.4 1.6 12.7
Transaction First-order -3.1 1.2 6.2
costs Medium-term 25 1.6 134
N 1047 292 722

Table 4.9 presents the disaggregation of the weelfarpact for net-buyers, self-
sufficient and net-sellers households for the asdiood price scenario and for the

market participation and transaction costs adjustsae€lhe disaggregation shows that
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not taking into account the fact that self-suffitidhouseholds are not responsive to
changes in market prices overstates significammtiyr testimated welfare impact in the
medium-term. While in our sample the number of letwadds that is completely self-
sufficient for food is not very high and thus theeeage welfare effect is not
disproportionately affected this correction cangmtentially important for goods and

regions where autarky is more widespread.

The disaggregation also shows that while net-bugersadversely affected in the short-
run by the increase in food prices, on average #&sothem the response of
consumption, output and wage income reverse treesomto a welfare gain. Clearly

most of the benefit goes to net-sellers.

The last panel of table 4.9 shows the effect orbngers and net-sellers of the change
in food prices given the reduction in transactiosts. As output reallocates from net-
buyers to net-sellers the first experience highssés in the short-run which still reverts
to a welfare gain in the medium-run but lower thanthe previous scenario. The

opposite is true for net-sellers which insteadeaase their gain as a result of the higher

food output.

Figure 4.7 shows the first-order welfare impactemthe baseline food price scenario
and the transaction costs simulation. While theral’émpact is limited we do notice
that the main effect is an increase of the losséseabottom of the distribution meaning
that these poorer households will rely heavily die food market to satisfy their
consumption needs after the reduction in transactiosts and thus they are more
adversely affected by a food price increase in ghert-run. This is an important

consequence of a more market oriented economy kaerseholds tend to specialize in
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some activities and rely on the market to satisfystimption needs but at the same time

become more vulnerable to market price changes.

Figure 4.7: Baseline and transaction costs scenarios: First-order impact
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Figure 4.8 : Baseline, Market participation and transaction costs
scenarios: Full-model impact

T
10 11 12 13 14
Consumption per-capita (log)

Baseline — = Market participation
————— Transaction costs




208

Figure 4.8 finally compares the medium-term welfafiects for the baseline, market
participation and transaction costs scenarios. ngakinto account the non-
responsiveness of self-sufficient households hasngact mainly in the middle part of
the income distribution while again the transactimsts reduction mainly reduces the

gains at the bottom of the distribution where negdys are concentrated.

4.8 Conclusions

We have analyzed the welfare impact of differerdér policy and price shocks
scenarios for a sample of households in the Kagegyian of Tanzania. We depart from
the classic first-order impact analysis to inclémbeiseholds’ consumption, outputs and
wage-income response showing that these can stibfiiachange the results of the
analysis of price variations on welfare. We alsosider the impact of heterogeneity in
households’ market participation with its implicatithat some households that do not

take part to market are unresponsive to prices.

The structural characteristic of the typical rutsabnomy under analysis clearly implies
that any effect of price variations is limited hetlow degree of commercialization of
the economy which is mainly based on semi-subsistagriculture. However, when
price changes are ‘non-marginal’ our analysis shthas while the effect is still low in
the short-run it becomes much higher when we tat@ account households response

on consumption and income and thus endogenize holase net position.

The conclusion we draw is that the effect of higheces will be low but generally

positive and that it can be able to generate ingporlynamic responses and spillovers
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that can mobilize resources in agriculture andaase the degree of commercialization

with potentially important long-run gains.

For the two trade policy scenario considered waaldind very big impacts, a fact due
to the low impact estimated on world prices antheslow degree of commercialization

of the economy we are analyzing.
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