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#### Abstract

This thesis is concerned with the derivation, numerical analysis and implementation of high-order compact finite difference schemes for parabolic partial differential equations in multiple spatial dimensions. All those partial differential equations contain mixed derivative terms. The resulting schemes have been applied to equations appearing in computational finance.

First, we develop and study essentially high-order compact finite difference schemes in a general setting with option pricing in stochastic volatility models on non-uniform grids as application. The schemes are fourth-order accurate in space and second-order accurate in time for vanishing correlation. In the numerical study we obtain high-order numerical convergence also for non-zero correlation and non-smooth payoffs which are typical in option pricing. In all numerical experiments a comparative standard second-order discretisation is significantly outperformed. We conduct a numerical stability study which indicates unconditional stability of the scheme.

Second, we derive and analyse high-order compact schemes with $n$-dimensional spatial domain in a general setting. We obtain fourth-order accuracy in space and second-order accuracy in time. A thorough von Neumann stability analysis is performed for spatial domains with dimensions two and three. We prove that a necessary stability condition holds unconditionally without additional restrictions on the choice of the discretisation parameters for vanishing mixed derivative terms. We also give partial results for nonvanishing mixed derivative terms. As first example Black-Scholes Basket options are considered. In all numerical experiments, where the initial conditions were smoothened using the smoothing operators developed by Kreiss, Thomeé and Widlund, a comparative standard second-order discretisation is significantly outperformed. As second example the multi-dimensional Heston basket option is considered for $n$ independent Heston processes, where for each Heston process there is a non-vanishing correlation between the stock and its volatility.
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## Chapter 1

## Introduction

This thesis is concerned with the derivation and analysis of numerical finite difference schemes for the solution of parabolic partial differential equations. We apply these schemes to option pricing problems appearing in finance, where the goal is to give an accurate approximation of the fair price of the option. In this introduction, we give some economical background on options and a motivation for their use and importance. Then we give an introduction to the financial and numerical side of option pricing. We recall different stochastic models for the underlying asset price, such as the Black-Scholes model [BS73, Mer73] and the Heston model [Hes93], both in the single-asset case as well as the multi-asset case. We derive, using the Lemma of Itô [Itô44, Ir198], partial differential equations which arise from the stochastic models. Methods of numerical analysis used to approximate partial differential equations are defined, namely discretisation techniques using an equidistant grid of the underlying spatial domains. Necessary conditions for von Neumann stability, see for example [Str04], are given. The third section of this chapter consists of a research overview, where we give a brief survey on the research done in option pricing from the perspective of numerical analysis. Finally, we give an overview, in which we present the main aims and achievements of this thesis.

### 1.1 Economical background

In this section options are defined in an economical sense, explaining which rights each option certifies, as well as defining the pay-off of the option and when it can be exercised. There is a huge variety of options traded in the financial market, for example European Options, American Options, Asian Options or other exotic options. First we want to give a general definition of a financial option, e.g. who is involved in this contract and what is
the purpose of it.

Definition 1 (European Call/Put):
A European Call/Put represents a contract between the writer (party which sells the option) and the holder (party which buys the option). The contract offers the buyer the right, but not the obligation, to buy (Call) or sell (Put) an underlying asset $S$ (e.g. a commodity or a stock) at an agreed fixed strike price $K>0$ on a specific date $T>0$. The pay-off at time $T$ of the European Call/Put is thus

$$
C(S, T)=\max (S-K, 0) \quad \text { for a Call and } \quad P(S, T)=\max (K-S, 0) \quad \text { for a Put, }
$$

where $S \in \Omega:=[0, \infty[$.

This definition, see e.g. [Wil98], illustrates that an option price cannot be negative, as there is no obligation for the holder, but only a right. It also gives an idea, that there is a huge variety of possible option types. With the definition of the European Call it is easy to show why options are interesting and useful for the economy. We give two short examples for the use of options.

The first obvious usage for options is speculation. If an investor thinks that the price of a specific stock $S$ will go up, he might want to buy an European Call on the stock for a given strike $K$, which is below the price the investor expects the stock to be at the exercise time. Let us denote that the option was bought for a price $C_{0}$. The speculation strategy using the European Call gives a profit of $\max (S(T)-K, 0)-C_{0}$ and thus a maximum loss of $C_{0}$, which would be a total loss. But what happens in the other possible strategy of speculation, when buying the stock itself? It is possible that, against the own expectations, the stock price would go down massively due to new information. The loss of the strategy using the stock instead of the option is limited by the current stock price. So this strategy leads to a much bigger potential loss, as the options on the stocks have a much lower price than the stock itself. What happens in the case of rising stock values? When the stock price is well above the strike price, the difference between the profit of the strategy using the stock directly and profit of the strategy using the option on the stock is $C_{0}$. So with higher stock values the significance of the difference of the profit of both strategies declines in absolute terms, whereas there is a huge impact, should the price of the underlying decline. So we can say that the security of a lower potential loss is bought with a slightly lower potential win. A European Put on the other side can be used for
speculation, when the investor expects the value of the underlying to decline.

The more interesting approach for using options is hedging. The purpose of hedging is to eliminate or reduce risk. As an example we could look at an airline. The airline has to buy jet fuel in order for its aeroplanes to fly and faces a high risk concerning fluctuations in the price of jet fuel. This may create a notable additional cost if the price suddenly increases significantly. The hedging has the purpose to eliminate the risk of sudden spikes in the jet fuel price. Even though it might be slightly costlier over the long run to create this protection through options, a strong increase in the price on the other hand may force the company into insolvency, if the increase were too strong and too sudden. Insuring against this risk does not come for free, as the price of the European Call option is an initial investment. If the jet fuel price would not increase above the strike price, the company has a loss of the initial price of the option. One might interpret the additional cost of hedging with options as distributing the financial load of the sudden increase of the price to a wider time-frame, which is more bearable for the company. This means that there is a slightly higher price over a long time rather than a sudden huge payment at one. In order to keep the cost of hedging low, it is important to know the fair price of the options used. Other possible hedging targets could be, for example, currency exchange rates, or the price of produced goods of a company. The goal of hedging with options is to make operations of a company more predictable, as the risk through price fluctuations is minimised.

In addition to standard European Calls/Puts we also consider European Power Calls/Puts, see e.g. [Ess04], which only differ in the pay-off, when comparing them with plain European options.

Definition 2 (European Power Call/Put):
A European Power Call/Put represents a contract between the writer (party which sells the option) and the holder (party which buys the option). The contract offers the buyer the right, but not the obligation, to exercise the option, which depends on an underlying asset $S$ (e.g. a commodity or a stock), with an agreed fixed strike price $K>0$ on a specific date $T>0$. The pay-off at time $T$ is

$$
\begin{aligned}
& C(S, T)=\max (S-K, 0)^{p} \quad \text { for a European Power Call and } \\
& P(S, T)=\max (K-S, 0)^{p} \quad \text { for a European Power Put, }
\end{aligned}
$$

where $p \in \mathbb{N}_{\geq 1}$ and $S \in \Omega:=\left[0, \infty\left[\right.\right.$. This leads to $C(\cdot, T), P(\cdot, T) \in \mathcal{C}^{p-1}(\Omega)$.

The European options mentioned above all give the right to exercise the option only at the expiration date $T$. It would be possible to generalise these options, by giving the holder the possibility to exercise the option during the whole life time of the option, so up to the expiration date instead of just at the expiration date. These options are called American options (see e.g. [Wil98]). For these kind of options one has to solve a free boundary problem. This means that for each point $\tau \in\left[0, T\left[=: \Omega_{\tau}\right.\right.$ in time the interval $\Omega$ can be split into two subintervals, namely $\Omega_{1}(\tau)=\left[0, S_{b}(\tau)\left[\right.\right.$ and $\Omega_{2}(\tau)=\left[S_{b}(\tau), \infty[\right.$, where $S_{b}(\tau)$ denotes the free boundary. In one of those subintervals it is better to exercise the option directly, whereas in the other subinterval it is more beneficial for the investor to wait and hold the option. At the free boundary the choice between holding or exercising the option is indifferent. For an American Put the interval $\Omega_{1}(\tau)$ is the region, where exercising the option is favourable and $S_{b}(\tau)<K$ for $\tau \in \Omega_{\tau}$ holds. When an American Call is examined, the region where it is beneficial to exercise the option is $\Omega_{2}(\tau)$. Additionally, it holds $S_{b}(\tau)>K$ in this case for $\tau \in \Omega_{\tau}$.

After defining European and American options, let us consider Asian options. We can substitute the final price of the stock at time $T$ with the average of the market price of the underlying over the time-frame in the pay-off of an European Option, using

$$
A(0, T)=\frac{1}{T} \int_{0}^{T} S(t) \mathrm{d} t
$$

This is called a fixed strike Asian option [Wil98]. It would also be possible to use the difference of the stock value at time $T$ and $k A(0, T)$ for some $k>0$ in the pay-off, which leads to a so-called floating strike Asian option [Wil98]. We see that both fixed and floating strike Asian options are path-dependent. These definitions already show that there exist numerous possibilities on how other exotic options can be defined. In this thesis we focus on European options.

Up to now we only considered options depending on a single underlying asset. But it is possible to create options, which depend on several underlying assets instead of just one, so-called Basket options. Analogously to the one-dimensional case we start by defining a European Basket Call/Put [RW07].

Definition 3 (European Basket Call/Put):
A European Basket Call/Put represents a contract between the writer (party which sells the option) and the holder (party which buys the option). In the basket case the option depends on the underlying assets $S_{1}, \ldots, S_{n}$ for some $n \in \mathbb{N}_{\geq 1}$. The holder has the right, but not the obligation, to execute the option at the expiration date $T>0$. The pay-off of the European Basket option is defined as

$$
C\left(S_{1}, \ldots, S_{n}, T\right)=\max \left(\sum_{i=1}^{n} \omega_{i} S_{i}-K, 0\right)
$$

for a Call and

$$
P\left(S_{1}, \ldots, S_{n}, T\right)=\max \left(K-\sum_{i=1}^{n} \omega_{i} S_{i}, 0\right)
$$

for a Put. The value $\omega_{i} \in \mathbb{R} \backslash 0, \omega_{i} \neq 0$, is called the weight of each underlying $S_{i}$ in the option for $i=1, \ldots, n$. Additionally, it holds that $\sum_{i=1}^{n} \omega_{i}=1$.

For a given European Basket option we can say that $n$ is unique, as the constraint $\omega_{i} \neq 0$ for $i=1, \ldots, n$ holds. The European Basket Call/Put can be interpreted as a European Call/Put on a portfolio given by the stocks $S_{i}$ with weights $\omega_{i}$ for $i=1, \ldots, n$. Analogously to the case $n=1$ it is possible to define a European Power Basket option.

## Definition 4 (European Basket Power Call/Put):

A European Basket Power Call/Put with power $p \in \mathbb{N}_{\geq 1}$ represents a contract between the writer (party which sells the option) and the holder (party which buys the option). The power basket option depends on the underlying assets $S_{1}, \ldots, S_{n}$ for some $n \in \mathbb{N}_{\geq 1}$ with $S_{i} \in \mathbb{R}_{\geq 0}$. The holder has the right, but not the obligation, to execute the option at the expiration date $T>0$, where the pay-off is

$$
C\left(S_{1}, \ldots, S_{n}, T\right)=\max \left(\sum_{i=1}^{n} \omega_{i} S_{i}-K, 0\right)^{p}
$$

for a Call and

$$
P\left(S_{1}, \ldots, S_{n}, T\right)=\max \left(K-\sum_{i=1}^{n} \omega_{i} S_{i}, 0\right)^{p}
$$

for a Put, which leads to $C(\cdot, T), P(\cdot, T) \in \mathcal{C}^{p-1}\left(\mathbb{R}_{\geq 0}^{n}\right)$. The weight $\omega_{i} \in \mathbb{R}$ of the underlying $S_{i}$ is non-zero for $i=1, \ldots, n$. Additionally, $\sum_{i=1}^{n} \omega_{i}=1$ holds.

We can observe that a European Power Call/Put is a European Power Basket Call/Put with $n=1$. American, Asian and other exotic options can be defined analogously to the one-dimensional case. We focus, just as in the one-dimensional case, on European Options.

### 1.2 Mathematical background

In the previous section we have defined options from an economical perspective and shown their importance to the financial world. But these definitions only define the price of the option at the expiration date $T>0$. If an investor wants to hedge with options, it is crucial to know the current fair price of an option, even though the expiration date still lies in the future. We have to describe the behaviour of the underlying assets and their interaction with each other, as they have an essential impact on the fair price of an option.

To calculate a fair price for a given option, one has to determine stochastic models for the price movement of the underlying asset(s) of the option, usually by applying stochastic differential equations. There are different possibilities to model an underlying asset. For example drift and volatility of the asset could be constant over time, time dependent deterministic functions or even stochastic processes. In this thesis we focus on two different models, namely the Black-Scholes model [BS73, Mer73], where the drift and volatility are constant over time, and the Heston model [Hes93], where the drift is constant over time and the volatility is a mean reverting stochastic process, which itself has a constant volatility. Each of those models is discussed in the case of a single underlying [BS73, Mer73, Hes93] as well as in a multi-dimensional setting [Wi198, DCGG13].

Since this thesis is positioned in the field of numerical analysis, we revisit the derivation of partial differential equations arising from the previously discussed financial models and give a link between stochastic and deterministic differential equations, using the Lemma of Itô [Itô44, Ir198]. The goal of this thesis is to achieve numerical approximations of the solution of the deterministic partial differential equation with high accuracy. The first necessary step is the discretisation of the problem. We define a grid for the spatial domain of the differential equations, which is given by the underlying asset prices, as well as for the time. Then we show how to discretise the derivatives appearing in the differential equations. The general shape of a discrete scheme is defined in a semi-discrete case, which means that only the spatial discretisation is performed, as well as in the fully discretised case, where the time discretisation is carried out as well. Necessary conditions for stability
are given, which arise when performing a thorough von Neumann stability analysis (e.g. [Str04]).

### 1.2.1 Financial background

When looking at a typical chart of a stock price, we observe that the value of an underlying asset does not behave smoothly over time. In fact, changes in price can appear very rapidly. New information, which could be the publication of the balance sheet, or a gain or loss of an important contract, can have a sudden positive or negative impact on the stock price. It is important to note that in the case of a balance sheet it is not the published performance of the company which creates the change in the value of the stock, but the difference between the expected and the actual performance. These previously established expectations have already influenced the share-price beforehand. If the company performs better than expected, the stock price goes up. If the result is below the expectations the price of the stock goes down. The amount of change in the share price is depending on the magnitude of the difference between expected and actual performance of the company. This means that we have to take this uncertainty into consideration when modelling the underlying assets of an option. One possible way is to model this uncertainty in the stock prices is to use the Wiener process (e.g. [Pro04]) and thus stochastic differential equations (e.g. [Kij03]).

Definition 5 (Wiener Process/Brownian motion):
An adapted process $W=(W(t))_{0<t<\infty}$ assuming values in $\mathbb{R}^{n}$ for $n \in \mathbb{N}_{>1}$ is called an n-dimensional Wiener Process or Brownian motion if
(i) for $0 \leq s<t<\infty, W(t)-W(s)$ is independent of the filtration $\mathcal{F}_{s}$ (increments are independent of the past);
(ii) for $0 \leq s<t$, $W(t)-W(s)$ is a Gaussian random variable with mean zero and variance $(t-s) C$, for a given, non-random matrix $C$;
(iii) The Wiener Process starts at $x \in \mathbb{R}$ if $\mathbb{P}[W(0)=x]=1$.

Let $\left(\mathcal{F}_{t}\right)_{t \in[0, T]}$ be a family of sub- $\sigma$-algebras $\mathcal{F}_{t} \subseteq \mathcal{F}$ with $\mathcal{F}_{s} \subseteq \mathcal{F}_{t}$ for $s<t$. Then $\mathcal{F}=\underset{t \in[0, T]}{\bigcup} \mathcal{F}_{t}$ is called a filtration, see [Shr04].

When looking at a typical stock chart, we usually observe a trend for a certain time period. The price seems likely to move upward or downward, at least for the near future.

This means that there has to be a component in the stock price model representing this drift. The volatilities of different stocks have different values, which means that there has to be an additional term in the model of an underlying representing the magnitude of the volatility. This leads directly to the use of stochastic differential equations, which can also be defined in a multi-dimensional setting.

Definition 6 (Stochastic differential equation):
A stochastic differential equation is an integral equation of the form

$$
\begin{equation*}
X(t)-X(0)=\int_{0}^{t} \mu(X(s), s) \mathrm{d} s+\int_{0}^{t} \sigma(X(s), s) \mathrm{d} W(s) \tag{1.1}
\end{equation*}
$$

where the second integral term denotes an Itô Integral (e.g. [Kij03]) and $X$ is a vector of $n \in$ $\mathbb{N}_{\geq 1}$ random variables and $W$ is a vector of $n$ Wiener processes. The vector $\mu(X(t), t) \in$ $\mathbb{R}^{n \times 1}$ denotes the drift and $\sigma(X(t), t) \in \mathbb{R}^{n \times n}$ the correlation matrix between the Wiener processes. A widely used simpler notation for (1.1) is

$$
\mathrm{d} X(t)=\mu(X(t), t) \mathrm{d} t+\sigma(X(t), t) \mathrm{d} W(t) .
$$

The next step is to start modelling the behaviour of an asset price in detail. We start with modelling only a single underlying asset. The most basic way is to think of the drift and volatility of the asset price as constant over time, but relative to the asset price and not in absolute terms. This leads to the geometric Brownian motion, see e.g. [Kij03].

Definition 7 (Geometric Brownian motion):
Let $W(t)$ be a Wiener Process, then the solution of

$$
\mathrm{d} X(t)=\mu X(t) \mathrm{d} t+\sigma X(t) \mathrm{d} W(t) \quad \text { for } t>0
$$

is a geometric Brownian motion $X(t)$ with constant drift $\mu \in \mathbb{R}$ and constant volatility $\sigma \in \mathbb{R}$ for the time $t \in[0, T]$. We have

$$
\mathbb{E}[\mathrm{d} X(t)]=\mu X(t) \mathrm{d} t \quad \text { and } \quad \mathbb{V}[\mathrm{d} X(t)]=\sigma^{2} X(t)^{2} \mathrm{~d} t
$$

as expected value and variance.

The basis of modern option pricing is the Black-Scholes model, which has been proposed by Fisher Black and Myron Scholes [BS73] and independently by Robert Merton [Mer73].

It describes the motion of an underlying asset $S$ with a geometric Brownian motion at time $t>0$ through

$$
\begin{equation*}
\mathrm{d} S(t)=\mu S(t) \mathrm{d} t+\sigma S(t) \mathrm{d} W(t) \tag{1.2}
\end{equation*}
$$

where $\mu$ is the constant drift and $\sigma$ is the constant volatility of the stock $S$. The introduction of this model has led to a huge boost in the field of option pricing. It has been the starting point for numerous forthcoming models of asset price movement.

In reality, we can observe that assuming a constant volatility and drift does not match the observed asset price movements well. These assumptions can only be justified when looking at a short time period. Thus the first obvious extension to the geometric Brownian motion is to have time dependent deterministic drift as well as volatility. This gives a more realistic model, as we can observe that the volatility is lower in a bull market whereas it is higher in a bear market, especially if a crash occurs. An ever rising stock price is not very realistic either, which means that a change in the drift over time is plausible. A piecewise constant drift might be a good possibility to match the price movement of the underlying. These generalisations in comparison with the Black-Scholes model [BS73, Mer73] can be achieved using an Itô process (see e.g. [Kij03]).

Definition 8 (Itô process):
An Itô Process is a generalised Wiener Process with expected value a(x,t) and standard deviation $b(x, t)$. It has the form

$$
\mathrm{d} X(t)=a(X(t), t) \mathrm{d} t+b(X(t), t) \mathrm{d} W(t) .
$$

The drift and the variance of the process are functions of $(X, t)$ and can change over time.
Using deterministic functions for the drift as well as volatility assumes that it is possible to forecast both functions up to some precision, even for longer time periods. To be able to explain important effects which are present in real financial markets, e.g. the volatility smile (or skew) in option prices, so-called stochastic volatility models have been introduced over the last two decades. In contrast to the seminal Black and Scholes model (1.2) or the Itô process, the underlying asset's volatility is not assumed to be constant or deterministic, but is itself modelled by a stochastic diffusion process.

Definition 9 (Stochastic volatility model):
These stochastic volatility models are typically based on a two-dimensional stochastic diffusion process with two Brownian motions with correlation $\rho$, i.e.

$$
\mathrm{d} W^{(1)}(t) \mathrm{d} W^{(2)}(t)=\rho \mathrm{d} t
$$

On a given filtered probability space for the stock price $S(t)$ and the stochastic volatility $\sigma(t)$ one considers

$$
\begin{aligned}
& \mathrm{d} S(t)=\bar{\mu} S(t) \mathrm{d} t+\sqrt{\sigma(t)} S(t) \mathrm{d} W^{(1)}(t), \\
& \mathrm{d} \sigma(t)=a(\sigma(t)) \mathrm{d} t+b(\sigma(t)) \mathrm{d} W^{(2)}(t),
\end{aligned}
$$

where $\bar{\mu}$ is the drift of the stock, $a(\sigma(t))$ and $b(\sigma(t))$ are the drift and the diffusion coefficient of the stochastic volatility.

There are different stochastic volatility models having distinct choices for the evolution of the volatility for $t>0$, starting from an initial volatility $\sigma(0)>0$. The most prominent work in this direction is the Heston model [Hes93], where

$$
\begin{equation*}
\mathrm{d} \sigma(t)=\kappa^{*}\left(\theta^{*}-\sigma(t)\right) \mathrm{d} t+v \sqrt{\sigma(t)} \mathrm{d} W^{(2)}(t) . \tag{1.3}
\end{equation*}
$$

Other stochastic volatility models are, e.g., the GARCH diffusion model [Dua95],

$$
\begin{equation*}
\mathrm{d} \sigma(t)=\kappa^{*}\left(\theta^{*}-\sigma(t)\right) \mathrm{d} t+v \sigma(t) \mathrm{d} W^{(2)}(t), \tag{1.4}
\end{equation*}
$$

or the so-called 3/2-model (see, e.g. [Lew00]),

$$
\begin{equation*}
\mathrm{d} \sigma(t)=\kappa^{*} \sigma(t)\left(\theta^{*}-\sigma(t)\right) \mathrm{d} t+v \sigma(t)^{3 / 2} \mathrm{~d} W^{(2)}(t) . \tag{1.5}
\end{equation*}
$$

In (1.3)-(1.5), $\kappa^{*}, v$, and $\theta^{*}$ denote the mean reversion speed, the volatility of the volatility, and the long-run mean of $\sigma$, respectively.

The previous examples considered the one-dimensional case, so only allowing a single underlying $S$. When examining Basket options, it is necessary to consider models which include several asset prices at the same time, where an interaction between the different underlying assets with each other is included. Higher dimensional stochastic differential equations fulfil these aspects. Each underlying itself follows a stochastic process, where its
volatility could be constant or stochastic as well. The Wiener processes in these models are correlated. These models can for example be used to price European Basket options, see Definition 3. The first model we present is the multidimensional Black-Scholes model (e.g. [Wil98]), where the volatility of each underlying asset is constant.

Definition 10 (Multidimensional Black-Scholes model):
The multidimensional Black-Scholes model consists of $n \in \mathbb{N} \geq 1$ underlying assets $S_{i}$, $i=1, \ldots, n$. Each of these assets follows a geometric Brownian motion,

$$
\mathrm{d} S_{i}(t)=\mu_{i} S_{i}(t) \mathrm{d} t+\sigma_{i} S_{i}(t) \mathrm{d} W^{(i)}(t)
$$

where $\mu_{i}$ is the drift and $\sigma_{i}$ is the volatility of the asset $S_{i}$ for $i=1, \ldots, n$. The correlation between the assets is given by $\mathrm{d} W^{(i)}(t) \mathrm{d} W^{(j)}(t)=\rho_{i j} \mathrm{~d} t$.

Analogously to the one-dimensional case we can argue that a constant volatility over time for each asset is not likely and a mean-reverting stochastic process for each volatility is a better approximation of reality. This leads to the multi-dimensional Heston model, see for example [DCGG13], where each underlying asset follows a Heston process.

Definition 11 (Multidimensional Heston model):
Let there be $n \in \mathbb{N}_{\geq 1}$ stocks. In the multidimensional Heston model each asset $S_{i}$ follows a Heston-process,

$$
\begin{align*}
& \mathrm{d} S_{i}(t)=\mu_{i} S_{i}(t) \mathrm{d} t+\sqrt{\sigma_{i}(t)} S_{i}(t) \mathrm{d} W_{i}^{(1)}(t),  \tag{1.6}\\
& \mathrm{d} \sigma_{i}(t)=\kappa_{i}\left(\theta_{i}-\sigma_{i}(t)\right) \mathrm{d} t+v_{i} \sqrt{\sigma_{i}(t)} \mathrm{d} W_{i}^{(2)}(t), \tag{1.7}
\end{align*}
$$

for $0<t<T$. We have $\mu_{i}$ as the drift of $S_{i}$ and $\kappa_{i}, \theta_{i}$ and $v_{i}$ as the mean reversion speed, the long run mean and volatility of the volatility and $\mathrm{d} W_{i}^{(1)}$ and $\mathrm{d} W_{i}^{(2)}$ being Brownian motions for $i=1, \ldots, n$. Additionally, there is $\mathrm{d} W_{i}^{(1)} \mathrm{d} W_{j}^{(1)}=\lambda_{i j} \mathrm{~d} t$ the correlation between the stock prices, $\mathrm{d} W_{i}^{(1)} \mathrm{d} W_{j}^{(2)}=\rho_{i j} \mathrm{~d} t$ the correlation between the stock prices and the volatilities and $\mathrm{d} W_{i}^{(2)} \mathrm{d} W_{j}^{(2)}=\eta_{i j} \mathrm{~d} t$ the correlation between the volatilities.

It would of course be possible to use other stochastic volatility models, e.g. the GARCH diffusion model or the $3 / 2$ model similarly using equations (1.4) and (1.5) in an $n$-dimensional setting as well.

Next, we recall the Lemma of Itô, which plays an important role when trying to derive partial differential equations from the above stochastic differential equations. First we
recall the one-dimensional Lemma of Itô [Itô44].

Lemma 1 (One-dimensional Lemma of Itô):
Let $V: \mathbb{R} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a function, where $V$ is twice continuously differentiable in the first variable and continuously differentiable in the second variable. Further let $S(t)$ be an Ito process with drift $f(S(t), t)$ and standard deviation $g(S(t), t)$,

$$
\mathrm{d} S(t)=f(S(t), t) \mathrm{d} t+g(S(t), t) \mathrm{d} W(t)
$$

Then

$$
\begin{aligned}
\mathrm{d} V(S(t), t)= & \left(\frac{\partial V(S(t), t)}{\partial S} f(S(t), t)+\frac{\partial V(S(t), t)}{\partial t}+\frac{1}{2} \frac{\partial^{2} V(S(t), t)}{\partial S^{2}} g^{2}(S(t), t)\right) \mathrm{d} t \\
& +\frac{\partial V(S(t), t)}{\partial S} g(S(t), t) \mathrm{d} W(t)
\end{aligned}
$$

holds. This means that $V(S(t), t)$ is again an Itô process with drift

$$
\frac{\partial V(S(t), t)}{\partial S} f(S(t), t)+\frac{\partial V(S(t), t)}{\partial t}+\frac{1}{2} \frac{\partial^{2} V(S(t), t)}{\partial S^{2}} g^{2}(S(t), t)
$$

and standard deviation

$$
\frac{\partial V(S(t), t)}{\partial S} g(S(t), t)
$$

As we calculate an approximation of the fair price of basket options and thus discuss multi-dimensional stochastic differential equations, we need to be able to derive partial differential equations in those cases as well. The Heston process is a two-dimensional stochastic process as well, even though the setting only includes one underlying asset. In order to achieve this we need to adopt the multi-dimensional Lemma of Itô (e.g. [Ir198]).

Lemma 2 (Multi-dimensional Lemma of Itô):
Let $X(t)$ be an $n$-dimensional Itô process, for example

$$
\mathrm{d} X(t)=a(X(t), t) \mathrm{d} t+b(X(t), t) \mathrm{d} W(t)
$$

with

$$
\begin{array}{rlrl}
X_{t} & =\left(X^{(1)}(t), \ldots, X^{(n)}(t)\right)^{\top}, & W_{t} & =\left(W^{(1)}(t), \ldots, W^{(n)}(t)\right)^{\top}, \\
a(X(t), t) & =\left(a_{1}(X(t), t), \ldots, a_{n}(X(t), t)\right)^{\top} & \text { and } \quad b(X(t), t)=\left(b_{i k}(X(t), t)\right)_{i=1, \ldots, n}^{k=1, \ldots, m} .
\end{array}
$$

Further we have $g: \mathbb{R}^{n} \times[0, \infty) \rightarrow \mathbb{R}^{p}$ with $g \in C^{2}\left(\mathbb{R}^{n} \times[0, \infty)\right)$. Then $Y(t)=g(X(t), t)$
is again an Itô process and for $k=1, \ldots, p$ we have

$$
\begin{aligned}
\mathrm{d} Y(t)^{(k)}= & \frac{\partial g_{k}}{\partial t}(X(t), t) \mathrm{d} t+\sum_{i=1}^{n} \frac{\partial g_{k}}{\partial x_{i}}(X(t), t) \mathrm{d} X(t)^{(i)} \\
& +\frac{1}{2} \sum_{i, j=1}^{n} \frac{\partial^{2} g_{k}}{\partial x_{i} \partial x_{j}}(X(t), t) \mathrm{d} X(t)^{(i)} \mathrm{d} X(t)^{(j)},
\end{aligned}
$$

where $\mathrm{d} W(t)^{(i)} \mathrm{d} W(t)^{(j)}=\left\langle\mathrm{d} W(t)^{(i)}, \mathrm{d} W(t)^{(j)}\right\rangle \mathrm{d} t$ with $\left\langle\mathrm{d} W(t)^{(i)}, \mathrm{d} W(t)^{(j)}\right\rangle$ being the correlation between $\mathrm{d} W(t)^{(i)}$ and $\mathrm{d} W(t)^{(j)}$. Thus $\mathrm{d} t \mathrm{~d} t=0, \mathrm{~d} W(t)^{(i)} \mathrm{d} t=0$ as well as $\mathrm{d} t \mathrm{~d} W(t)^{(i)}=0$ holds.

### 1.2.2 Numerical background

The previous parts of this Section had necessary definitions in economics, finance and stochastic as content. In this section we give preliminaries from numerical analysis. To start, we introduce a linear parabolic partial differential equation, depending on time and a multi-dimensional spatial domain, and give some examples of partial differential equations of this type appearing in option pricing. We introduce the discretisation of the spatial domain and show how we can use this grid to discretise the derivatives appearing in the linear second-order partial differential equation. The notation for a semi-discrete finite difference scheme as well as a fully discretised finite difference scheme are introduced. Finally, we recall a necessary condition for von Neumann stability, see for example [Str04].

Linear second-order parabolic partial differential equations are at the heart of this thesis. In Chapter 2 we derive four different essentially high-order compact schemes to approximate the numerical solution of the parabolic partial differential equation in a general setting for a two-dimensional spatial domain. In Chapter 3 we derive high-order compact schemes for linear second-order parabolic partial differential equations in multiple space dimensions.

Definition 12 ( $n$-dimensional linear second-order parabolic partial differential equation): An n-dimensional linear second-order parabolic partial differential equation for $n \in \mathbb{N}_{\geq 1}$ is an equation of the form

$$
\begin{equation*}
d \frac{\partial u}{\partial \tau}+\sum_{i=1}^{n} a_{i} \frac{\partial^{2} u}{\partial x_{i}^{2}}+\sum_{\substack{i, j=1 \\ i<j}}^{n} b_{i j} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} c_{i} \frac{\partial u}{\partial x_{i}}=g \quad \text { in } \Omega \times \Omega_{\tau}, \tag{1.8}
\end{equation*}
$$

with initial condition $u_{0}=u\left(x_{1}, \ldots x_{n}, 0\right)$, where $\Omega \subset \mathbb{R}^{n}$ is of an $n$-dimensional cu-
bical shape and $\left.\left.\Omega_{\tau}=\right] 0, \tau_{\max }\right]$ with some final time $\tau_{\max }>0$ and subject to suitable boundary conditions. Additionally, the coefficients $a_{i}(<0), b_{i j}, c_{i}, d$ and $g$ are functions of $(x, \tau) \in \Omega \times \Omega_{\tau}$ for $i, j \in\{1, \ldots, n\}$. As a condition on the coefficients we have $a_{i}(\cdot, \tau), b_{i j}(\cdot, \tau), c_{i}(\cdot, \tau), d(\cdot, \tau) \in \mathcal{C}^{2}(\Omega)$ for any $\tau \in \Omega_{\tau}$.

In addition to standard assumptions, we assume that the solution of (1.8) satisfies $u(\cdot, \tau) \in \mathcal{C}^{6}(\Omega)$ for any $\tau \in \Omega_{\tau}$ as well as $u(x, \cdot) \in \mathcal{C}\left(\Omega_{\tau}\right)$ for any $x \in \Omega$.

After defining a differential equation in a general sense, we derive specific differential equations which arise from the financial models we have discussed so far. We start in the one-asset setting with the Black-Scholes model and the stochastic volatility model. We also derive the partial differential equations which result from the multi-stock models, namely the multi-dimensional Black-Scholes model and the multi-dimensional Heston model.

## Differential equation of the Black-Scholes model

One example for a partial differential equation is the Black-Scholes equation

$$
\begin{equation*}
\frac{\partial V}{\partial t}+\frac{\sigma^{2} S^{2}}{2} \frac{\partial^{2} V}{\partial S^{2}}+(r-\delta) S \frac{\partial V}{\partial S}-r V=0 \tag{1.9}
\end{equation*}
$$

The derivation of this partial differential equation from the stochastic differential equation of the Black-Scholes model (1.2), which uses Lemma 1 and standard arbitrage arguments, can for example be found in [Wil98]. We have also shown this derivation of [Wil98] in Appendix A. The variable $S \in \mathbb{R}_{\geq 0}$ denotes the stock price, which has a constant volatility $\sigma \geq 0$ over time. With $r \geq 0$ we denote the risk-less interest rate and $\delta>0$ is the continuous dividend. When discretising this problem we need to introduce an artificial boundary, namely a sufficiently large upper bound $S_{\max }>0$, which leads to a spatial domain $\Omega=\left[0, S_{\max }\right]$. The final and boundary conditions for this differential equation are depending on the type of option discussed. For a European Power Put with power $p \in \mathbb{N}_{\geq 1}$ and strike price $K>0$ the final condition is

$$
V(S, t)=\max (K-S, 0)^{p}
$$

## Differential equation of the stochastic volatility model

Any option price $V=V(S, \sigma, t)$ that follows a stochastic volatility model, compare Definition 9 , solves the following partial differential equation

$$
\begin{equation*}
\frac{\partial V}{\partial t}+\frac{1}{2} \sigma S^{2} \sigma \frac{\partial^{2} V}{\partial S^{2}}+\rho b(\sigma) \sigma S \frac{\partial^{2} V}{\partial S \partial \sigma}+\frac{1}{2} b^{2}(\sigma) \frac{\partial^{2} V}{\partial \sigma^{2}}+(a(\sigma)-\lambda(S, \sigma, t)) \frac{\partial V}{\partial \sigma}+r S \frac{\partial V}{\partial S}-r V=0, \tag{1.10}
\end{equation*}
$$

where $r>0$ is the (constant) riskless interest rate and $\lambda(S, \sigma, t)$ denotes the market price of volatility risk, compare [Wi198]. This can be shown with application of the multidimensional Lemma of Itô, see Lemma 2, and standard arbitrage arguments. Equation (1.10) has to be solved for the stock price $S$, the volatility $\sigma>0$, the time $0 \leq t \leq T$, where $T>0$, as well as subject to final and boundary conditions which depend on the specific option that is to be priced.

As usual, we restrict ourselves to the case where the market price of volatility risk $\lambda(S, \sigma, t)$ is proportional to $\sigma$ and choose $\lambda(S, \sigma, t)=\lambda_{0} \sigma$ for some constant $\lambda_{0}>0$. This allows to study the problem using the modified parameters

$$
\kappa=\kappa^{*}+\lambda_{0}, \quad \theta=\frac{\kappa^{*} \theta^{*}}{\kappa^{*}+\lambda_{0}},
$$

which is both convenient and standard practice. For similar reasons, some authors set the market price of volatility risk to zero.

The partial differential equation of the Heston model [Hes93] is then given by

$$
\begin{equation*}
\frac{\partial V}{\partial t}+\frac{1}{2} \sigma S^{2} \frac{\partial^{2} V}{\partial S^{2}}+\rho v \sigma S \frac{\partial^{2} V}{\partial S \partial \sigma}+\frac{1}{2} v^{2} \sigma \frac{\partial^{2} V}{\partial \sigma^{2}}+r S \frac{\partial V}{\partial S}+\kappa(\theta-\sigma) \frac{\partial V}{\partial \sigma}-r V=0, \tag{1.11}
\end{equation*}
$$

where $S \in\left[0, S_{\max }\right]$ with a chosen $S_{\max }>0, \sigma \in\left[\sigma_{\min }, \sigma_{\max }\right]$ with $0 \leq \sigma_{\min }<\sigma_{\max }$ and $t \in[0, T[$ with $T>0$, after imposing artificial boundary conditions for $S$ and $\sigma$ in a classical manner.

## Differential equation of the multi-dimensional Black-Scholes model

The third model we want to discuss is the multi-dimensional Black-Scholes model. There are $n \in \mathbb{N}_{\geq 1}$ different stock prices, namely $S_{i}$ for $i=1, \ldots, n$, which each follow a stochastic process, see Definition 10. In the case $n=1$, the partial differential equation is given by
(1.9). For the case $n>1$ we obtain

$$
\begin{equation*}
\frac{\partial V}{\partial t}+\frac{1}{2} \sum_{i=1}^{n} \sigma_{i}^{2} S_{i}^{2} \frac{\partial^{2} V}{\partial S_{i}^{2}}+\sum_{\substack{i, j=1 \\ i<j}}^{n} \rho_{i j} \sigma_{i} \sigma_{j} S_{i} S_{j} \frac{\partial^{2} V}{\partial S_{i} \partial S_{j}}+\sum_{i=1}^{n}\left(r-\delta_{i}\right) S_{i} \frac{\partial V}{\partial S_{i}}-r V=0 \tag{1.12}
\end{equation*}
$$

This equation can be derived using the multi-dimensional Lemma of Itô, see Lemma 2, and standard arbitrage arguments, see [Wil98]. Each stock price $S_{i}$ has a constant volatility over time given by $\sigma_{i}$ and a continuous dividend indicated by $\delta_{i}$ for $i=1, \ldots, n$. The correlation of the stock prices $S_{i}$ and $S_{j}$ is given by $\rho_{i j}$ for $i, j=1, \ldots, n$ and the risk-free interest rate is denoted by $r>0$. After introducing a sufficiently large artificial boundary $S_{i}^{\max }>0$ for each stock value we have $S_{i} \in\left[0, S_{i}^{\max }\right]$ and $t \in[0, T]$ for some $T>0$. For a European Power Put the final condition is

$$
V\left(S_{1}, \ldots, S_{n}, T\right)=\max \left(K-\sum_{i=1}^{n} \omega_{i} S_{i}, 0\right)^{p}
$$

with $p \in \mathbb{N}_{\geq 1}$ and strike price $K>0$.

## Differential equation of the multi-dimensional Heston model

The last model we discuss is the multi-dimensional Heston model, see for example [DCGG13]. We start with the stochastic differential equation (1.6). Using the multi-dimensional Lemma of Itô and standard arbitrage arguments, we can derive the general multi-dimensional Heston partial differential equation, see Appendix B, which is given by

$$
\begin{aligned}
& \frac{\partial V}{\partial t}+\sum_{i=1}^{n} r S_{i} \frac{\partial V}{\partial S_{i}}+\sum_{i=1}^{n} \kappa_{i}\left(\theta_{i}-\sigma_{i}\right) \frac{\partial V}{\partial \sigma_{i}}+\frac{1}{2} \sum_{i, j=1}^{n} \lambda_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} S_{i} S_{j} \frac{\partial^{2} V}{\partial S_{i} \partial S_{j}} \\
& +\sum_{i, j=1}^{n} \rho_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} v_{j} S_{i} \frac{\partial^{2} V}{\partial S_{i} \partial \sigma_{j}}+\frac{1}{2} \sum_{i, j=1}^{n} \eta_{i j} v_{i} v_{j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} \frac{\partial^{2} V}{\partial \sigma_{i} \partial \sigma_{j}}-r V-\Lambda=0
\end{aligned}
$$

where $\Lambda$ denotes the market price of volatility risk. In a risk-neutral market we have $\Lambda=0$, in a risk-averse market there is $\Lambda>0$ and in the unlikely event of a risk-prone market $\Lambda$ would be negative. We have to introduce artificial boundaries for the stock price $S_{i}$ and the volatility $\sigma_{i}$, which leads to $S_{i} \in\left[0, S_{i}^{\max }\right]$ for $S_{i}^{\max }>0$ and $\sigma_{i} \in\left[\sigma_{i}^{\min }, \sigma_{i}^{\max }\right]$ with $0<\sigma_{i}^{\min }<\sigma_{i}^{\max }$ for $i=1, \ldots, n$. In the underlying stochastic model, each volatility $\sigma_{i}$ follows a mean reverting stochastic process, which has a volatility of $v_{i}>0$, a mean reversion speed of $\kappa_{i}>0$ and a mean of $\theta_{i}>0$ for $i=1, \ldots, n$. The risk-free interest rate is denoted by $r>0$. Since each stock $S_{i}$ follows a Heston process, we have three different possible correlations. The first correlation between the stock $S_{i}$ and the stock $S_{j}$ is denoted
by $\lambda_{i j}$, whereas $\rho_{i j}$ represents the correlation between the stock $S_{i}$ and the volatility $\sigma_{j}$. Finally, the correlation between the volatilities $\sigma_{i}$ and $\sigma_{j}$ is denoted by $\eta_{i j}$. For a linear price of volatility risk we have

$$
\Lambda=\sum_{i=1}^{n} \alpha_{i} \sigma_{i} \frac{\partial V}{\partial \sigma_{i}}
$$

with constant $\alpha_{i}>0$ for all $i=1, \ldots, n$, assuming a risk-averse market. Thus we can use

$$
\kappa_{i}\left(\theta_{i}-\sigma_{i}\right)-\alpha_{i} \sigma_{i}=\left(\kappa_{i}+\alpha_{i}\right)\left(\frac{\kappa_{i} \theta_{i}}{\kappa_{i}+\alpha_{i}}-\sigma_{i}\right)=\tilde{\kappa_{i}}\left(\tilde{\theta}_{i}-\sigma_{i}\right) .
$$

We observe that it is possible to obtain a risk-adjusted multi-dimensional Heston model analogously to the derivation of the one-dimensional partial differential equation (1.11). Dropping the tilde-signs for $\tilde{\kappa}_{i}$ and $\tilde{\theta}_{i}$ leads to the risk-neutral or risk-adjusted multidimensional Heston partial differential equation

$$
\begin{align*}
\frac{\partial V}{\partial t} & +\sum_{i=1}^{n} r S_{i} \frac{\partial V}{\partial S_{i}}+\sum_{i=1}^{n} \kappa_{i}\left(\theta_{i}-\sigma_{i}\right) \frac{\partial V}{\partial \sigma_{i}}+\frac{1}{2} \sum_{i, j=1}^{n} \lambda_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} S_{i} S_{j} \frac{\partial^{2} V}{\partial S_{i} \partial S_{j}} \\
& +\sum_{i, j=1}^{n} \rho_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} v_{j} S_{i} \frac{\partial^{2} V}{\partial S_{i} \partial \sigma_{j}}+\frac{1}{2} \sum_{i, j=1}^{n} \eta_{i j} v_{i} v_{j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} \frac{\partial^{2} V}{\partial \sigma_{i} \partial \sigma_{j}}-r V=0 . \tag{1.13}
\end{align*}
$$

For a multi-dimensional Power Put with power $p \in \mathbb{N}_{\geq 1}$ the final condition is given by

$$
V\left(S_{1}, \ldots, S_{n}, T\right)=\max \left(K-\sum_{i=1}^{n} \omega_{i} S_{i}, 0\right)^{p}
$$

where $\sum_{i=1} \omega_{i}=1$ and $\omega_{i}>0$ for $i=1, \ldots, n$, if short-selling is not allowed.

After defining the partial differential equations arising from different stock price models, we need to introduce some notation for a discrete numerical scheme, which approximate the solution of a given partial differential equation. The first step is to introduce a grid on the given spatial domain.

Definition 13 (Grid of a spatial domain):
Let $\Omega \in \mathbb{R}^{n}$ for $n \in \mathbb{N} \geq 1$ be of an $n$-dimensional cubical shape. Then we can write

$$
\Omega=\bigotimes_{k=1}^{n}\left[x_{\min }^{(k)}, x_{\max }^{(k)}\right]
$$

where $-\infty<x_{\min }^{(k)}<x_{\max }^{(k)}<\infty$ for $k=1, \ldots, n$. The $\mathbf{n}$-dimensional grid of $\boldsymbol{\Omega}$ is then defined as

$$
G^{(n)}:=\left\{\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) \in \Omega \mid x_{i_{k}}=x_{\min }^{(k)}+i_{k}\left(\Delta x_{k}\right), 0 \leq i_{k} \leq N_{k}-1 \text { for } k=1, \ldots, n\right\},
$$

where $\Delta x_{k}>0$ and $N_{k} \in \mathbb{N}_{\geq 1}$ and $x_{\max }^{(k)}=x_{\min }^{(k)}+\left(N_{k}-1\right)\left(\Delta x_{k}\right)$ for $k=1, \ldots, n$. By $\dot{G}^{(n)}$ we denote the interior points of $G^{(n)}$. If $\Delta x_{k}=h$ for some $h>0$ and all $k \in\{1, \ldots, n\}$ holds, then we use the notation $G_{h}^{(n)}$ and $\stackrel{\circ}{G}_{h}^{(n)}$ for the grid.

After introducing the general $n$-dimensional grid we define the compact stencil, which could be categorised as the neighbours of a given point $x \in \stackrel{\circ}{G}^{(n)}$. Our goal is to derive high-order compact schemes. This means that we have to explain the meaning of 'compact' When discretising a partial differential equation at a point of $\stackrel{\circ}{G}^{(n)}$, we only want to use the discrete solution at this point and its neighbours.

Definition 14 (compact stencil):
Let $G^{(n)}$ be a $n$-dimensional grid. With a compact stencil $\hat{U}(x)$ we denote the direct neighbours of an inner point of the grid $G^{(n)}$. With $\hat{x}=\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) \in \dot{G}^{n}$ the compact stencil is given by

$$
\begin{equation*}
\hat{U}(\hat{x})=\left\{U_{i_{1}+k_{1}, \ldots, i_{n}+k_{n}} \mid k_{m} \in\{-1,0,1\} \text { for } m=1, \ldots, n\right\} \tag{1.14}
\end{equation*}
$$

where $U_{i_{1}, \ldots, i_{n}}$ is an approximation of $u\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)$.

After introducing the grid and compact stencil, we now recall the central difference discretisation of the derivatives appearing in the partial differential equation (1.8). With
the central finite difference operator for each direction in space, we have

$$
\begin{align*}
\frac{\partial^{2} u}{\partial x_{k}^{2}}= & D_{k}^{c} D_{k}^{c} U_{i_{1}, \ldots, i_{n}}-\frac{\left(\Delta x_{k}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{k}^{4}}+\mathcal{O}\left(\left(\Delta x_{k}\right)^{4}\right), \\
\frac{\partial u}{\partial x_{k}}= & D_{k}^{c} U_{i_{1}, \ldots, i_{n}}-\frac{\left(\Delta x_{k}\right)^{2}}{6} \frac{\partial^{3} u}{\partial x_{k}^{3}}+\mathcal{O}\left(\left(\Delta x_{k}\right)^{4}\right),  \tag{1.15}\\
\frac{\partial^{2} u}{\partial x_{k} \partial x_{p}}= & D_{k}^{c} D_{p}^{c} U_{i_{1}, \ldots, i_{n}}-\frac{\left(\Delta x_{k}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{k}^{3} \partial x_{p}}-\frac{\left(\Delta x_{p}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{k} \partial x_{p}^{3}}+\mathcal{O}\left(\left(\Delta x_{k}\right)^{4}\right) \\
& +\mathcal{O}\left(\left(\Delta x_{k}\right)^{2}\left(\Delta x_{p}\right)^{2}\right)+\mathcal{O}\left(\left(\Delta x_{p}\right)^{4}\right)+\mathcal{O}\left(\frac{\left(\Delta x_{k}\right)^{6}}{\Delta x_{p}}\right)
\end{align*}
$$

for $k, p \in\{1, \ldots, n\}$ and $k \neq p$ on the grid-points $\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) \in \stackrel{\circ}{G}^{(n)}$, which can be proved using Taylor approximation.

After describing discretisations, the natural next step is to introduce the notation for a semi-discrete and fully-discrete finite difference scheme. Semi-discrete means that the spatial discretisation is applied, but there is no discretisation in time. For a fully-discrete scheme the time-discretisation is performed as well.

Definition 15 (Semi-discrete finite difference scheme):
A semi-discrete finite difference scheme which is used to approximate the solution of an $n$-dimensional linear partial differential equation (1.8) is of the form

$$
\begin{equation*}
\sum_{\hat{x} \in G^{(n)}}\left[M_{x}(\hat{x}, \tau) \partial_{\tau} U_{i_{1}, \ldots, i_{n}}(\tau)+K_{x}(\hat{x}, \tau) U_{i_{1}, \ldots, i_{n}}(\tau)\right]=\tilde{g}(x, \tau)+\mathcal{O}\left(h^{d}\right) \tag{1.16}
\end{equation*}
$$

where $\hat{x}=\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)$ at time $\tau$ for each point $x \in G^{(n)}$. With the function

$$
U_{i_{1}, \ldots, i_{n}}(\tau): \Omega_{\tau} \rightarrow \mathbb{R}
$$

where $\Omega_{\tau}$ is given by (1.8), we denote the approximation of $u\left(x_{i_{1}}, \ldots x_{i_{n}}, \tau\right)$ at the point $\left(x_{i_{1}}, \ldots x_{i_{n}}\right) \in G^{(n)}$ at time $\tau \in \Omega_{\tau} . M_{x}$ and $K_{x}$ depend on the coefficients of the derivatives in (1.8) as well as the particular type of spatial discretisation. In the spatial interior $\tilde{g}$ is given by the method of derivation of the scheme and the function $g$, which is the right hand side of the underlying partial differential equation (1.8). On the spatial boundaries $\tilde{g}$ can additionally be influenced by the boundary conditions. This scheme is called semi-discrete as a spatial discretisation is performed, whereas there is no discretisation in time. The consistency order in space of this scheme is $d$, when $\Delta x_{i} \in \mathcal{O}(h)$ for a step-size $h>0$ for $i=1, \ldots, n$.

For the discretisation in time there are many possibilities. The Explicit or Implicit Euler time discretisation or the Crank-Nicolson type time discretisation are examples of one-step methods. It would also be possible to apply multi-step methods, though one would have to use one-step methods first to achieve the values at the needed starting points in time.

The Explicit and Implicit Euler time discretisation only lead to first order consistency in time. The Explicit scheme even has restrictions on the step-size in time. In order to achieve a fully discrete scheme, which has fourth order convergence (if stable) in terms of $h$, the step-size in time has the restriction $\Delta \tau \in \mathcal{O}\left(h^{4}\right)$. This means that the number of points in time grow very quickly.

The Crank-Nicolson type time discretisation, see for example [Str04, Wil98], converges with order two, if stable, and has no time-step restrictions. Hence, we apply the CrankNicolson time discretisation to our semi-discrete scheme, as we then can achieve fourth order convergence (if stable) in terms of $h$, if $\Delta \tau \in \mathcal{O}\left(h^{2}\right)$. So we save two orders when comparing this with the Explicit or Implicit Euler time-discretisation.

We write down the semi-discrete finite difference schemes of our methods in detail in order to make any time-discretisation method easily applicable, which means a change of the time-discretisation can be executed quickly, if wanted. Since we will use the CrankNicolson type time-discretisation for the above mentioned reasons, we give the following definition of a fully discrete finite difference scheme, see for example [DF12a].

Definition 16 (Fully discrete Crank-Nicolson-type scheme):
Let there be a semi-discrete finite difference scheme with consistency order $d \in \mathbb{N}_{\geq 1}$ of the form (1.16). When using an equidistant time grid of the form $\tau_{k}=k \Delta \tau$ for $k=$ $0, \ldots, N_{\tau}$ with $N_{\tau} \in \mathbb{N}$, the fully discrete scheme using Crank-Nicolson-type time discretisation with step size $\Delta \tau$ is given by

$$
\begin{aligned}
\sum_{i_{1}=1}^{N_{1}} \ldots \sum_{i_{n}=1}^{N_{n}} A_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) U_{i_{1}, \ldots, i_{n}}^{k+1}= & \sum_{i_{1}=1}^{N_{1}} \ldots \sum_{i_{n}=1}^{N_{n}} B_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) U_{i_{1}, \ldots, i_{n}}^{k}+\mathcal{O}\left(h^{d}\right) \\
& +\frac{(\Delta \tau)}{2}\left(\tilde{g}\left(x, \tau_{k}\right)+\tilde{g}\left(x, \tau_{k+1}\right)\right)+\mathcal{O}\left((\Delta \tau)^{2}\right)
\end{aligned}
$$

with $\Delta x_{i} \in \mathcal{O}(h)$ for $i=1, \ldots, n$ and a stepsize $h>0$,

$$
A_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right):=M_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)+\frac{\Delta \tau}{2} K_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)
$$

and

$$
B_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right):=M_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)-\frac{\Delta \tau}{2} K_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)
$$

on each point $x$ of the grid $G^{(n)}$, where $U_{i_{1}, \ldots, i_{n}}^{k}$ denotes the approximation of $u$ at the point $\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) \in G^{(n)}$ and time $\tau_{k}$ with $k \in\left\{0, \ldots, N_{\tau}\right\}$. This system of equations has to be solved for all points in time, starting with $k=0$. The functions $M_{x}, K_{x}$ and $\tilde{g}$ are defined as in the semi-discrete scheme. Thus the fully discrete scheme has second order consistency in time and consistency order d in space.

We have now introduced a fully discrete scheme which has consistency order two in time and $d \in \mathbb{N}_{\geq 1}$ in space. The next step is to define a high-order compact scheme.

Definition 17 (High-order compact finite difference scheme):
A high-order compact finite difference scheme is a fully discrete scheme using Crank-Nicolson-type time discretisation, as given in Definition 16 with $d=4$. Additionally, it uses only points on the compact stencil (1.14). This means that for a high-order compact finite difference scheme we have

$$
\begin{aligned}
\sum_{i_{1}=1}^{N_{1}} \ldots \sum_{i_{n}=1}^{N_{n}} A_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) U_{i_{1}, \ldots, i_{n}}^{k+1}= & \sum_{i_{1}=1}^{N_{1}} \ldots \sum_{i_{n}=1}^{N_{n}} B_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) U_{i_{1}, \ldots, i_{n}}^{k}+\mathcal{O}\left(h^{4}\right) \\
& +\frac{(\Delta \tau)}{2}\left(\tilde{g}\left(x, \tau_{k}\right)+\tilde{g}\left(x, \tau_{k+1}\right)\right)+\mathcal{O}\left((\Delta \tau)^{2}\right)
\end{aligned}
$$

with $\Delta x_{i} \in \mathcal{O}(h)$ for $i=1, \ldots, n$ and a stepsize $h>0$,

$$
A_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right):=M_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)+\frac{\Delta \tau}{2} K_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)
$$

and

$$
B_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right):=M_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)-\frac{\Delta \tau}{2} K_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)
$$

on each point $x \in G^{(n)}$. The functions $M_{x}, K_{x}$ and $\tilde{g}$ are defined as in the semi-discrete scheme and $U_{i_{1}, \ldots, i_{n}}^{k}$ denotes the approximation of $u$ at the point $\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) \in G^{(n)}$ and time $\tau_{k}$ with $k \in\left\{0, \ldots, N_{\tau}\right\}$. For a high-order compact scheme, additionally

$$
M_{x}(\hat{x})=0 \quad \text { and } \quad K_{x}(\hat{x})=0
$$

holds for all $\hat{x} \in G \backslash \hat{U}(x)$ and for all $x \in \stackrel{\circ}{G}^{(n)}$. The scheme is called high-order, as we achieve an overall fourth order consistency in terms of $h$ when using $\Delta \tau \in \mathcal{O}\left(h^{2}\right)$.

After defining a high-order compact scheme for a $n$-dimensional spatial domain with $n \in$ $\mathbb{N}$, we now want to define an essentially high-order compact scheme for a two-dimensional spatial domain.

Definition 18 (Essentially high-order compact finite difference scheme):
An essentially high-order compact finite difference scheme is a fully discrete scheme using Crank-Nicolson-type time discretisation, as given in Definition 16 with $n=2$. Additionally, it uses only points on the compact stencil (1.14). This means that for an essentially high-order compact finite difference scheme we have

$$
\begin{aligned}
\sum_{i_{1}=1}^{N_{1}} \sum_{i_{2}=1}^{N_{2}} A_{x}\left(x_{i_{1}}, x_{i_{2}}\right) U_{i_{1}, i_{2}}^{k+1}= & \sum_{i_{1}=1}^{N_{1}} \sum_{i_{2}=1}^{N_{2}} B_{x}\left(x_{i_{1}}, x_{i_{2}}\right) U_{i_{1}, \ldots, i_{n}}^{k}+h^{2} R_{2}+\mathcal{O}\left(h^{4}\right) \\
& +\frac{(\Delta \tau)}{2}\left(\tilde{g}\left(x, \tau_{k}\right)+\tilde{g}\left(x, \tau_{k+1}\right)\right)+\mathcal{O}\left((\Delta \tau)^{2}\right)
\end{aligned}
$$

with $\Delta x_{1}, \Delta x_{2} \in \mathcal{O}(h)$ for a stepsize $h>0$,

$$
A_{x}\left(x_{i_{1}}, x_{i_{2}}\right):=M_{x}\left(x_{i_{1}}, x_{i_{2}}\right)+\frac{\Delta \tau}{2} K_{x}\left(x_{i_{1}}, x_{i_{2}}\right)
$$

and

$$
B_{x}\left(x_{i_{1}}, x_{i_{2}}\right):=M_{x}\left(x_{i_{1}}, x_{i_{2}}\right)-\frac{\Delta \tau}{2} K_{x}\left(x_{i_{1}}, x_{i_{2}}\right)
$$

on each point $x \in G^{(2)}$. We have

$$
\begin{array}{ll}
R_{2}=C \frac{\partial^{4}}{\partial x_{1}^{4}}, & R_{2}=C \frac{\partial^{4}}{\partial x_{2}^{4}}, \\
R_{2}=C \frac{\partial^{4}}{\partial x_{1}^{3} \partial x_{2}} & \text { or }
\end{array} R_{2}=C \frac{\partial^{4}}{\partial x_{1} \partial x_{2}^{3}} .
$$

The value $C$ is neither depending on $h$ nor on the function $u$. The functions $M_{x}, K_{x}$ and $\tilde{g}$ are defined as in the semi-discrete scheme and $U_{i_{1}, i_{2}}^{k}$ denotes the approximation of $u$ at the point $\left(x_{i_{1}}, x_{i_{2}}\right) \in G^{(2)}$ and time $\tau_{k}$ with $k \in\left\{0, \ldots, N_{\tau}\right\}$. For an essentially high-order compact scheme, additionally

$$
M_{x}(\hat{x})=0 \quad \text { and } \quad K_{x}(\hat{x})=0
$$

holds for all $\hat{x} \in G \backslash \hat{U}(x)$ and for all $x \in \stackrel{\circ}{G}^{(2)}$, which means that we just use points of the compact stencil in the discretisation of the spatial interior.

We can see clearly from the definition of an essentially high-order compact scheme, that it has an overall consistency order of two. But when the remaining second order truncation order is small enough, we can expect a fourth-order convergence of the scheme (if stable) up to a certain stepsize $h^{*}$. If the stepsize does get smaller than this critical stepsize, then the scheme has second order consistency. If we should have a wanted accuracy level, which is already fulfilled by the numerical scheme when using a step-size up to $h^{*}$, then we will have a fourth order convergence of the scheme (if stable) for the practical usage.

Essentially high-order compact schemes are especially applicable to situations, where there is a certain area of interest. It could be possible, that we wish to zoom in an area of interest. Transforming this grid into an equidistant grid could lead to a partial differential equation, whose coefficients do not fulfill the conditions for a high-order compact scheme (see Section 3.3). We could have good arguments regarding $R_{2}$, that the essentially high-order compact scheme gives can achieve a fourth-order convergence rate up to our wanted accuracy level. That would mean that there are no downsides when using the essentially high-order compact scheme in comparison with the high-order compact scheme, even though the essentially high-order compact scheme has a theoretical consistency of order two. In Section 2.6 we show that this is possible for the Heston model.

Since consistency is already defined, we need to give conditions for stability to achieve convergence. In this thesis we perform a von Neumann stability analysis [Str04] for general high-order compact schemes with vanishing cross derivative terms in the two- and three-dimensional case. We give partial results for non-vanishing cross derivative terms for $n=2,3$. The difficulty in the stability analysis lies in the high-dimensionality of the problem and the non-constant coefficients of equation (1.8).

The von Neumann stability condition is a necessary stability condition for problems with periodic boundary conditions, compare [Str04]. We apply the von Neumann stability analysis for frozen coefficients, which means we consider the coefficients of (1.8) as constant, compare [GKO13, Str04], to analyse the multi-dimensional high-order compact finite difference schemes in Definition 17. The most general statements about the discrete case can be found in [GKO13, MS10, SW88, Wad90] for hyperbolic problems and in
[RM67, Wid66] for parabolic problems. The frozen coefficients approach gives a necessary stability condition, which slightly strengthened ensures overall stability [RM67].

Definition 19 (Necessary von Neumann stability condition):
Let
$\sum_{i_{1}=1}^{N_{1}} \ldots \sum_{i_{n}=1}^{N_{n}} A_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) U_{i_{1}, \ldots, i_{n}}^{k+1}=\sum_{i_{1}=1}^{N_{1}} \ldots \sum_{i_{n}=1}^{N_{n}} B_{x}\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) U_{i_{1}, \ldots, i_{n}}^{k}+\hat{g}\left(x, \tau_{k}, \tau_{k+1}\right)$
at grid point $x \in G^{(n)}$ and time $\tau=k \Delta \tau$ be the fully discrete finite difference scheme. We use

$$
U_{i_{1}, \ldots, i_{n}}^{n}=g^{n} e^{I\left(i_{1} z_{1}+\ldots+i_{n} z_{n}\right)},
$$

where $I$ is the imaginary unit, $g^{n}$ is the amplitude at time level $n, z_{i}=2 \pi h / \lambda_{i}$ for the wavelength $\lambda_{i} \in[0,2 \pi[$ for $i=1, \ldots, n$. Then the fully discretised finite difference scheme satisfies the necessary von Neumann stability condition, if for all $z_{i}$ the amplification factor $G=g^{n+1} / g^{n}$ satisfies the relation

$$
\begin{equation*}
|G|^{2}-1 \leq 0 \tag{1.17}
\end{equation*}
$$

### 1.3 Research overview and aims of the thesis

In this section we give a brief overview on the mathematical research which has been done in the field of option pricing, concerning the derivation of analytical solutions or partial differential equations arising from different stock price models. We also give examples for various possible numerical schemes which approximate the option price, where we focus on the research on high-order compact schemes. The mentioned literature naturally leads to the aims of this thesis.

For some models and under additional restrictions, closed form solutions to (1.10) can be obtained by Fourier methods (see, e.g. [Hes93, Dür09]). Another approach is to derive approximate analytic expressions, see, e.g. [BGM10] and the literature cited therein. In general, however, -even in the Heston model when the parameters are non constantequation (1.10) has to be solved numerically. Moreover, many (so-called American) options feature an additional early exercise right. Then one has to solve a free boundary problem which consists of (1.10) and an early exercise constraint for the option price. For this
problem one typically has to resort to numerical approximations.

In the mathematical literature, there are a number of papers considering numerical methods for option pricing in stochastic volatility models, i.e. for two spatial dimensions. Finite difference approaches that are used are often standard, low order methods (second order in space). Other approaches include finite element-finite volume [ZFV98], multigrid [CP99], sparse wavelet [HMS05], or spectral methods [ZK10].

Let us review some of the related finite difference literature. Different efficient methods for solving the American option pricing problem for the Heston model are compared in [IT08]. The article focusses on the treatment of the early exercise free boundary and uses a second order finite difference discretization. In [IHF10] different, low order ADI (alternating direction implicit) schemes are adapted to the Heston model in order to include the mixed spatial derivative term.

High-order compact schemes have been introduced in fluid dynamics for convection dominated partial differential equations, see e.g. [GMS84]. With a high ratio of convection to diffusion the standard second order finite difference schemes using the central difference operator leads to non-physical oscillations in the numerical solution. A usage of the Upwind discretisation, which resolves the problem of the oscillations, only has a first order convergence rate. The refinement of the grid has to be very large and thus there is a huge computational cost when using the Upwind discretisation. This leads to the introduction of high-order compact schemes (see e.g. [GMS84]), which have a fourth-order convergence rate and resolve the problem of oscillations in the numerical approximation as well. In finance, we do not have such problems in the partial differential equations of option pricing and are more interested in the higher convergence order.

While most of [TGB08] focusses on high-order compact scheme for the standard (onedimensional) case, in a short remark [TGB08, Section 5] the stochastic volatility (twodimensional) case is considered as well. However, the final scheme is of second order only due to the low order approximation of the cross diffusion term. High-order finite difference schemes (fourth order in space) were proposed for option pricing with deterministic (or constant) volatility, i.e. in one spatial dimension, that use a compact stencil (three points in space), see for example [TGB08] for linear and [DFJ03, DFJ04, LK09] for fully
non-linear problems.

More recently, a high-order compact finite difference scheme for (two-dimensional) option pricing models with stochastic volatility has been presented in [DF12a]. This scheme uses a uniform grid and is fourth order accurate in space and second order accurate in time. Unconditional (von Neumann) stability of the scheme is proved for vanishing correlation. A further study of its stability, indicating unconditional stability as well for non-zero correlation, is performed in [DF12b].

Our first aim in this thesis is to consider extensions of the high-order compact methodology for stochastic volatility models (1.10) to non-uniform grids. In general, the accuracy of a numerical discretisation of (1.10) for a given number of grid points can be greatly improved by considering a non-uniform mesh. This is particularly true for option pricing problems as (1.10), as typical initial conditions have a discontinuity in their first derivative at $S=K$, which is the centre of the area of interest ('at-the-money'). The basic idea of our approach is to introduce a transformation of the partial differential equation from a nonuniform grid to a uniform grid (as in [Fou00]). Then the high-order compact methodology can be applied to this transformed partial differential equation. It turns out, however, that this process is not straight forward as the derivatives of the transformation appear in the truncation error. Due to the presence of the cross-derivative terms, one cannot proceed to cancel terms in the truncation error in a similar fashion as in [DF12a] and the derivation of a high-order compact scheme becomes much more involved. This derivation is achieved in a general manner and then applied to the Heston model on a non-uniform grid. We are able to derive a compact scheme which shows high-order convergence for typical European option pricing problems.

After focussing on stochastic volatility models, we now discuss the approach of highorder compact schemes in a more general manner. In the last decades, starting from early efforts of Gupta et al. [GMS84, GMS85] high-order compact finite difference schemes were proposed for the numerical approximation of solutions to elliptic [SC96], later also for parabolic partial differential equations [SC01, KZ02]. These schemes are able to exploit the smoothness of solutions to such problems and achieve a high-order (typically strictly larger than two in the spatial discretisation parameter) numerical convergence rate while generally having good stability properties. Compared to finite element approaches, the
high-order compact schemes are very parsimonious and memory-efficient to implement and hence prove to be a viable alternative if the complexity of the computational domain is not an issue.

One could in principle achieve higher-order approximations also by increasing the computational stencil, but this leads to increased bandwidth of the discretisation matrices and complicates formulations of boundary conditions. Moreover, such approaches sometimes suffer from restrictive stability conditions and spurious numerical oscillations. These problems do not arise when using a compact stencil.

Although applied successfully to many important applications, e.g. in computational fluid dynamics [SC95, LTF95, LT01] and computational finance [DFJ03, DFJ04, TGB08, DF12a, DFH14], an even wider breakthrough of the high-order compact methodology has been hampered by the algebraic complexity that is inherent in this approach. The derivation of high-order compact schemes is algebraically demanding and hence these schemes are often tailor-made for a specific application or a rather smaller class of problems (with some notable exceptions as for example Lele's paper [Lel92]). The algebraic complexity is even higher in the numerical stability analysis of these schemes. Unlike for standard second-order schemes, the established stability notions imply formidable algebraic problems for high-order compact schemes. As a result there are relatively few stability results for high-order compact schemes in the literature. This is even more pronounced in higher spatial dimension, as most of the existing studies with analytical stability results for highorder compact schemes are limited to a one-dimensional setting.

Most works focus on the isotropic case where the main part of the differential operator is given by the Laplacian. Another layer of complexity is added when the anisotropic case is considered and mixed second-order derivative terms are present in the operator. Few works on high-order compact schemes address this problem, and either study constant coefficient problems [FK06] or specific equations [DF12a].

Consequently, our second aim in this thesis is to establish a high-order compact methodology for a general class of linear parabolic partial differential equation with time and space dependent coefficients and with mixed second-order derivative terms in arbitrary spatial dimension. Problems of this type arise frequently in computational fluid dynamics and
computational finance. We derive general conditions on the coefficients which allow to obtain a high-order compact scheme which is fourth-order accurate in space and second-order accurate in time. Moreover, we perform a thorough von Neumann stability analysis of the Cauchy problem in two and three spatial dimensions for vanishing mixed derivative terms, and also give partial results for the general case. As an application example we consider the pricing of European Power Put basket options with two and three underlying assets. The partial differential equation features second-order mixed derivative terms and is supplemented by an initial condition with low regularity. We use the smoothing operators given by Kreiss et al. [KTW70] to restore high-order convergence.

### 1.4 Structure of this thesis

This thesis consists of two major parts, one being the introduction and application of essentially high-order compact schemes, which can especially be used for the use of non-uniform grids, in a two-dimensional spatial domain and the other being the derivation, von Neumann stability analysis and application of high-order compact schemes in an $n$-dimensional spatial domain.

In Chapter 2 we develop and study new essentially high-order compact finite difference schemes in a general setting on a non-uniform grid, see Definition 12 with $n=2$. This means that we have a fully discrete scheme of the form

$$
\sum_{\hat{x} \in G_{h}^{(2)}}\left[M_{x}(\hat{x}, \tau) \partial_{\tau} U_{i_{1}, i_{2}}(\tau)+K_{x}(\hat{x}, \tau) U_{i_{1}, i_{2}}(\tau)\right]=g(x, \tau)+h^{2} R_{2}+\mathcal{O}\left(h^{4}\right),
$$

where $G_{h}^{(2)}$ is a grid on the rectangle $\Omega \subset \mathbb{R}^{2}$. We derive four different essentially highorder compact schemes and thus the term $R_{2}$, which is depending on the version of the discretisation, is of one of the following forms

$$
R_{2}=C \frac{\partial^{4} u}{\partial x_{1}^{4}}, \quad R_{2}=C \frac{\partial^{4} u}{\partial x_{2}^{4}}, \quad R_{2}=C \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}} \quad \text { or } \quad R_{2}=C \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}},
$$

where in each case $C$ is independent of $h$ and $u$. This means that the scheme has an analytical consistency order two. We can achieve fourth-order consistency up to a given tolerance, though, if $R_{2}$ is small enough. We also derive constraints on the coefficients of the partial differential equation, which give $R_{2} \equiv 0$ and thus a high-order compact scheme.

We apply the essentially high-order compact schemes to stochastic volatility models in option pricing with non-uniform grids. This means that for a grid there is a focus on the values around the strike price $K$. The schemes are fourth-order accurate in space and second-order accurate in time for vanishing correlation, which means that in this case there is $R_{2} \equiv 0$. In the numerical study we obtain high-order numerical convergence as well for non-zero correlation and non-smooth pay-offs which are typical in option pricing. In all numerical experiments a comparative standard second-order discretisation is significantly outperformed. We conduct a numerical stability study which indicates unconditional stability of the scheme.

In Chapter 3 we introduce and analyse a high-order compact scheme with $n$-dimensional spatial domain in a general setting, see Definition 12, which means that our semi discrete scheme is of the form

$$
\sum_{\hat{x} \in G_{h}^{(n)}}\left[M_{x}(\hat{x}, \tau) \partial_{\tau} U_{i_{1}, \ldots, i_{n}}(\tau)+K_{x}(\hat{x}, \tau) U_{i_{1}, \ldots, i_{n}}(\tau)\right]=g(x, \tau)+\mathcal{O}\left(h^{4}\right) .
$$

We thus obtain fourth-order accuracy in space and second-order accuracy in time, when using Crank-Nicolson-type time-discretisation [Str04, Wil98]. This leads to an overall consistency order of four in terms of $h$ if $\Delta \tau \in \mathcal{O}\left(h^{2}\right)$ is used.

Next, we perform a von Neumann stability analysis, see for example [Str04], for spatial domains with dimensions two and three, where we prove that the necessary stability condition (see Definition 19) holds unconditionally without additional restrictions on the choice of the discretisation parameters for vanishing mixed derivative terms. We also give partial results for non-vanishing mixed derivative terms.

In our numerical experiments, we apply the high-order compact schemes to the partial differential equation arising from the multi-dimensional Black-Scholes model. In all numerical experiments, where the initial conditions are smoothed for European Power baskets with $p=1,2$ using the smoothing operators proposed by [KTW70], a comparative standard second-order discretisation is significantly outperformed. As a second example, the multi-dimensional Heston basket option is considered for $n$ independent Heston processes, where for each Heston process there is a non-vanishing correlation between the stock and its volatility. Due to the high-dimensionality of this model we only show the possibility of
a high-order compact scheme.

The first contribution of this thesis to the field is the introduction of essentially highorder compact schemes for general linear partial differential equations with space- and time-dependent coefficients in two spatial dimensions. These schemes have theoretical convergence of order two, but as most of the derivatives are discretised in fourth order consistency, one can achieve a fourth order convergence (if stable) up to a certain step-size $h^{*}$ when the second order remainder term of one of the four versions of the essentially high-order compact schemes is small. If the desired accuracy is already achieved with a step-size up to the step-size $h^{*}$, then the scheme has practically fourth order convergence for the usage. These schemes are especially applicable, if there is an area of interest in the spatial domain. One could rather want to zoom in the area of interest than to fulfil the conditions on the partial differential equation for a high-order compact scheme. If there is a good argumentation, why one of the versions of the essentially high-order compact schemes should converge with fourth order up to the desired accuracy, then there is no downside when comparing it with a high-order compact scheme for the practical usage.

The second contribution is a generalisation of high-order compact schemes for a linear partial differential equation with space- and time-dependent coefficients and mixed derivatives, where we construct the schemes for two and three spatial dimensions in detail and give conditions on the coefficients for any higher dimensions of the spatial domain. Even a von Neumann stability analysis is performed for vanishing cross-derivatives and frozen coefficients (in time and space) with two and three spatial dimensions. This results into having no further conditions on the coefficients of the partial differential equation for satisfying the necessary von Neumann stability condition. For non-vanishing cross-derivatives partial stability results are given, where there are also no further restrictions on the coefficients of the partial differential equation.

## Chapter 2

## Essentially high-order compact schemes applied to non-uniform grids

In this chapter we derive essentially high-order compact finite difference schemes to approximate the solution of a linear parabolic partial differential equation in a general setting on a two-dimensional spatial domain. We apply the discrete schemes to the Heston model [Hes93] on a non-uniform spatial grid for a European Put, compare Definition 1, and a European Power Put, see Definition 2.

### 2.1 Motivation for using essentially high-order compact schemes

In this section we give a motivation for the use of essentially high-order compact schemes. We introduce semi-discrete finite difference schemes of the form

$$
\sum_{\hat{x} \in G_{h}^{(2)}}\left[M_{x}(\hat{x}, \tau) \partial_{\tau} U_{i_{1}, i_{2}}(\tau)+K_{x}(\hat{x}, \tau) U_{i_{1}, i_{2}}(\tau)\right]=g(x, \tau)+R_{2}+\mathcal{O}\left(h^{4}\right) .
$$

The spatial domain is given by a rectangle $\Omega \subset \mathbb{R}^{2}$, which is discretised by the uniform grid $G_{h}^{(2)}$. Depending on the version of the essentially high-order compact scheme the second-order remainder term is of one of the following forms

$$
R_{2}=h^{2} C \frac{\partial^{4} u}{\partial x_{1}^{4}}, \quad R_{2}=h^{2} C \frac{\partial^{4} u}{\partial x_{2}^{4}}, \quad R_{2}=h^{2} C \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}} \quad \text { or } \quad R_{2}=h^{2} C \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}
$$

where in each case $C$ is neither depending on $h$ nor on $u$. Where at least one of the four possible specifications of $R_{2}$ is small, it is possible to achieve fourth-order consistency for the resulting numerical scheme up to a certain step-size.

The focus for the application of essentially high-order compact schemes lies in the use of non-uniform spatial grids, which are employed whenever there exists a specific area of interest. In this situation we place many points of the spatial grid in this region, whereas there are only few points located in the remaining parts of the spatial domain. This secures a higher accuracy in the area of interest due to the higher density of grid points. We then perform another transformation to the differential equation with a zoom function, which establishes that the resulting transformed grid is uniform. This way it is possible to perform the discretisation and the numerical analysis on a uniform grid and retain the advantages of a focus of grid-points to the area of interest.

In the Heston model [Hes93] the area of interest is located around the strike price, so the area is only depending on the asset price and not depending on the value of the volatility. In this setting, the zoom function is a one-dimensional function which only depends on the stock price. In this application we use a zoom function as proposed by [TGB08] to transform the non-uniform grid into a uniform grid $G_{h}^{(2)}$. On this uniform grid we apply the essentially high-order compact schemes to approximate the function of the option values. Hence the Heston model gives us the perfect setting to apply essentially high-order compact schemes.

### 2.2 Introduction of the partial differential equation

In this section we introduce the problem whose solution we aim to approximate numerically. We consider a partial differential equation in two spatial dimensions and time, i.e. we use the partial differential equation given in Definition 12 with $n=2$ and $g \equiv 0$. Thus we consider

$$
\begin{equation*}
d u_{\tau}+a_{1} u_{x_{1} x_{1}}+a_{2} u_{x_{2} x_{2}}+b_{12} u_{x_{1} x_{2}}+c_{1} u_{x_{1}}+c_{2} u_{x_{2}}=0 \quad \in \Omega \times \Omega_{\tau}, \tag{2.1}
\end{equation*}
$$

with initial condition $u\left(x_{1}, x_{2}, 0\right)=u_{0}\left(x_{1}, x_{2}\right)$, where $a_{i}=a_{i}\left(x_{1}, x_{2}, \tau\right)<0, b_{12}=$ $b_{12}\left(x_{1}, x_{2}, \tau\right), c_{i}=c\left(x_{1}, x_{2}, \tau\right), d=d(x, y, \tau)$ and $u=u\left(x_{1}, x_{2}, \tau\right)$ are functions from $\Omega \times \mathbb{R}_{\geq 0}$ to $\mathbb{R}$, where $\left.\left.\Omega_{\tau}=\right] 0, \tau_{\max }\right]$ with $\tau_{\max }>0$ and $\Omega=\left[x_{\min }^{(1)}, x_{\max }^{(1)}\right] \times\left[x_{\min }^{(2)}, x_{\max }^{(2)}\right] \subset \mathbb{R}^{2}$ with $x_{\min }^{(i)}<x_{\max }^{(i)}$ for $i=1,2$. The functions $a_{i}(\cdot, \tau), b(\cdot, \tau), c_{i}(\cdot, \tau)$, and $d(\cdot, \tau)$ are con-
sidered to be in $C^{2}(\Omega)$ and $u(\cdot, \tau) \in C^{6}(\Omega)$ for all $\tau \in \Omega_{\tau}$. Using $d u_{\tau}=-f$ gives

$$
\begin{equation*}
a_{1} u_{x_{1} x_{1}}+a_{2} u_{x_{2} x_{2}}+b_{12} u_{x_{1} x_{2}}+c_{1} u_{x_{1}}+c_{2} u_{x_{2}}=f \tag{2.2}
\end{equation*}
$$

A grid in $x_{1}$ - and in $x_{2}$-direction for $\Omega$, recall Definition 13 , is given by

$$
\begin{align*}
G^{(2)}=\{ & \left(x_{i_{1}}, x_{i_{2}}\right) \in \Omega \mid x_{i_{1}}=x_{\min }^{(1)}+i_{1}\left(\Delta x_{1}\right), x_{i_{2}}=x_{\min }^{(2)}+i_{2}\left(\Delta x_{2}\right),  \tag{2.3}\\
& \left.0 \leq i_{1} \leq N_{1}-1, \quad 0 \leq i_{2} \leq N_{2}-1\right\},
\end{align*}
$$

where $\Delta x_{1}=\left(x_{\max }^{(1)}-x_{\min }^{(1)}\right) /\left(N_{1}-1\right)$ and $\Delta x_{2}=\left(x_{\max }^{(2)}-x_{\min }^{(2)}\right) /\left(N_{2}-1\right)$ are the step sizes in each direction. With $\dot{G}^{(2)}$ we identify the inner points of the grid $G^{(2)}$. We use $G_{h}^{(2)}$ and $\stackrel{\circ}{G}_{h}^{(2)}$, if $\Delta x_{1}=\Delta x_{2}=h$ for some $h>0$. On this grid we denote by $U_{i_{1}, i_{2}}$ the discrete approximation of the continuous solution $u$ at the point $\left(x_{i_{1}}, x_{i_{2}}\right) \in G^{(2)}$. Using the standard central difference operator $D_{1}^{c}$ in $x_{1}$-direction and $D_{2}^{c}$ in $x_{2}$-direction we have for $k=1,2$ the relations

$$
\begin{equation*}
\frac{\partial u}{\partial x_{k}}=D_{k}^{c} U_{i_{1}, i_{2}}-\frac{\left(\Delta x_{k}\right)^{2}}{6} \frac{\partial^{3} u}{\partial x_{k}^{3}}+\mathcal{O}\left(\left(\Delta x_{k}\right)^{4}\right), \tag{2.4}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\partial^{2} u}{\partial x_{k}^{2}}= & D_{k}^{c} D_{k}^{c} U_{i_{1}, i_{2}}-\frac{\left(\Delta x_{k}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{k}^{4}}+\mathcal{O}\left(\left(\Delta x_{k}\right)^{4}\right), \\
\frac{\partial^{2} u}{\partial x_{1} \partial x_{2}}= & D_{1}^{c} D_{2}^{c} U_{i_{1}, i_{2}}-\frac{\left(\Delta x_{1}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}-\frac{\left(\Delta x_{2}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}+\mathcal{O}\left(\left(\Delta x_{1}\right)^{4}\right)  \tag{2.5}\\
& +\mathcal{O}\left(\left(\Delta x_{1}\right)^{2}\left(\Delta x_{2}\right)^{2}\right)+\mathcal{O}\left(\left(\Delta x_{2}\right)^{4}\right)+\mathcal{O}\left(\frac{\left(\Delta x_{1}\right)^{6}}{\Delta x_{2}}\right),
\end{align*}
$$

at the grid points $\left(x_{i_{1}}, x_{i_{2}}\right) \in G^{(2)}$. We call a scheme of high order if its consistency error is of order $\mathcal{O}\left(h^{4}\right)$ for $\Delta x_{1}, \Delta x_{2} \in \mathcal{O}(h)$ for some $h>0$. If we discretise the higher derivatives $\partial^{4} u / \partial x_{1}^{4}, \partial^{4} u / \partial x_{2}^{4}, \partial^{4} u /\left(\partial x_{1}^{3} \partial x_{2}\right), \partial^{4} u /\left(\partial x_{1} \partial x_{2}^{3}\right), \partial^{3} u / \partial x_{1}^{3}$, and $\partial^{3} u / \partial x_{2}^{3}$ appearing in (2.4) and (2.5) with second order accuracy, we obtain a scheme with consistency of order four since they are all multiplied by factors of order two. We call a scheme high-order compact if this can be achieved using the compact nine-point computational stencil, which at the point $\left(x_{i_{1}}, x_{i_{2}}\right)$ is given by


### 2.3 Auxiliary relations for higher derivatives

We proceed by giving auxiliary relations for the third and fourth order derivatives appearing in (2.4) and (2.5). Expressions for the higher derivatives can be obtained by differentiating the partial differential equation (2.2) in a formal manner without introducing an additional error. Differentiating equation (2.2) with respect to $x_{1}$ and writing $\partial^{3} u / \partial x_{1}^{3}$ as the subject leads to

$$
\begin{align*}
\frac{\partial^{3} u}{\partial x_{1}^{3}}= & -\frac{\left[c_{1}\right]_{x_{1}}}{a_{1}} \frac{\partial u}{\partial x_{1}}-\frac{\left[a_{1}\right]_{x_{1}}+c_{1}}{a_{1}} \frac{\partial^{2} u}{\partial x_{1}^{2}}-\frac{\left[c_{2}\right]_{x_{1}}}{a_{1}} \frac{\partial u}{\partial x_{2}}-\frac{\left[b_{12}\right]_{x_{1}}+c_{2}}{a_{1}} \frac{\partial^{2} u}{\partial x_{1} \partial x_{2}} \\
& -\frac{b_{12}}{a_{1}} \frac{\partial^{3} u}{\partial x_{1}^{2} \partial x_{2}}-\frac{\left[a_{2}\right]_{x_{1}}}{a_{1}} \frac{\partial^{2} u}{\partial x_{2}^{2}}-\frac{a_{2}}{a_{1}} \frac{\partial^{3} u}{\partial x_{1} \partial x_{2}^{2}}+\frac{1}{a_{1}} \frac{\partial f}{\partial x_{1}}=: A_{1}, \tag{2.6}
\end{align*}
$$

where $[\cdot]_{x_{1}}$ and $[\cdot]_{x_{2}}$ denote the first derivative of the coefficients of the partial differential equation in $x_{1}$ and $x_{2}$, respectively. With the central difference operator we can establish a second-order discretisation of $A_{1}$ only using the compact stencil. As an example, we can discretise

where $\epsilon \in \mathcal{O}\left(h^{4}\right)$, if $\Delta x_{1}, \Delta x_{2} \in \mathcal{O}(h)$ for some $h>0$. Differentiating the partial differential equation (2.2) twice with respect to $x_{1}$ and writing $\partial^{4} u / \partial x_{1}^{4}$ as subject we have

$$
\begin{align*}
\frac{\partial^{4} u}{\partial x_{1}^{4}}= & -\frac{\left[c_{1}\right]_{x_{1} x_{1}}}{a_{1}} \frac{\partial u}{\partial x_{1}}-\frac{\left[a_{1}\right]_{x_{1} x_{1}}+2\left[c_{1}\right]_{x_{1}}}{a_{1}} \frac{\partial^{2} u}{\partial x_{1}^{2}}-\frac{2\left[a_{1}\right]_{x_{1}}+c_{1}}{a_{1}} \frac{\partial^{3} u}{\partial x_{1}^{3}}-\frac{\left[c_{2}\right]_{x_{1} x_{1}}}{a_{1}} \frac{\partial u}{\partial x_{2}} \\
& -\frac{\left[b_{12}\right]_{x_{1} x_{1}}+2\left[c_{2}\right]_{x_{1}}}{a_{1}} \frac{\partial^{2} u}{\partial x_{1} \partial x_{2}}-\frac{2\left[b_{12}\right]_{x_{1}}+c_{2}}{a_{1}} \frac{\partial^{3} u}{\partial x_{1}^{2} \partial x_{2}}-\frac{b_{12}}{a_{1}} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}} \\
& -\frac{\left[a_{2}\right]_{x_{1} x_{1}}}{a_{1}} \frac{\partial^{2} u}{\partial x_{2}^{2}}-\frac{2\left[a_{2}\right]_{x_{1}}}{a_{1}} \frac{\partial^{3} u}{\partial x_{1} \partial x_{2}^{2}}-\frac{a_{2}}{a_{1}} \frac{\partial^{4} u}{\partial x_{1}^{2} \partial x_{2}^{2}}+\frac{1}{a_{1}} \frac{\partial^{2} f}{\partial x_{1}^{2}}  \tag{2.7}\\
= & B_{1}-\frac{b_{12}}{a_{1}} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}},
\end{align*}
$$

where $[\cdot]_{x_{1}}$ and $[\cdot]_{x_{1} x_{1}}$ denote the first and second derivative with respect to $x_{1}$, respectively. Applying (2.6) and the central difference operator we can discretise $B_{1}$ with order two using only points of the compact stencil. Writing equation (2.7) with $\partial^{4} u /\left(\partial x_{1}^{3} \partial x_{2}\right)$ as subject we obtain

$$
\begin{equation*}
\frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}=\frac{a_{1}}{b_{12}} B_{1}-\frac{a_{1}}{b_{12}} \frac{\partial^{4} u}{\partial x_{1}^{4}} . \tag{2.8}
\end{equation*}
$$

In order to find an auxiliary equation for $\partial^{3} u / \partial x_{2}^{3}$ we first differentiate the partial differential equation (2.2) once with respect to $x_{2}$ and write $\partial^{3} u / \partial x_{2}^{3}$ as subject, which leads to

$$
\begin{align*}
\frac{\partial^{3} u}{\partial x_{2}^{3}}= & -\frac{\left[c_{2}\right]_{x_{2}}}{a_{2}} \frac{\partial u}{\partial x_{2}}-\frac{\left[a_{2}\right]_{x_{2}}+c_{2}}{a_{2}} \frac{\partial u^{2}}{\partial x_{2}^{2}}-\frac{\left[c_{1}\right]_{x_{2}}}{a_{2}} \frac{\partial u}{\partial x_{1}}-\frac{\left[b_{12}\right]_{x_{2}}+c_{1}}{a_{2}} \frac{\partial^{2} u}{\partial x_{1} \partial x_{2}} \\
& -\frac{b_{12}}{a_{2}} \frac{\partial^{3} u}{\partial x_{1} \partial x_{2}^{2}}-\frac{\left[a_{1}\right]_{x_{2}}}{a_{2}} \frac{\partial^{2} u}{\partial x_{1}^{2}}-\frac{a_{1}}{a_{2}} \frac{\partial^{3} u}{\partial x_{1}^{2} \partial x_{2}}+\frac{1}{a_{2}} \frac{\partial f}{\partial x_{2}}=: A_{2}, \tag{2.9}
\end{align*}
$$

where $[\cdot]_{x_{2}}$ denotes the first derivative with respect to $x_{2}$. The term $A_{2}$ can be discretised in a compact manner at the order two using the central difference operators.

Differentiating equation (2.2) twice with respect to $x_{2}$ and writing $\partial^{4} u / \partial x_{2}^{4}$ as subject leads to

$$
\begin{align*}
\frac{\partial^{4} u}{\partial x_{2}^{4}}= & -\frac{\left[a_{1}\right]_{x_{2} x_{2}}^{a_{2}}}{} \frac{\partial^{2} u}{\partial x_{1}^{2}}-\frac{2\left[a_{1}\right]_{x_{2}}}{a_{2}} \frac{\partial^{3} u}{\partial x_{1}^{2} \partial x_{2}}-\frac{a_{1}}{a_{2}} \frac{\partial^{4} u}{\partial x_{1}^{2} \partial x_{2}^{2}}-\frac{\left[a_{2}\right]_{x_{2} x_{2}}+2\left[c_{2}\right]_{x_{2}}}{a_{2}} \frac{\partial^{2} u}{\partial x_{2}^{2}} \\
& -\frac{\left[c_{2}\right]_{x_{2} x_{2}}}{a_{2}} \frac{\partial u}{\partial x_{2}}-\frac{2\left[a_{2}\right]_{x_{2}}+c_{2}}{a_{2}} \frac{\partial^{3} u}{\partial x_{2}^{3}}-\frac{\left[c_{1}\right] x_{x_{2} x_{2}}^{a_{2}} \frac{\partial u}{\partial x_{1}}-\frac{2\left[b_{12}\right]_{x_{2}}+c_{1}}{a_{2}} \frac{\partial^{3} u}{\partial x_{1} \partial x_{2}^{2}}}{} \\
& -\frac{\left[b_{12}\right]_{x_{2} x_{2}}+2\left[c_{1}\right]_{x_{2}}}{a_{2}} \frac{\partial^{2} u}{\partial x_{1} \partial x_{2}}-\frac{b_{12}}{a_{2}} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}+\frac{1}{a_{2}} \frac{\partial f}{\partial x_{2}^{2}}  \tag{2.10}\\
= & B_{2}-\frac{b_{12}}{a_{2}} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}},
\end{align*}
$$

where $[\cdot]_{x_{2}}$ and $[\cdot]_{x_{2} x_{2}}$ denote the first and second derivative with respect to $x_{2}$, respectively. The term $B_{2}$ can be discretised with order two on the compact stencil using equation (2.9) and the central difference operator. Equation (2.10) is equivalent to

$$
\begin{equation*}
\frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}=\frac{a_{2}}{b_{12}} B_{2}-\frac{a_{2}}{b_{12}} \frac{\partial^{4} u}{\partial x_{2}^{4}}, \tag{2.11}
\end{equation*}
$$

Differentiating the partial differential equation (2.2) once with respect to $x_{1}$ and once with respect to $x_{2}$ and writing $\partial^{4} u /\left(\partial x_{1}^{3} \partial x_{2}\right)$ as subject leads to

$$
\begin{align*}
\frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}= & \frac{1}{a_{1}} \frac{\partial^{2} f}{\partial x_{1} \partial x_{2}}-\frac{\left[c_{1}\right]_{x_{1} x_{2}}}{a_{1}} \frac{\partial u}{\partial x_{1}}-\frac{\left[b_{12}\right]_{x_{1} x_{2}}+\left[c_{1}\right]_{x_{1}}+\left[c_{2}\right]_{x_{2}}}{a_{1}} \frac{\partial^{2} u}{\partial x_{1} \partial x_{2}} \\
& -\frac{\left[a_{2}\right]_{x_{2}}+\left[b_{12}\right]_{x_{1}}+c_{2}}{a_{1}} \frac{\partial^{3} u}{\partial x_{1} \partial x_{2}^{2}}-\frac{a_{2}}{a_{1}} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}-\frac{\left[a_{1}\right]_{x_{1} x_{2}}+\left[c_{1}\right]_{x_{2}}}{a_{1}} \frac{\partial^{2} u}{\partial x_{1}^{2}} \\
& -\frac{\left[a_{1}\right]_{x_{1}}+\left[b_{12}\right]_{x_{2}}+c_{1}}{a_{1}} \frac{\partial^{3} u}{\partial x_{1}^{2} \partial x_{2}}-\frac{b_{12}}{a_{1}} \frac{\partial^{4} u}{\partial x_{1}^{2} \partial x_{2}^{2}}-\frac{\left[a_{1}\right]_{x_{2}}}{a_{1}} \frac{\partial^{3} u}{\partial x_{1}^{3}}  \tag{2.12}\\
& -\frac{\left[c_{2}\right]_{x_{1} x_{2}}}{a_{1}} \frac{\partial u}{\partial x_{2}}-\frac{\left[a_{2}\right]_{x_{1} x_{2}}+\left[c_{2}\right]_{x_{1}}}{a_{1}} \frac{\partial^{2} u}{\partial x_{2}^{2}}-\frac{\left[a_{2}\right]_{x_{1}}}{a_{1}} \frac{\partial^{3} u}{\partial x_{2}^{3}} \\
= & C_{1}-\frac{a_{2}}{a_{1}} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}},
\end{align*}
$$

where $[\cdot]_{x_{1}}$ and $[\cdot]_{x_{2}}$ denote the first derivative with respect to $x_{1}$ and $x_{2}$, respectively and $[\cdot]_{x_{1} x_{2}}$ indicates the mixed second derivative with respect to $x_{1}$ and $x_{2}$. Using the equations (2.6) and (2.9) as well as the central difference operators in $x_{1}$ - and $x_{2}$-direction it is possible to discretise $C_{1}$ at the order two on the compact stencil. Equation (2.12) is equivalent to

$$
\begin{equation*}
\frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}=\frac{a_{1}}{a_{2}} C_{1}-\frac{a_{1}}{a_{2}} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}:=C_{2}-\frac{a_{1}}{a_{2}} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}} . \tag{2.13}
\end{equation*}
$$

Finally, the expression $C_{2}$ can be discretised at the order two on the compact stencil as well.

### 2.4 Derivation of essentially high-order compact schemes

In order to derive a discrete scheme we employ equations (2.4) and (2.5) in the partial differential equation (2.2), which gives

$$
\begin{align*}
f= & A_{0}-\frac{a_{1}\left(\Delta x_{1}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{1}^{4}}-\frac{a_{2}\left(\Delta x_{2}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{2}^{4}}-\frac{b_{12}\left(\Delta x_{1}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}} \\
& -\frac{b_{12}\left(\Delta x_{2}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}-\frac{c_{1}\left(\Delta x_{1}\right)^{2}}{6} \frac{\partial^{3} u}{\partial x_{1}^{3}}-\frac{c_{2}\left(\Delta x_{2}\right)^{2}}{6} \frac{\partial^{3} u}{\partial x_{2}^{3}}+\varepsilon \tag{2.14}
\end{align*}
$$

where

$$
A_{0}:=a_{1} D_{1}^{c} D_{1}^{c} U_{i_{1}, i_{2}}+a_{2} D_{2}^{c} D_{2}^{c} U_{i_{1}, i_{2}}+b_{12} D_{1}^{c} D_{2}^{c} U_{i_{1}, i_{2}}+c_{1} D_{1}^{c} U_{i_{1}, i_{2}}+c_{2} D_{2}^{c} U_{i_{1}, i_{2}}
$$

and the error-term $\varepsilon \in \mathcal{O}\left(h^{4}\right)$ if $\Delta x_{1}, \Delta x_{2} \in \mathcal{O}(h)$ for some $h>0$ is used. $A_{0}$ is only using the compact stencil. We apply $A_{1}$ and $A_{2}$ for $\partial^{3} u / \partial x_{1}^{3}$ and $\partial^{3} u / \partial x_{2}^{3}$ directly, as they do not depend on any of the higher derivatives appearing in (2.14) and only use points of the compact stencil in their discretisation. This leads to

$$
\begin{align*}
f= & A_{0}-\frac{c_{1}\left(\Delta x_{1}\right)^{2}}{6} A_{1}-\frac{c_{2}\left(\Delta x_{2}\right)^{2}}{6} A_{2}-\frac{a_{1}\left(\Delta x_{1}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{1}^{4}}-\frac{a_{2}\left(\Delta x_{2}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{2}^{4}} \\
& -\frac{b_{12}\left(\Delta x_{1}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}-\frac{b_{12}\left(\Delta x_{2}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}+\varepsilon . \tag{2.15}
\end{align*}
$$

We have four fourth-order derivatives, namely $\partial^{4} u / \partial x_{1}^{4}, \partial^{4} u / \partial x_{2}^{4}$ and the cross derivatives $\partial^{4} u /\left(\partial x_{1}^{3} \partial x_{2}\right)$ and $\partial^{4} u /\left(\partial x_{1} \partial x_{2}^{3}\right)$, appearing in the above equation. For these four higher derivatives we only have three auxiliary relations, being (2.7), (2.10), and (2.12). Thus we have an underdetermined equation system and cannot expect to be able to replace all of the four higher derivatives in (2.15) in the general case. This leads to four different versions of the discrete scheme. For Version 1 the remainder term consists of $\partial^{4} u / \partial x_{1}^{4}$. The second version has $\partial^{4} u / \partial x_{2}^{4}$ as part of the remaining second-order error term. As the third approach we have a scheme which has $\partial^{4} u /\left(\partial x_{1}^{3} \partial x_{2}\right)$ as part of the remainder term, and finally Version 4 discretises $\partial^{4} u / \partial x_{1}^{4}, \partial^{4} u / \partial x_{2}^{4}$ and $\partial^{4} u /\left(\partial x_{1}^{3} \partial x_{2}\right)$ fully and leave a second order remainder term, which includes $\partial^{4} u /\left(\partial x_{1} \partial x_{2}^{3}\right)$.

Equation (2.15) is the basis for the derivation of our different discrete numerical schemes. We use the auxiliary equations (2.7), (2.8), (2.10), (2.11), (2.12) and (2.13), depending on which of the higher derivative is supposed to be part of the second-order remainder term.

For each version we define the semi-discrete finite difference scheme, recall Definition 15 with $g \equiv 0$, which we introduced as

$$
\begin{equation*}
\sum_{\hat{x} \in G_{h}^{(2)}}\left[M_{x}(\hat{x}) \partial_{\tau} U_{i_{1}, i_{2}}(\tau)+K_{x}(\hat{x}) U_{i_{1}, i_{2}}(\tau)\right]=R_{2}+\mathcal{O}\left(h^{4}\right), \tag{2.16}
\end{equation*}
$$

with $\hat{x}=\left(x_{i_{1}}, x_{i_{2}}\right)$ at time $\tau$ for each point $x \in \stackrel{\circ}{G}_{h}^{(2)}$ with $\Delta x_{1}=\Delta x_{2}=h$ for some $h>0$, compare Definition 13 with $n=2$. $R_{2}$ is a second order error-term, depending on the discretisation version used.

### 2.4.1 Derivation of Version 1

In this section we derive the first essentially high order compact scheme. First we have to apply the auxiliary equation for $\partial^{4} u / \partial x_{2}^{4}$, given in (2.10), to (2.15), which results in

$$
\begin{aligned}
f= & A_{0}-\frac{c_{1}\left(\Delta x_{1}\right)^{2}}{6} A_{1}-\frac{c_{2}\left(\Delta x_{2}\right)^{2}}{6} A_{2}-\frac{a_{2}\left(\Delta x_{2}\right)^{2}}{12} B_{2}-\frac{a_{1}\left(\Delta x_{1}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{1}^{4}} \\
& -\frac{b_{12}\left(\Delta x_{1}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}-\frac{b_{12}\left(\Delta x_{2}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}+\varepsilon .
\end{aligned}
$$

Using (2.13) gives

$$
\begin{aligned}
f= & A_{0}-\frac{c_{1}\left(\Delta x_{1}\right)^{2}}{6} A_{1}-\frac{c_{2}\left(\Delta x_{2}\right)^{2}}{6} A_{2}-\frac{a_{2}\left(\Delta x_{2}\right)^{2}}{12} B_{2}-\frac{b_{12}\left(\Delta x_{2}\right)^{2}}{12} C_{2} \\
& -\frac{a_{1}\left(\Delta x_{1}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{1}^{4}}-\frac{b_{12}\left(2 a_{2}\left(\Delta x_{1}\right)^{2}-a_{1}\left(\Delta x_{2}\right)^{2}\right)}{12 a_{2}} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}+\varepsilon .
\end{aligned}
$$

Finally, applying (2.8) gives Version 1

$$
\begin{align*}
f= & A_{0}-\frac{c_{1}\left(\Delta x_{1}\right)^{2}}{6} A_{1}-\frac{c_{2}\left(\Delta x_{2}\right)^{2}}{6} A_{2}-\frac{a_{2}\left(\Delta x_{2}\right)^{2}}{12} B_{2}-\frac{b_{12}\left(\Delta x_{2}\right)^{2}}{12} C_{2} \\
& -\frac{a_{1}\left(2 a_{2}\left(\Delta x_{1}\right)^{2}-a_{1}\left(\Delta x_{2}\right)^{2}\right)}{12 a_{2}} B_{1}+\frac{a_{1}\left(a_{2}\left(\Delta x_{1}\right)^{2}-a_{1}\left(\Delta x_{2}\right)^{2}\right)}{12 a_{2}} \frac{\partial^{4} u}{\partial x_{1}^{4}}+\varepsilon . \tag{2.17}
\end{align*}
$$

The second-order remainder term for Version 1 is given by

$$
\begin{equation*}
R_{2}:=\frac{a_{1}\left(a_{2}\left(\Delta x_{1}\right)^{2}-a_{1}\left(\Delta x_{2}\right)^{2}\right)}{12 a_{2}} \frac{\partial^{4} u}{\partial x_{1}^{4}} . \tag{2.18}
\end{equation*}
$$

We observe that this scheme has a general consistency order of two, if $\Delta x_{1}, \Delta x_{2} \in \mathcal{O}\left(h^{2}\right)$ for some $h>0$. But if the second order truncation error $R_{2}$ is small enough, we can expect a convergence rate of order four up to a certain step-size.

There is only one case, in which we can achieve a high-order compact scheme. Since $a_{1}<0$, the case $a_{1}=0$, which would lead to $R_{2}=0$, is not allowed. But the case

$$
a_{1} \equiv \frac{\left(\Delta x_{1}\right)^{2}}{\left(\Delta x_{2}\right)^{2}} a_{2}
$$

also results in $R_{2} \equiv 0$, which means that we obtain a high-order compact scheme. So a high-order compact scheme is possible when having $a_{1} \equiv a_{2}$ and then using $G_{h}^{(2)}$ as a grid.

Using the central difference operator in (2.17) at the point $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ leads to

$$
\begin{align*}
& \hat{K}_{i_{1}-1, i_{2} \pm 1}=\frac{a_{2}\left[a_{1}\right]_{x_{1}}}{6 a_{1} h} \mp \frac{a_{1}\left[b_{12}\right]_{x_{1}}}{12 a_{2} h} \mp \frac{a_{1}\left[a_{2}\right]_{x_{2}}}{12 a_{2} h}+\frac{a_{1}\left[a_{2}\right]_{x_{1}}}{12 a_{2} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{8 a_{2} h} \pm \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a_{2} h} \\
& +\frac{b_{12}\left[a_{2}\right]_{x_{2}}}{24 a_{2} h}-\frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a_{2} h}+\frac{b_{12}^{2}\left[a_{2}\right]_{x_{1}}}{24 a_{2}^{2} h}+\frac{b_{12}\left[a_{1}\right]_{x_{2}}}{24 a_{1} h} \pm \frac{b_{12} c_{1}}{12 a_{2} h}-\frac{b_{12} c_{2}}{12 a_{2} h} \\
& \mp \frac{a_{1} b_{12}\left[a_{2}\right]_{x_{1}}}{24 a_{2}^{2} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{6 a_{1} h} \pm \frac{b_{12}\left[a_{2}\right]_{x_{1}} c_{1}}{48 a_{2}^{2}} \pm \frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a_{2}^{2}} \mp \frac{c_{1} c_{2}}{24 a_{2}} \\
& \mp \frac{b_{12}^{2}\left[a_{1}\right]_{x_{2}}}{24 a_{2} a_{1} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{2}}\left[b_{12}\right]_{x_{1}}}{48 a_{2} a_{1}} \pm \frac{b_{12}\left[a_{1}\right]_{x_{2}} c_{2}}{48 a_{2} a_{1}}+\frac{b_{12}^{2}}{12 a_{2} h^{2}} \pm \frac{\left[a_{1}\right]_{x_{1}} c_{2}}{12 a_{1}} \\
& \pm \frac{\left[a_{1}\right]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{12 a_{1}} \pm \frac{a_{1}\left[b_{12}\right]_{x_{1} x_{1}}}{48 a_{2}} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a_{2}} \pm \frac{a_{1}\left[c_{2}\right]_{x_{1}}}{24 a_{2}} \mp \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a_{2}}  \tag{2.19}\\
& \mp \frac{\left[a_{1}\right]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a_{2}} \pm \frac{c_{1}\left[a_{2}\right]_{x_{2}}}{24 a_{2}} \mp \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a_{2}} \pm \frac{\left[b_{12}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{24 a_{2}}-\frac{c_{1}}{12 h} \pm \frac{c_{2}}{12 h} \\
& \mp \frac{\left[a_{1}\right]_{x_{1}} c_{2}}{24 a_{2}} \mp \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a_{2}} \mp \frac{\left[c_{1}\right]_{x_{2}}}{24} \mp \frac{\left[c_{2}\right]_{x_{1}}}{12}-\frac{\left[a_{2}\right]_{x_{1}}}{6 h} \pm \frac{\left[a_{1}\right]_{x_{2}}}{12 h}-\frac{\left[b_{12}\right]_{x_{2}}}{12 h} \\
& \mp \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{48}-\frac{\left[a_{1}\right]_{x_{1}}}{12 h} \pm \frac{\left[b_{12}\right]_{x_{1}}}{6 h} \mp \frac{b_{12}}{4 h^{2}}+\frac{a_{2}}{6 h^{2}} \mp \frac{\left[b_{12}\right]_{x_{1} x_{1}}}{24} \mp \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a_{2}}, \\
& \hat{K}_{i_{1}+1, i_{2} \pm 1}=-\frac{a_{2}\left[a_{1}\right]_{x_{1}}}{6 a_{1} h} \mp \frac{a_{1}\left[b_{12}\right]_{x_{1}}}{12 a_{2} h} \mp \frac{a_{1}\left[a_{2}\right]_{x_{2}}}{12 a_{2} h}-\frac{a_{1}\left[a_{2}\right]_{x_{1}}}{12 a_{2} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{8 a_{2} h} \pm \frac{b_{12} c_{1}}{12 a_{2} h} \\
& -\frac{b_{12}\left[a_{2}\right]_{x_{2}}}{24 a_{2} h} \pm \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a_{2} h}+\frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a_{2} h}-\frac{b_{12}\left[a_{1}\right]_{x_{2}}}{24 a_{1} h}+\frac{\left[a_{1}\right]_{x_{1}}}{12 h} \pm \frac{\left[c_{2}\right]_{x_{1}}}{12} \\
& -\frac{b_{12}^{2}\left[a_{2}\right]_{x_{1}}}{24 a_{2}^{2} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{6 a_{1} h} \mp \frac{b_{12}\left[a_{2}\right]_{x_{1}} c_{1}}{48 a_{2}^{2}} \mp \frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a_{2}^{2}}+\frac{b_{12} c_{2}}{12 a_{2} h} \\
& \mp \frac{a_{1} b_{12}\left[a_{2}\right]_{x_{1}}}{24 a_{2}^{2} h} \mp \frac{b_{12}^{2}\left[a_{1}\right]_{x_{2}}}{24 a_{2} a_{1} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{2}}\left[b_{12}\right]_{x_{1}}}{48 a_{2} a_{1}} \mp \frac{b_{12}\left[a_{1}\right]_{x_{2}} c_{2}}{48 a_{2} a_{1}} \pm \frac{c_{1} c_{2}}{24 a_{2}} \\
& +\frac{b_{12}^{2}}{12 a_{2} h^{2}} \mp \frac{\left[a_{1}\right]_{x_{1}} c_{2}}{12 a_{1}} \mp \frac{\left[a_{1}\right]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{12 a_{1}} \mp \frac{a_{1}\left[b_{12}\right]_{x_{1} x_{1}}}{48 a_{2}} \pm \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a_{2}}  \tag{2.20}\\
& \mp \frac{a_{1}\left[c_{2}\right]_{x_{1}}}{24 a_{2}} \mp \frac{c_{1}\left[a_{2}\right]_{x_{2}}}{24 a_{2}} \pm \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a_{2}} \mp \frac{\left[b_{12}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{24 a_{2}} \pm \frac{\left[a_{1}\right]_{x_{2}}}{12 h}+\frac{\left[b_{12}\right]_{x_{2}}}{12 h} \\
& \pm \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a_{2}} \pm \frac{\left[a_{1}\right]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a_{2}} \pm \frac{\left[a_{1}\right]_{x_{1}} c_{2}}{24 a_{2}} \pm \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a_{2}} \pm \frac{\left[c_{1}\right]_{x_{2}}}{24}+\frac{\left[a_{2}\right]_{x_{1}}}{6 h} \\
& \pm \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a_{2}} \pm \frac{\left[b_{12}\right]_{x_{1}}}{6 h} \pm \frac{b_{12}}{4 h^{2}}+\frac{c_{1}}{12 h} \pm \frac{c_{2}}{12 h}+\frac{a_{2}}{6 h^{2}} \pm \frac{\left[b_{12}\right]_{x_{1} x_{1}}}{24} \pm \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{48}, \\
& \hat{K}_{i_{1}, i_{2} \pm 1}=\mp \frac{a_{1} h\left[c_{2}\right]_{x_{1} x_{1}}}{24 a_{2}} \pm \frac{h\left[c_{2}\right]_{x_{1} x_{2}} b_{12}}{24 a_{2}} \pm \frac{h\left[c_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{12 a_{2}} \pm \frac{h c_{1}\left[c_{2}\right]_{x_{1}}}{24 a_{2}} \pm \frac{h c_{2}\left[c_{2}\right]_{x_{2}}}{24 a_{2}} \\
& \mp \frac{h\left[c_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{6 a_{1}} \mp \frac{h\left[c_{2}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{12 a_{2}}-\frac{b_{12} c_{2}\left[a_{2}\right]_{x_{1}}}{12 a_{2}^{2}} \pm \frac{a_{1}\left[b_{12}\right]_{x_{1}}}{6 a_{2} h} \pm \frac{a_{1}\left[a_{2}\right]_{x_{2}}}{6 a_{2} h} \\
& -\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{2}\right]_{x_{2}}}{12 a_{2}^{2}} \mp \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{4 a_{2} h} \mp \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{12 a_{2} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{3 a_{1} h} \mp \frac{b_{12} c_{1}}{6 a_{2} h}+\frac{c_{2}^{2}}{12 a_{2}} \\
& +\frac{c_{1}\left[a_{2}\right]_{x_{1}}}{12 a_{2}}+\frac{\left[a_{2}\right]_{x_{1} x_{2}} b_{12}}{12 a_{2}}-\frac{c_{2}\left[a_{2}\right]_{x_{2}}}{12 a_{2}} \mp \frac{\left[b_{12}\right]_{x_{1}}}{3 h} \pm \frac{c_{2}}{3 h}-\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{12 a_{2} a_{1}} \tag{2.21}
\end{align*}
$$

$$
\begin{align*}
& -\frac{a_{1}\left[a_{2}\right]_{x_{1} x_{1}}}{12 a_{2}}-\frac{\left[a_{2}\right]_{x_{2}}^{2}}{6 a_{2}} \pm \frac{a_{1} b_{12}\left[a_{2}\right]_{x_{1}}}{12 a_{2}^{2} h} \pm \frac{b_{12}^{2}\left[a_{1}\right]_{x_{2}}}{12 a_{2} a_{1} h} \mp \frac{h b_{12}\left[a_{2}\right]_{x_{1}}\left[c_{2}\right]_{x_{2}}}{24 a_{2}^{2}} \\
& -\frac{\left[a_{1}\right]_{x_{1}}\left[a_{2}\right]_{x_{1}}}{3 a_{1}}+\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{12 a_{2}}+\frac{\left[a_{1}\right]_{x_{1}}\left[a_{2}\right]_{x_{1}}}{6 a_{2}}-\frac{b_{12}^{2}}{6 a_{2} h^{2}}+\frac{\left[c_{2}\right]_{x_{2}}}{6} \mp \frac{\left[a_{1}\right]_{x_{2}}}{6 h} \\
& +\frac{2 a_{2}}{3 h^{2}} \pm \frac{h\left[c_{2}\right]_{x_{2} x_{2}}}{24} \pm \frac{h\left[c_{2}\right]_{x_{1} x_{1}}}{12}+\frac{\left[a_{2}\right]_{x_{1} x_{1}}}{6}+\frac{\left[a_{2}\right]_{x_{2} x_{2}}}{12} \mp \frac{h b_{12}\left[c_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{24 a_{2} a_{1}}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}}= \pm \frac{a_{2}\left[a_{1}\right]_{x_{1}}}{3 a_{1} h} \pm \frac{a_{1}\left[a_{2}\right]_{x_{1}}}{6 a_{2} h} \pm \frac{b_{12}\left[a_{2}\right]_{x_{2}}}{12 a_{2} h} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1}}}{12 a_{2} h} \pm \frac{b_{12}^{2}\left[a_{2}\right]_{x_{1}}}{12 a_{2}{ }^{2} h} \mp \frac{b_{12} c_{2}}{6 a_{2} h} \\
& -\frac{b_{12} c_{1}\left[a_{1}\right]_{x_{2}}}{12 a_{2} a_{1}} \pm \frac{h\left[c_{1}\right]_{x_{1} x_{1}}}{12} \pm \frac{h\left[c_{1}\right]_{x_{2} x_{2}}}{24}-\frac{\left[a_{1}\right]_{x_{1}}^{2}}{3 a_{1}}+\frac{\left[a_{1}\right]_{x_{1}}^{2}}{6 a_{2}}+\frac{a_{1}}{h^{2}}+\frac{c_{1}^{2}}{12 a_{2}} \\
& -\frac{\left[a_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{6 a_{2}}-\frac{b_{12}\left[a_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{12 a_{2} a_{1}}-\frac{a_{1}\left[a_{1}\right]_{x_{1} x_{1}}}{12 a_{2}}+\frac{c_{2}\left[a_{1}\right]_{x_{2}}}{12 a_{2}}+\frac{c_{1}\left[a_{1}\right]_{x_{1}}}{4 a_{2}} \\
& -\frac{c_{1}\left[a_{1}\right]_{x_{1}}}{3 a_{1}}+\frac{b_{12}\left[c_{1}\right]_{x_{2}}}{12 a_{2}}-\frac{a_{1}\left[c_{1}\right]_{x_{1}}}{6 a_{2}}+\frac{\left[a_{1}\right]_{x_{1} x_{2}} b_{12}}{12 a_{2}}-\frac{b_{12}^{2}}{6 a_{2} h^{2}}+\frac{\left[c_{1}\right]_{x_{1}}}{3} \\
& \pm \frac{h c_{1}\left[c_{1}\right]_{x_{1}}}{24 a_{2}} \mp \frac{\left[a_{2}\right]_{x_{1}}}{3 h}+\frac{\left[a_{1}\right]_{x_{1} x_{1}}}{6}-\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{12 a_{2}^{2}} \mp \frac{\left[b_{12}\right]_{x_{2}}}{6 h} \mp \frac{\left[a_{1}\right]_{x_{1}}}{6 h}  \tag{2.22}\\
& \pm \frac{c_{1}}{3 h} \pm \frac{h\left[c_{1}\right]_{x_{1} x_{2}} b_{12}}{24 a_{2}} \mp \frac{a_{1} h\left[c_{1}\right]_{x_{1} x_{1}}}{24 a_{2}} \pm \frac{h\left[c_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{12 a_{2}} \pm \frac{h c_{2}\left[c_{1}\right]_{x_{2}}}{24 a_{2}} \\
& -\frac{a_{2}}{3 h^{2}} \mp \frac{h\left[c_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{12 a_{2}} \mp \frac{h\left[c_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{6 a_{1}}+\frac{\left[a_{1}\right]_{x_{2} x_{2}}}{12} \mp \frac{h b_{12}\left[c_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{24 a_{2} a_{1}} \\
& \pm \frac{b_{12}\left[a_{1}\right]_{x_{2}}}{12 a_{1} h} \mp \frac{h b_{12}\left[a_{2}\right]_{x_{1}}\left[c_{1}\right]_{x_{2}}}{24 a_{2}^{2}}
\end{align*}
$$

and

$$
\begin{align*}
\hat{K}_{i_{1}, i_{2}}= & \frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{2}\right]_{x_{2}}}{6 a_{2}^{2}}+\frac{b_{12} c_{2}\left[a_{2}\right]_{x_{1}}}{6 a_{2}^{2}}-\frac{c_{2}^{2}}{6 a_{2}}+\frac{\left[a_{2}\right]_{x_{2}}^{2}}{3 a_{2}}+\frac{2\left[a_{1}\right]_{x_{1}}^{2}}{3 a_{1}}-\frac{\left[a_{1}\right]_{x_{1}}^{2}}{3 a_{2}}-\frac{2 a_{1}}{h^{2}} \\
& -\frac{c_{1}^{2}}{6 a_{2}}+\frac{b_{12} c_{1}\left[a_{1}\right]_{x_{2}}}{6 a_{2} a_{1}}+\frac{\left.b_{12}\left[a_{1}\right]\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{6 a_{2} a_{1}}+\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{6 a_{2} a_{1}}+\frac{\left[a_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{3 a_{2}} \\
& +\frac{a_{1}\left[a_{1}\right]_{x_{1} x_{1}}}{6 a_{2}}-\frac{c_{2}\left[a_{1}\right]_{x_{2}}}{6 a_{2}}-\frac{c_{1}\left[a_{1}\right]_{x_{1}}}{2 a_{2}}+\frac{2 c_{1}\left[a_{1}\right]_{x_{1}}}{3 a_{1}}-\frac{b_{12}\left[c_{1}\right]_{x_{2}}}{6 a_{2}}+\frac{a_{1}\left[c_{1}\right]_{x_{1}}}{3 a_{2}} \\
& -\frac{\left.\left[a_{1}\right]\right]_{x_{1} x_{2}} b_{12}}{6 a_{2}}+\frac{a_{1}\left[a_{2}\right]_{x_{1} x_{1}}}{6 a_{2}}-\frac{\left[a_{2}\right]_{x_{1} x_{2} b_{12}}^{6 a_{2}}-\frac{c_{1}\left[a_{2}\right]_{x_{1}}}{6 a_{2}}+\frac{2\left[a_{1} x_{x_{1}}\left[a_{2}\right]_{x_{1}}\right.}{3 a_{1}}}{}  \tag{2.23}\\
& +\frac{c_{2}\left[a_{2}\right]_{x_{2}}}{6 a_{2}}-\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{6 a_{2}}-\frac{\left[a_{1}\right]_{x_{1}}\left[a_{2}\right]_{x_{1}}}{3 a_{2}}+\frac{b_{12}^{2}}{3 a_{2} h^{2}}-\frac{2\left[c_{1}\right] x_{x_{1}}}{3}-\frac{\left[a_{1}\right]_{x_{1} x_{1}}}{3} \\
& +\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{3}-\frac{\left[c_{2}\right]_{x_{2}}}{3}-\frac{4 a_{2}}{3 h^{2}}-\frac{\left[a_{1}\right]_{x_{2} x_{2}}}{6}-\frac{\left[a_{2}\right]_{x_{1} x_{1}}}{3}-\frac{\left[a_{2}\right]_{x_{2} x_{2}}}{}
\end{align*}
$$

where $\hat{K}_{l, m}$ is the coefficient of $U_{l, m}(\tau)$ for $l \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $m \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$. Recall that we use $[\cdot]_{x_{k}}$ as the first derivative with respect to $x_{k}$ and $[\cdot]_{x_{k} x_{p}}$ as the second derivative, once in $x_{k^{-}}$and once in $x_{p}$-direction with $k, p \in 1,2$. Note that $a, b_{1,2}, c_{1}$ and $c_{2}$ are evaluated at $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ and $\tau \in \Omega_{\tau}$. In the same way $\hat{M}_{l, m}$ denotes the coefficient
of $\partial_{\tau} U_{l, m}(\tau)$ for $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ and time $\tau \in \Omega_{\tau}$ with

$$
\begin{align*}
\hat{M}_{i_{1}+1, i_{2} \pm 1}= & \hat{M}_{i_{1}-1, i_{2} \mp 1}= \pm \frac{b_{12} d}{48 a_{2}} \\
\hat{M}_{i_{1}, i_{2} \pm 1}= & \frac{d}{12} \pm \frac{h b_{12}[d]_{x_{1}}}{24 a_{2}} \pm \frac{d c_{2} h}{24 a_{2}} \mp \frac{d\left[a_{2}\right]_{x_{2}} h}{12 a_{2}} \mp \frac{b_{12} d\left[a_{2}\right]_{x_{1}} h}{24 a_{2}^{2}} \pm \frac{[d]_{x_{2}} h}{12} \\
\hat{M}_{i_{1} \pm 1, i_{2}}= & \frac{d}{6} \pm \frac{h[d]_{x_{1}}}{6} \mp \frac{a_{1} h[d]_{x_{1}}}{12 a_{2}}-\frac{a_{1} d}{12 a_{2}} \mp \frac{h d\left[a_{1}\right]_{x_{1}}}{6 a_{1}} \pm \frac{h d\left[a_{1}\right]_{x_{1}}}{12 a_{2}} \pm \frac{h d c_{1}}{24 a_{2}} \\
& \mp \frac{h d b_{12}\left[a_{1}\right]_{x_{2}}}{24 a_{2} a_{1}} \pm \frac{h b_{12}[d]_{x_{2}}}{24 a_{2}}  \tag{2.24}\\
\hat{M}_{i_{1}, i_{2}}= & \frac{h^{2}[d]_{x_{1} x_{1}}}{6}-\frac{a_{1} h^{2}[d]_{x_{1} x_{1}}}{12 a_{2}}+\frac{d}{2}+\frac{a_{1} d}{6 a_{2}}-\frac{h^{2}[d]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{3 a_{1}}+\frac{h^{2}[d]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{6 a_{2}} \\
& +\frac{h^{2}[d]_{x_{1} c_{1}}}{12 a_{2}}-\frac{h^{2}[d]_{x_{1}}\left[a_{1}\right]_{x_{2}} b_{12}}{12 a_{2} a_{1}}+\frac{h^{2} b_{12}[d]_{x_{1} x_{2}}}{12 a_{2}}+\frac{h^{2}[d]_{x_{2} x_{2}}}{12} \\
& +\frac{h^{2}[d]_{x_{2} c_{2}}}{12 a_{2}}-\frac{h^{2}[d]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{6 a_{2}}-\frac{h^{2}[d]_{x_{2}}\left[a_{2}\right]_{x_{1} b_{12}}^{12 a_{2}^{2}}}{}
\end{align*}
$$

Thus we have

$$
K_{x}\left(x_{n_{1}}, x_{n_{2}}, \tau\right)=\hat{K}_{n_{1}, n_{2}} \quad \text { as well as } \quad M_{x}\left(x_{n_{1}}, x_{n_{2}}, \tau\right)=\hat{M}_{n_{1}, n_{2}}
$$

in (2.16) with $n_{1} \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $n_{2} \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$ for $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ and $\tau \in \Omega_{\tau} . K_{x}$ and $M_{x}$ are zero otherwise. This means that the discretisation only uses points of the compact stencil and is of the form (2.16).

### 2.4.2 Derivation of Version 2

For developing the Version 2 scheme the basic equation is again (2.15). To this equation we apply (2.7), which gives

$$
\begin{aligned}
f= & A_{0}-\frac{c_{1}\left(\Delta x_{1}\right)^{2}}{6} A_{1}-\frac{c_{2}\left(\Delta x_{2}\right)^{2}}{6} A_{2}-\frac{a_{1}\left(\Delta x_{1}\right)^{2}}{12} B_{1}-\frac{a_{2}\left(\Delta x_{2}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{2}^{4}} \\
& -\frac{b_{12}\left(\Delta x_{1}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}-\frac{b_{12}\left(\Delta x_{2}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}+\varepsilon
\end{aligned}
$$

Using (2.12) we have

$$
\begin{aligned}
f= & A_{0}-\frac{c_{1}\left(\Delta x_{1}\right)^{2}}{6} A_{1}-\frac{c_{2}\left(\Delta x_{2}\right)^{2}}{6} A_{2}-\frac{a_{1}\left(\Delta x_{1}\right)^{2}}{12} B_{1}-\frac{b_{12}\left(\Delta x_{1}\right)^{2}}{12} C_{1} \\
& -\frac{a_{2}\left(\Delta x_{2}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{2}^{4}}-\frac{b_{12}\left(2 a_{1}\left(\Delta x_{2}\right)^{2}-a_{2}\left(\Delta x_{1}\right)^{2}\right)}{12 a_{1}} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}+\varepsilon
\end{aligned}
$$

Finally, applying (2.11) then gives as Version 2

$$
\begin{align*}
f= & A_{0}-\frac{c_{1}\left(\Delta x_{1}\right)^{2}}{6} A_{1}-\frac{c_{2}\left(\Delta x_{2}\right)^{2}}{6} A_{2}-\frac{a_{1}\left(\Delta x_{1}\right)^{2}}{12} B_{1}-\frac{b_{12}\left(\Delta x_{1}\right)^{2}}{12} C_{1} \\
& -\frac{a_{2}\left(2 a_{1}\left(\Delta x_{2}\right)^{2}-a_{2}\left(\Delta x_{1}\right)^{2}\right)}{12 a_{1}} B_{2}+\frac{a_{2}\left(a_{1}\left(\Delta x_{2}\right)^{2}-a_{2}\left(\Delta x_{1}\right)^{2}\right)}{12 a_{1}} \frac{\partial^{4} u}{\partial x_{2}^{4}}+\varepsilon . \tag{2.25}
\end{align*}
$$

For Version 2 the second-order remainder term is given by

$$
\begin{equation*}
R_{2}:=\frac{a_{2}\left(a_{1}\left(\Delta x_{2}\right)^{2}-a_{2}\left(\Delta x_{1}\right)^{2}\right)}{12 a_{1}} \frac{\partial^{4} u}{\partial x_{2}^{4}} . \tag{2.26}
\end{equation*}
$$

We observe that this scheme has a general consistency order of two, if $\Delta x_{1}, \Delta x_{2} \in \mathcal{O}\left(h^{2}\right)$ for some $h>0$. If the second order truncation error $R_{2}$ is small enough, we can expect that the scheme has a convergence rate order of four up to a certain step-size. The coefficients of the semi-discrete scheme are given by

$$
\begin{align*}
& \hat{K}_{i_{1}-1, i_{2} \pm 1}=\frac{a_{2}\left[a_{1}\right]_{x_{1}}}{12 a_{1} h} \mp \frac{a_{1}\left[a_{2}\right]_{x_{2}}}{6 a_{2} h}+\frac{b_{12}\left[a_{2}\right]_{x_{2}}}{6 a_{2} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{24 a_{1} h} \pm \frac{\left[a_{2}\right]_{x_{2}}}{12 h} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a_{1}} \\
& \pm \frac{a_{2}\left[b_{12}\right]_{x_{2} x_{2}}}{48 a_{1}} \mp \frac{\left[b_{12}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{24 a_{1}} \mp \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a_{1}} \mp \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a_{1}} \pm \frac{\left[a_{1}\right]_{x_{2}}}{6 h}-\frac{c_{1}}{12 h} \\
& \mp \frac{c_{1}\left[a_{2}\right]_{x_{2}}}{24 a_{1}} \mp \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a_{1}} \mp \frac{b_{12}\left[a_{2}\right]_{x_{1}}}{24 a_{2} h}+\frac{a_{2} b_{12}\left[a_{1}\right]_{x_{2}}}{24 a_{1}^{2} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{2}}\left[b_{12}\right]_{x_{1}}}{48 a_{1}^{2}} \\
& \pm \frac{a_{2}\left[c_{1}\right]_{x_{2}}}{24 a_{1}} \mp \frac{c_{1} c_{2}}{24 a_{1}}+\frac{b_{12}^{2}}{12 a_{1} h^{2}} \pm \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a_{1} h}-\frac{b_{12}\left[a_{2}\right]_{x_{2}}}{8 a_{1} h}-\frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a_{1} h} \\
& \mp \frac{b_{12}^{2}\left[a_{1}\right]_{x_{2}}}{24 a_{1}^{2} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{2}} c_{2}}{48 a_{1}^{2}} \mp \frac{a_{2}\left[a_{1}\right]_{x_{2}}}{12 a_{1} h}+\frac{a_{2}\left[b_{12}\right]_{x_{2}}}{12 a_{1} h}+\frac{a_{1}}{6 h^{2}} \pm \frac{\left[a_{1}\right]_{x_{1}} c_{2}}{24 a_{1}}  \tag{2.27}\\
& \pm \frac{\left[a_{1}\right]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a_{1}} \pm \frac{c_{1}\left[a_{2}\right]_{x_{2}}}{12 a_{2}} \pm \frac{\left[b_{12}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{12 a_{2}} \mp \frac{\left[c_{1}\right]_{x_{2}}}{12} \mp \frac{\left[c_{2}\right]_{x_{1}}}{24}-\frac{\left[a_{2}\right]_{x_{1}}}{12 h} \\
& \mp \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a_{1}}-\frac{\left[b_{12}\right]_{x_{2}}}{6 h} \pm \frac{\left[b_{12}\right]_{x_{1}}}{12 h} \mp \frac{b_{12}}{4 h^{2}} \pm \frac{c_{2}}{12 h}+\frac{b_{12}^{2}\left[a_{2}\right]_{x_{1}}}{24 a_{2} a_{1} h}-\frac{b_{12} c_{2}}{12 a_{1} h} \\
& \pm \frac{b_{12}\left[a_{2}\right]_{x_{1}} c_{1}}{48 a_{2} a_{1}} \pm \frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a_{2} a_{1}} \mp \frac{\left[b_{12}\right]_{x_{1} x_{1}}}{48} \mp \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{24} \pm \frac{b_{12} c_{1}}{12 a_{1} h} \text {, } \\
& \hat{K}_{i_{1}+1, i_{2} \pm 1}=-\frac{a_{2}\left[a_{1}\right]_{x_{1}}}{12 a_{1} h} \mp \frac{a_{1}\left[a_{2}\right]_{x_{2}}}{6 a_{2} h}-\frac{b_{12}\left[a_{2}\right]_{x_{2}}}{6 a_{2} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{24 a_{1} h} \pm \frac{\left[a_{2}\right]_{x_{2}}}{12 h} \pm \frac{c_{1}\left[a_{2}\right]_{x_{2}}}{24 a_{1}} \\
& \pm \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a_{1}} \pm \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a_{1}} \pm \frac{\left[b_{12}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{24 a_{1}} \pm \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a_{1}} \pm \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a_{1}} \\
& \mp \frac{a_{2}\left[c_{1}\right]_{x_{2}}}{24 a_{1}} \pm \frac{c_{1} c_{2}}{24 a_{1}}+\frac{b_{12}^{2}}{12 a_{1} h^{2}} \pm \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a_{1} h}+\frac{b_{12}\left[a_{2}\right]_{x_{2}}}{8 a_{1} h}+\frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a_{1} h} \\
& \mp \frac{b_{12}^{2}\left[a_{1}\right]_{x_{2}}}{24 a_{1}^{2} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{2}} c_{2}}{48 a_{1}^{2}} \mp \frac{a_{2}\left[a_{1}\right]_{x_{2}}}{12 a_{1} h}-\frac{a_{2}\left[b_{12}\right]_{x_{2}}}{12 a_{1} h}+\frac{a_{1}}{6 h^{2}} \mp \frac{\left[a_{1}\right]_{x_{1}} c_{2}}{24 a_{1}} \\
& \mp \frac{\left[a_{1}\right]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a_{1}} \mp \frac{c_{1}\left[a_{2}\right]_{x_{2}}}{12 a_{2}} \mp \frac{\left[b_{12}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{12 a_{2}} \pm \frac{\left[c_{1}\right]_{x_{2}}}{12} \pm \frac{\left[c_{2}\right]_{x_{1}}}{24}+\frac{\left[a_{2}\right]_{x_{1}}}{12 h} \tag{2.28}
\end{align*}
$$

$$
\begin{aligned}
& \pm \frac{\left[a_{1}\right]_{x_{2}}}{6 h}+\frac{\left[b_{12}\right]_{x_{2}}}{6 h} \pm \frac{\left[b_{12}\right]_{x_{1}}}{12 h} \pm \frac{b_{12}}{4 h^{2}}+\frac{c_{1}}{12 h} \pm \frac{c_{2}}{12 h}-\frac{a_{2} b_{12}\left[a_{1}\right]_{x_{2}}}{24 a_{1}^{2} h} \\
& \mp \frac{b_{12}\left[a_{2}\right]_{x_{1}} c_{1}}{48 a_{2} a_{1}} \mp \frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a_{2} a_{1}} \pm \frac{\left[b_{12}\right]_{x_{1} x_{1}}}{48} \pm \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{24} \pm \frac{b_{12} c_{1}}{12 a_{1} h} \\
& +\frac{b_{12} c_{2}}{12 a_{1} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{2}}\left[b_{12}\right]_{x_{1}}}{48 a_{1}^{2}} \mp \frac{a_{2}\left[b_{12}\right]_{x_{2} x_{2}}}{48 a_{1}} \mp \frac{b_{12}\left[a_{2}\right]_{x_{1}}}{24 a_{2} h} \pm \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a_{1}} \\
& -\frac{b_{12}^{2}\left[a_{2}\right]_{x_{1}}}{24 a_{2} a_{1} h}
\end{aligned}
$$

$$
\begin{align*}
\hat{K}_{i_{1}, i_{2} \pm 1}= & \mp \frac{h\left[c_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{12 a_{1}} \mp \frac{h\left[c_{2}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{6 a_{2}} \pm \frac{a_{1}\left[a_{2}\right]_{x_{2}}}{3 a_{2} h}+\frac{\left[a_{2}\right]_{x_{2}}^{2}}{6 a_{1}}+\frac{c_{2}^{2}}{12 a_{1}} \mp \frac{\left[a_{2}\right]_{x_{2}}}{6 h} \\
& \pm \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{12 a_{1} h}-\frac{b_{12}^{2}}{6 a_{1} h^{2}} \mp \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{12 a_{1} h} \pm \frac{b_{12}\left[a_{2}\right]_{x_{1}}}{12 a_{2} h} \pm \frac{b_{12}^{2}\left[a_{1}\right]_{x_{2}}}{12 a_{1}^{2} h} \pm \frac{a_{2}\left[a_{1}\right]_{x_{2}}}{6 a_{1} h} \\
& \mp \frac{a_{2} h\left[c_{2}\right]_{x_{2} x_{2}} \pm \frac{h\left[c_{2}\right]_{x_{1} x_{2}} b_{12}}{24 a_{1}} \pm \frac{h c_{1}\left[c_{2}\right]_{x_{1}}}{24 a_{1}} \pm \frac{c_{2} h\left[c_{2}\right]_{x_{2}}}{24 a_{1}} \pm \frac{h\left[c_{2}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{12 a_{1}}}{} \\
& -\frac{\left[a_{2}\right]_{x_{2}}^{2}}{3 a_{2}}-\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{12 a_{1}^{2}}-\frac{a_{1}}{3 h^{2}}-\frac{c_{2}\left[a_{2}\right]_{x_{2}}}{3 a_{2}}-\frac{\left[a_{1}\right]_{x_{1}}\left[a_{2}\right]_{x_{1}}}{6 a_{1}}+\frac{\left[c_{2}\right]_{x_{2}}}{3} \\
& \mp \frac{\left[a_{1}\right]_{x_{2}}}{3 h} \mp \frac{\left[b_{12}\right]_{x_{1}}}{6 h} \pm \frac{c_{2}}{3 h}+\frac{a_{2}}{h^{2}} \pm \frac{h\left[c_{2}\right]_{x_{2} x_{2}}}{12} \pm \frac{h\left[c_{2}\right]_{x_{1} x_{1}}}{24}-\frac{b_{12} c_{2}\left[a_{2}\right]_{x_{1}}}{12 a_{2} a_{1}}  \tag{2.29}\\
& \mp \frac{h b_{12}\left[c_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{24 a_{1}^{2}}-\frac{\left.b_{12}\left[a_{2}\right]_{x_{1} 1} a_{2}\right]_{x_{2}}}{12 a_{2} a_{1}} \mp \frac{b_{12}\left[a_{2}\right]_{x_{1} h\left[c_{2}\right]_{x_{2}}}^{24 a_{2} a_{1}}+\frac{\left[a_{2}\right]_{x_{1} x_{2} b_{12}}^{12 a_{1}}}{12}}{} \\
& +\frac{c_{1}\left[a_{2}\right]_{x_{1}}}{12 a_{1}}+\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{12 a_{1}}-\frac{a_{2}\left[a_{2}\right]_{x_{2} x_{2}}^{12}}{12 a_{1}}-\frac{a_{2}\left[c_{2}\right]_{x_{2}}}{6 a_{1}}+\frac{c_{2}\left[a_{2}\right]_{x_{2}}}{4 a_{1}} \mp \frac{b_{12} c_{1}}{6 a_{1} h} \\
& {\left[{\left.a a_{2}\right]_{x_{1} x_{1}}}^{\left[a_{2}\right]_{x_{2} x_{2}}}\right.}
\end{align*}
$$

$$
\hat{K}_{i_{1} \pm 1, i_{2}}= \pm \frac{a_{2}\left[a_{1}\right]_{x_{1}}}{6 a_{1} h} \pm \frac{b_{12}\left[a_{2}\right]_{x_{2}}}{3 a_{2} h}-\frac{b_{12}^{2}}{6 a_{1} h^{2}} \mp \frac{b_{12}\left[a_{2}\right]_{x_{2}}}{4 a_{1} h} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1}}}{12 a_{1} h} \pm \frac{h\left[c_{1}\right]_{x_{1} x_{1}}}{24}
$$

$$
+\frac{c_{1}^{2}}{12 a_{1}} \pm \frac{h\left[c_{1}\right]_{x_{2} x_{2}}}{12}-\frac{\left[a_{1}\right]_{x_{1}}^{2}}{6 a_{1}}+\frac{2 a_{1}}{3 h^{2}}-\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{12 a_{2} a_{1}}-\frac{\left[a_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{3 a_{2}}
$$

$$
-\frac{c_{1}\left[a_{1}\right]_{x_{1}}}{12 a_{1}} \mp \frac{a_{2} h\left[c_{1}\right]_{x_{2} x_{2}}}{24 a_{1}} \pm \frac{h\left[c_{1}\right]_{x_{1} x_{2}} b_{12}}{24 a_{1}} \pm \frac{h c_{1}\left[c_{1}\right]_{x_{1}}}{24 a_{1}} \pm \frac{h\left[c_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{12 a_{1}}
$$

$$
-\frac{b_{12} c_{1}\left[a_{1}\right]_{x_{2}}}{12 a_{1}^{2}}+\frac{\left[c_{1}\right]_{x_{1}}}{6} \mp \frac{\left[a_{2}\right]_{x_{1}}}{6 h} \mp \frac{\left[b_{12}\right]_{x_{2}}}{3 h} \pm \frac{c_{1}}{3 h} \mp \frac{h b_{12}\left[c_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{24 a_{1}^{2}}
$$

$$
\begin{equation*}
+\frac{b_{12}\left[c_{1}\right]_{x_{2}}}{12 a_{1}}+\frac{c_{2}\left[a_{1}\right]_{x_{2}}}{12 a_{1}}-\frac{a_{2}\left[a_{1}\right]_{x_{2} x_{2}}}{12 a_{1}}+\frac{\left[a_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{6 a_{1}}+\frac{\left[a_{1}\right]_{x_{1} x_{2}} b_{12}}{12 a_{1}} \tag{2.30}
\end{equation*}
$$

$$
\pm \frac{a_{2} b_{12}\left[a_{1}\right]_{x_{2}}}{12 a_{1}^{2} h} \mp \frac{h\left[c_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{6 a_{2}} \mp \frac{h\left[c_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{12 a_{1}} \mp \frac{h b_{12}\left[a_{2}\right]_{x_{1}}\left[c_{1}\right]_{x_{2}}}{24 a_{2} a_{1}}
$$

$$
+\frac{\left[a_{1}\right]_{x_{2} x_{2}}}{6} \pm \frac{b_{12}^{2}\left[a_{2}\right]_{x_{1}}}{12 a_{2} a_{1} h} \pm \frac{a_{2}\left[b_{12}\right]_{x_{2}}}{6 a_{1} h} \pm \frac{h c_{2}\left[c_{1}\right]_{x_{2}}}{24 a_{1}}-\frac{b_{12}\left[a_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{12 a_{1}^{2}}
$$

$$
+\frac{\left[a_{1}\right]_{x_{1} x_{1}}}{12} \mp \frac{b_{12} c_{2}}{6 a_{1} h}
$$

and

$$
\begin{align*}
\hat{K}_{i_{1}, i_{2}}= & -\frac{\left[a_{2}\right]_{x_{2}}^{2}}{3 a_{1}}-\frac{c_{2}^{2}}{6 a_{1}}-\frac{c_{1}^{2}}{6 a_{1}}+\frac{b_{12}^{2}}{3 a_{1} h^{2}}+\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{6 a_{1}^{2}}+\frac{2\left[a_{2}\right]_{x_{2}}^{2}}{3 a_{2}}+\frac{c_{1}\left[a_{1}\right]_{x_{1}}}{6 a_{1}} \\
& +\frac{\left[a_{1}\right]_{x_{1}}^{2}}{3 a_{1}}-\frac{4 a_{1}}{3 h^{2}}+\frac{2\left[a_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{3 a_{2}}+\frac{2 c_{2}\left[a_{2}\right]_{x_{2}}}{3 a_{2}}+\frac{\left[a_{1}\right]_{x_{1}}\left[a_{2}\right]_{x_{1}}}{3 a_{1}}+\frac{b_{12} c_{1}\left[a_{1}\right]_{x_{2}}}{6 a_{1}^{2}} \\
& +\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{6 a_{2} a_{1}}+\frac{b_{12}\left[a_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{6 a_{1}^{2}}-\frac{b_{12}\left[c_{1}\right]_{x_{2}}}{6 a_{1}}-\frac{c_{2}\left[a_{1}\right]_{x_{2}}}{6 a_{1}}+\frac{a_{2}\left[a_{1}\right]_{x_{2} x_{2}}}{6 a_{1}} \\
& -\frac{2\left[c_{2}\right]_{x_{2}}}{3}-\frac{2 a_{2}}{h^{2}}-\frac{\left[c_{1}\right] x_{x_{1}}}{3}+\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{2}\right]_{x_{2}}}{6 a_{2} a_{1}}+\frac{b_{12} c_{2}\left[a_{2}\right]_{x_{1}}}{6 a_{2} a_{1}}-\frac{\left[a_{2}\right]_{x_{1} x_{2}} b_{12}}{6 a_{1}}  \tag{2.31}\\
& -\frac{\left[a_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{3 a_{1}}-\frac{\left[a_{1}\right]_{x_{1} x_{2}} b_{12}}{6 a_{1}}-\frac{c_{1}\left[a_{2}\right]_{x_{1}}}{6 a_{1}}-\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{6 a_{1}}+\frac{a_{2}\left[a_{2}\right]_{x_{2} x_{2}}}{6 a_{1}} \\
& +\frac{a_{2}\left[c_{2}\right]_{x_{2}}}{3 a_{1}}-\frac{c_{2}\left[a_{2}\right]_{x_{2}}}{2 a_{1}}-\frac{\left[a_{1}\right] x_{x_{1} x_{1}}}{6}-\frac{\left[a_{1}\right]_{x_{2} x_{2}}}{3}-\frac{\left[a_{2}\right]_{x_{1} x_{1}}}{6}-\frac{\left[a_{2}\right]_{x_{2} x_{2}} .}{}
\end{align*}
$$

Here $\hat{K}_{l, m}$ is the coefficient of $U_{l, m}(\tau)$ for $l \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $m \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$. Again, $[\cdot]_{x_{k}}$ denotes the first derivative with respect to $x_{k}$ and $[\cdot]_{x_{k} x_{p}}$ the second derivative, once in $x_{k}$ - and once in $x_{p}$-direction with $k, p \in 1,2$. We note that $a, b_{1,2}, c_{1}$ and $c_{2}$ are functions evaluated at $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ and $\tau \in \Omega_{\tau}$. In the same way $\hat{M}_{l, m}$ describes the coefficient of $\partial_{\tau} U_{l, m}(\tau)$ at the point $\left(x_{i_{1}}, x_{i_{2}}\right) \in \dot{G}_{h}^{(2)}$ and time $\tau \in \Omega_{\tau}$ with

$$
\begin{align*}
\hat{M}_{i_{1}+1, i_{2} \pm 1}= & \hat{M}_{i_{1}-1, i_{2} \mp 1}= \pm \frac{b_{12} d}{48 a_{1}} \\
\hat{M}_{i_{1}, i_{2} \pm 1}= & \frac{d}{6} \pm \frac{\left.h b_{12}[d]\right]_{x_{1}}}{24 a_{1}}-\mp \frac{a_{2} h[d]_{x_{2}}}{12 a_{1}}+ \pm \frac{[d]_{x_{2}} h}{6}-\frac{a_{2} d}{12 a_{1}} \pm \frac{h c_{2} d}{24 a_{1}} \pm \frac{h d\left[a_{2}\right]_{x_{2}}}{12 a_{1}} \\
& \mp \frac{h b_{12}\left[a_{2}\right]_{x_{1}} d}{24 a_{2} a_{1}} \mp \frac{h d\left[a_{2}\right]_{x_{2}}}{6 a_{2}} \\
\hat{M}_{i_{1} \pm 1, i_{2}}= & \frac{d}{12} \pm \frac{c_{1} d h}{24 a_{1}} \mp \frac{b_{12}\left[a_{1}\right]_{x_{2}} d h}{24 a_{1}^{2}} \pm \frac{h b_{12}[d] x_{x_{2}}}{24 a_{1}} \mp \frac{h d\left[a_{1}\right]_{x_{1}}}{12 a_{1}} \pm \frac{h[d]_{x_{1}}}{12}  \tag{2.32}\\
\hat{M}_{i_{1}, i_{2}}= & \frac{\left.h^{2}[d]\right]_{x_{1} c_{1}}}{12 a_{1}}-\frac{h^{2}[d] x_{x_{1}}\left[a_{1}\right]_{x_{2}} b_{12}}{12 a_{1}^{2}}-\frac{\left.h^{2}[d]\right]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{6 a_{1}}+\frac{h^{2} b_{12}[d]_{x_{1} x_{2}}}{12 a_{1}}+\frac{\left.h^{2}[d]\right]_{x_{1} x_{1}}}{12} \\
& +\frac{h^{2}[d]_{x_{2} x_{2}}}{6}+\frac{a_{2} d}{6 a_{1}}+\frac{d}{2}+\frac{h^{2}[d]_{x_{2} c_{2}}}{12 a_{1}}+\frac{h^{2}[d]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{6 a_{1}}-\frac{\left.h^{2}[d]\right]_{x_{2}}\left[a_{2}\right]_{x_{1}} b_{12}}{12 a_{2} a_{1}} \\
& -\frac{h^{2}[d]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{3 a_{2}}-\frac{a_{2} h^{2}[d]_{x_{2} x_{2}}}{12 a_{1}}
\end{align*}
$$

We define

$$
K_{x}\left(x_{n_{1}}, x_{n_{2}}, \tau\right)=\hat{K}_{n_{1}, n_{2}} \quad \text { as well as } \quad M_{x}\left(x_{n_{1}}, x_{n_{2}}, \tau\right)=\hat{M}_{n_{1}, n_{2}}
$$

in (2.16) with $n_{1} \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $n_{2} \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$ for $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\dot{G}}{h}_{(2)}$ and $\tau \in \Omega_{\tau} . K_{x}$ and $M_{x}$ are zero otherwise, which means that our discretisation is of the form (2.16) and only uses the compact stencil.

When looking at (2.26) we can see that there is only one valid case in which we can achieve a high-order compact scheme. We can see in (2.1) that $a_{2} \equiv 0$ is not allowed, so the case

$$
a_{1} \equiv \frac{\left(\Delta x_{1}\right)^{2}}{\left(\Delta x_{2}\right)^{2}} a_{2}
$$

is the only valid possibility to achieve $R_{2} \equiv 0$. One specific version of this case is $a_{1} \equiv a_{2}$ in combination with the grid $G_{h}^{(2)}$ for $h>0$.

### 2.4.3 Derivation of Version 3

In order to derive Version 3, where the derivative $\partial^{4} u /\left(\partial x_{1}^{3} \partial x_{2}\right)$ is part of the remainder term $R_{2}$, we have to use (2.7) and (2.9) in (2.15), which gives

$$
\begin{aligned}
f= & A_{0}-\frac{c_{1}\left(\Delta x_{1}\right)^{2}}{6} A_{1}-\frac{c_{2}\left(\Delta x_{2}\right)^{2}}{6} A_{2}-\frac{a_{1}\left(\Delta x_{1}\right)^{2}}{12} B_{1}-\frac{a_{2}\left(\Delta x_{2}\right)^{2}}{12} B_{2} \\
& -\frac{b_{12}\left(\Delta x_{1}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}-\frac{b_{12}\left(\Delta x_{2}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}+\varepsilon .
\end{aligned}
$$

Applying (2.13) leads to

$$
\begin{align*}
f= & A_{0}-\frac{c_{1}\left(\Delta x_{1}\right)^{2}}{6} A_{1}-\frac{c_{2}\left(\Delta x_{2}\right)^{2}}{6} A_{2}-\frac{a_{1}\left(\Delta x_{1}\right)^{2}}{12} B_{1}-\frac{a_{2}\left(\Delta x_{2}\right)^{2}}{12} B_{2} \\
& -\frac{b_{12}\left(\Delta x_{2}\right)^{2}}{12} C_{2}+\frac{b_{12}\left(a_{1}\left(\Delta x_{2}\right)^{2}-a_{2}\left(\Delta x_{1}\right)^{2}\right)}{12 a_{2}} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}+\varepsilon \tag{2.33}
\end{align*}
$$

Hence, for Version 3 the second-order remainder term is given by

$$
\begin{equation*}
R_{2}:=\frac{b_{12}\left(a_{1}\left(\Delta x_{2}\right)^{2}-a_{2}\left(\Delta x_{1}\right)^{2}\right)}{12 a_{2}} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}} \tag{2.34}
\end{equation*}
$$

We can see that there are two valid cases, both of which lead to $R_{2} \equiv 0$. The first case, like in Version 1 and Version 2, is

$$
a_{1} \equiv \frac{\left(\Delta x_{1}\right)^{2}}{\left(\Delta x_{2}\right)^{2}} a_{2}
$$

Therefore, when $a_{1} \equiv a_{2}$ holds, it is possible to achieve a high-order compact scheme when using $G_{h}^{(2)}$ as a grid. The second possibility is having

$$
b_{12} \equiv 0
$$

In this case there is no further condition on the grid, which means that only $\Delta x_{1}, \Delta x_{2} \in$ $\mathcal{O}(h)$ has to hold for a high-order compact scheme.

Using the central difference operator in (2.33) at the point $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ leads to

$$
\begin{align*}
\hat{K}_{i_{1}-1, i_{2} \pm 1}= & \frac{a_{2}\left[a_{1}\right]_{x_{1}}}{12 a_{1} h} \mp \frac{a_{1}\left[a_{2}\right]_{x_{2}}}{12 a_{2} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{24 a_{2} h} \pm \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a_{2} h}+\frac{b_{12}\left[a_{2}\right]_{x_{2}}}{24 a_{2} h} \pm \frac{b_{12} c_{1}}{24 a_{2} h} \\
& +\frac{a_{1}}{12 h^{2}}-\frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a_{2} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{12 a_{1} h} \pm \frac{b_{12}\left[a_{2}\right]_{x_{1}} c_{1}}{48 a_{2}^{2}} \pm \frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a_{2}^{2}} \\
& +\frac{b_{12}^{2}\left[a_{2}\right]_{x_{1}}}{24 a_{2}^{2} h}+\frac{b_{12}\left[a_{1}\right]_{x_{2}}}{24 a_{1} h} \mp \frac{a_{1} b_{12}\left[a_{2}\right]_{x_{1}}}{24 a_{2}^{2} h} \mp \frac{b_{12}^{2}\left[a_{1}\right]_{x_{2}}}{24 a_{2} a{ }^{2} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{2}}\left[b_{12}\right]_{x_{1}}}{48 a_{2} a_{1}} \\
& -\frac{b_{12} c_{2}}{12 a_{2} h} \mp \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a_{1}} \mp \frac{c_{1} c_{2}}{48 a_{1}} \mp \frac{c_{1} c_{2}}{48 a_{2}} \pm \frac{\left[a_{1}\right]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a_{1}} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a_{2}} \\
& +\frac{a_{2}}{12 h^{2}} \mp \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a_{2}} \pm \frac{\left[b_{12}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{24 a_{2}} \mp \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a_{2}} \mp \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a_{2}} \mp \frac{\left[c_{1}\right]_{x_{2}}}{24}  \tag{2.35}\\
& \mp \frac{\left[c_{2}\right]_{x_{1}}}{24}-\frac{\left[a_{2}\right]_{x_{1}}}{12 h} \pm \frac{\left[a_{1}\right]_{x_{2}}}{12 h}-\frac{\left[b_{12}\right]_{x_{2}}}{12 h} \pm \frac{\left[b_{12}\right]_{x_{1}}}{12 h} \mp \frac{b_{12}}{4 h^{2}}-\frac{c_{1}}{24 h} \\
& \pm \frac{c_{1}\left[a_{2}\right]_{x_{2}}}{24 a_{2}} \mp \frac{\left[b_{12}\right]_{x_{1} x_{1}}^{48} \mp \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{48} \pm \frac{b_{12} c_{1}}{24 a_{1} h} \pm \frac{a_{1} c_{2}}{24 a_{2} h}-\frac{a_{2} c_{1}}{24 a_{1} h}}{248} \\
& \pm \frac{\left[a_{1}\right]_{x_{1} c_{2}}^{2}}{24 a_{1}} \pm \frac{b_{12}\left[a_{1}\right]_{x_{2}} c_{2}}{48 a_{2}}+\frac{b_{12}^{2}}{12 a_{2} h^{2}} \pm \frac{c_{2}}{24 h}
\end{align*}
$$

$$
\hat{K}_{i_{1}+1, i_{2} \pm 1}=-\frac{a_{2}\left[a_{1}\right]_{x_{1}}}{12 a_{1} h} \mp \frac{a_{1}\left[a_{2}\right]_{x_{2}}}{12 a_{2} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{24 a_{2} h} \pm \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a_{2} h} \pm \frac{c_{1} c_{2}}{48 a_{1}} \pm \frac{b_{12} c_{1}}{24 a_{2} h}
$$

$$
-\frac{b_{12}^{2}\left[a_{2}\right]_{x_{1}}}{24 a_{2}^{2} h}-\frac{b_{12}\left[a_{1}\right]_{x_{2}}}{24 a_{1} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{12 a_{1} h} \mp \frac{b_{12}\left[a_{2}\right]_{x_{1}} c_{1}}{48 a_{2}^{2}}+\frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a_{2} h}
$$

$$
\mp \frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a_{2}^{2}}-\frac{b_{12}\left[a_{2}\right]_{x_{2}}}{24 a_{2} h}+\frac{b_{12} c_{2}}{12 a_{2} h} \pm \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a_{2}} \pm \frac{\left[c_{1}\right]_{x_{2}}}{24}
$$

$$
\mp \frac{b_{12}\left[a_{1}\right]_{x_{2}}\left[b_{12}\right]_{x_{1}}}{48 a_{2} a_{1}} \pm \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a_{1}}+\frac{a_{1}}{12 h^{2}} \mp \frac{a_{1} b_{12}\left[a_{2}\right]_{x_{1}}}{24 a_{2}^{2} h} \mp \frac{b_{12}^{2}\left[a_{1}\right]_{x_{2}}}{24 a_{2} a_{1} h}
$$

$$
\begin{equation*}
\mp \frac{b_{12}\left[a_{1}\right]_{x_{2}} c_{2}}{48 a_{2} a_{1}}+\frac{b_{12}^{2}}{12 a_{2} h^{2}} \pm \frac{c_{1} c_{2}}{48 a_{2}} \mp \frac{\left[a_{1}\right]_{x_{1}} c_{2}}{24 a_{1}} \pm \frac{b_{12}}{4 h^{2}}+\frac{c_{1}}{24 h} \pm \frac{c_{2}}{24 h} \tag{2.36}
\end{equation*}
$$

$$
\mp \frac{c_{1}\left[a_{2}\right]_{x_{2}}}{24 a_{2}} \pm \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a_{2}} \mp \frac{\left[b_{12}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{24 a_{2}} \pm \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a_{2}} \pm \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a_{2}}
$$

$$
\pm \frac{\left[c_{2}\right]_{x_{1}}}{24}+\frac{\left[a_{2}\right]_{x_{1}}}{12 h} \pm \frac{\left[a_{1}\right]_{x_{2}}}{12 h}+\frac{\left[b_{12}\right]_{x_{2}}}{12 h} \pm \frac{\left[b_{12}\right]_{x_{1}}}{12 h} \mp \frac{\left[a_{1}\right]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a_{1}}
$$

$$
+\frac{a_{2}}{12 h^{2}} \pm \frac{\left[b_{12}\right]_{x_{1} x_{1}}}{48} \pm \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{48} \pm \frac{b_{12} c_{1}}{24 a_{1} h} \pm \frac{a_{1} c_{2}}{24 a_{2} h}+\frac{a_{2} c_{1}}{24 a_{1} h}
$$

$$
\begin{align*}
\hat{K}_{i_{1}, i_{2} \pm 1}= & \pm \frac{h\left[c_{2}\right]_{x_{1} x_{2}} b_{12}}{24 a_{2}} \mp \frac{h\left[c_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{12 a_{1}} \pm \frac{h c_{2}\left[c_{2}\right]_{x_{2}}}{24 a_{2}} \mp \frac{h\left[c_{2}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{12 a_{2}} \mp \frac{b_{12} c_{1}}{12 a_{2} h} \\
& -\frac{b_{12} c_{2}\left[a_{2}\right]_{x_{1}}}{12 a_{2}^{2}} \pm \frac{a_{1}\left[a_{2}\right]_{x_{2}}}{6 a_{2} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{12 a_{2} h} \mp \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{12 a_{2} h}-\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{2}\right]_{x_{2}}}{12 a_{2}^{2}} \\
& \pm \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{6 a_{1} h}-\frac{\left[a_{2}\right]_{x_{2}}^{2}}{6 a_{2}}-\frac{a_{1}}{6 h^{2}} \pm \frac{b_{12}^{2}\left[a_{1}\right]_{x_{2}}}{12 a_{2} a_{1} h} \mp \frac{h b_{12}\left[a_{2}\right]_{x_{1}}\left[c_{2}\right]_{x_{2}}}{24 a_{2}^{2}} \mp \frac{a_{1} c_{2}}{12 a_{2} h} \\
& \pm \frac{a_{1} b_{12}\left[a_{2}\right]_{x_{1}}}{12 a_{2}^{2} h}+\frac{c_{2}^{2}}{12 a_{2}}-\frac{c_{2}\left[a_{2}\right]_{x_{2}}}{12 a_{2}}-\frac{\left[a_{1}\right]_{x_{1}}\left[a_{2}\right]_{x_{1}}}{6 a_{1}}+\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{12 a_{2}}-\frac{b_{12}^{2}}{6 a_{2} h^{2}} \tag{2.37}
\end{align*}
$$

$$
\begin{align*}
& \mp \frac{\left[a_{1}\right]_{x_{2}}}{6 h} \mp \frac{\left[b_{12}\right]_{x_{1}}}{6 h} \pm \frac{5 c_{2}}{12 h}+\frac{5 a_{2}}{6 h^{2}} \pm \frac{h\left[c_{2}\right]_{x_{2} x_{2}}}{24} \pm \frac{h\left[c_{2}\right]_{x_{1} x_{1}}}{24}+\frac{c_{1}\left[a_{2}\right]_{x_{1}}}{12 a_{1}} \\
& +\frac{\left[a_{2}\right]_{x_{1} x_{1}}}{12}+\frac{\left[a_{2}\right]_{x_{2} x_{2}}}{12} \mp \frac{b_{12} c_{1}}{12 a_{1} h} \mp \frac{h b_{12}\left[c_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{24 a_{2} a_{1}} \pm \frac{h c_{1}\left[c_{2}\right]_{x_{1}}}{24 a_{1}} \\
& +\frac{\left[c_{2}\right]_{x_{2}}}{6}-\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{12 a_{2} a_{1}}+\frac{\left[a_{2}\right]_{x_{1} x_{2}} b_{12}}{12 a_{2}}, \\
\hat{K}_{i_{1} \pm 1, i_{2}}= & \pm \frac{a_{2}\left[a_{1}\right]_{x_{1}}}{6 a_{1} h} \pm \frac{b_{12}\left[a_{2}\right]_{x_{2}}}{12 a_{2} h} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1}}}{12 a_{2} h} \pm \frac{b_{12}^{2}\left[a_{2}\right]_{x_{1}}}{12 a_{2}^{2} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{2}}}{12 a_{1} h} \mp \frac{b_{12} c_{2}}{6 a_{2} h} \\
& +\frac{c_{1}^{2}}{12 a_{1}} \pm \frac{h\left[c_{1}\right]_{x_{2} x_{2}}}{24}-\frac{\left[a_{1}\right]_{x_{1}}^{2}}{6 a_{1}}+\frac{5 a_{1}}{6 h^{2}} \mp \frac{h b_{12}\left[a_{2}\right]_{x_{1}}\left[c_{1}\right] x_{2}}{24 a_{2} 2}-\frac{b_{12} c_{1}\left[a_{1}\right]_{x_{2}}}{12 a_{2} a_{1}} \\
& +\frac{\left[a_{1}\right]_{x_{1} x_{2}} b_{12}}{12 a_{2}}-\frac{b_{12}\left[a_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{12 a_{2} a_{1}} \pm \frac{\left.h c_{2}\left[c_{1}\right]\right]_{x_{2}}}{24 a_{2}}+\frac{\left[a_{1}\right]_{x_{2} x_{2}}^{12}}{12} \mp \frac{h b_{12}\left[c_{1}\right]_{x_{1}}\left[a_{1}\right] x_{x_{2}}}{24 a_{2} a_{1}} \\
& \pm \frac{h c_{1}\left[c_{1}\right]_{x_{1}}}{24 a_{1}}+\frac{\left[c_{1}\right]_{x_{1}}}{6} \mp \frac{\left[a_{2}\right]_{x_{1}}}{6 h} \mp \frac{\left[b_{12}\right]_{x_{2}}}{6 h} \pm \frac{5 c_{1}}{12 h}-\frac{a_{2}}{6 h^{2}} \pm \frac{h\left[c_{1}\right]_{x_{1} x_{2} b_{12}}^{24 a_{2}}}{24}  \tag{2.38}\\
& \mp \frac{a_{2} c_{1}}{12 a_{1} h} \mp \frac{h\left[c_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{12 a_{2}} \mp \frac{h\left[c_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{12 a_{1}}-\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{12 a_{2}^{2}}+\frac{\left[a_{1}\right] x_{x_{1} x_{1}}}{12} \\
& \pm \frac{h\left[c_{1}\right]_{x_{1} x_{1}}}{24}-\frac{\left[a_{1}\right]_{x_{2}[ }\left[a_{2}\right]_{x_{2}}}{6 a_{2}}+\frac{c_{2}\left[a_{1}\right]_{x_{2}}}{12 a_{2}}-\frac{c_{1}\left[a_{1}\right]_{x_{1}}}{12 a_{1}}+\frac{b_{12}\left[c_{1}\right]_{x_{2}}}{12 a_{2}}-\frac{b_{12}^{2}}{6 a_{2} h^{2}}
\end{align*}
$$

and

$$
\begin{align*}
\hat{K}_{i_{1}, i_{2}}= & \frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{2}\right]_{x_{2}}}{6 a_{2}^{2}}+\frac{b_{12} c_{2}\left[a_{2}\right]_{x_{1}}}{6 a_{2}^{2}}-\frac{c_{1}^{2}}{6 a_{1}}-\frac{c_{2}^{2}}{6 a_{2}}+\frac{\left[a_{2}\right]_{x_{2}}^{2}}{3 a_{2}}+\frac{\left[a_{1}\right]_{x_{1}}^{2}}{3 a_{1}}-\frac{5 a_{1}}{3 h^{2}} \\
& +\frac{b_{12} c_{1}\left[a_{1}\right]_{x_{2}}}{6 a_{2} a_{1}}-\frac{b_{12}\left[c_{1}\right]_{x_{2}}}{6 a_{2}}-\frac{\left[c_{1}\right]_{x_{1}}}{3}-\frac{\left[c_{2}\right]_{x_{2}}}{3}-\frac{\left[a_{1}\right]_{x_{1} x_{1}}}{6}+\frac{b_{12}^{2}}{3 a_{2} h^{2}} \\
& +\frac{b_{12}\left[a_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{6 a_{2} a_{1}}+\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{6 a_{2} a_{1}}+\frac{\left[a_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{3 a_{2}}-\frac{c_{2}\left[a_{1}\right]_{x_{2}}}{6 a_{2}}+\frac{c_{1}\left[a_{1}\right]_{x_{1}}}{6 a_{1}}  \tag{2.39}\\
& -\frac{\left[a_{1}\right]_{x_{1} x_{2}} b_{12}}{6 a_{2}}-\frac{\left[a_{2}\right]_{x_{1} x_{2}} b_{12}}{6 a_{2}}+\frac{c_{2}\left[a_{2}\right]_{x_{2}}}{6 a_{2}}+\frac{\left[a_{1}\right]_{x_{1}}\left[a_{2}\right]_{x_{1}}}{3 a_{1}}-\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{6 a_{2}} \\
& -\frac{5 a_{2}}{3 a_{2}^{2}}+\frac{b_{12}\left[a_{2}\right]_{x_{1} 1}\left[a_{1}\right]_{x_{2}}}{6 a_{1}\left[a_{2}\right]_{x_{1}}}-\frac{\left[a_{1}\right]_{x_{2} x_{2}}}{6}-\frac{\left[a_{2}\right]_{x_{1} x_{1}}}{\left[\frac{\left[a_{2}\right]_{x_{2} x_{2}}}{}\right.}
\end{align*}
$$

where $\hat{K}_{l, m}$ is the coefficient of $U_{l, m}(\tau)$ for $l \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $m \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$. The first derivative with respect to $x_{k}$ is denoted by $[\cdot]_{x_{k}}$ and the second derivative, once in $x_{k^{-}}$and once in $x_{p}$-direction with $k, p \in 1,2$, is represented by $[\cdot]_{x_{k} x_{p}}$. We recall that $a, b_{1,2}, c_{1}$ and $c_{2}$ are functions evaluated at $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ and $\tau \in \Omega_{\tau}$. With $\hat{M}_{l, m}$ we describe the coefficient of $\partial_{\tau} U_{l, m}(\tau)$ at the point $\left(x_{i_{1}}, x_{i_{2}}\right) \in \dot{G}_{h}^{(2)}$ and time $\tau \in \Omega_{\tau}$.

Thus we have

$$
\begin{align*}
\hat{M}_{i_{1}+1, i_{2} \pm 1}= & \hat{M}_{i_{1}-1, i_{2} \mp 1}= \pm \frac{b_{12} d}{48 a_{2}} \\
\hat{M}_{i_{1}, i_{2} \pm 1}= & \frac{d}{12} \pm \frac{h b_{12}[d]_{x_{1}}}{24 a_{2}} \pm \frac{d c_{2} h}{24 a_{2}} \mp \frac{d\left[a_{2}\right]_{x_{2}} h}{12 a_{2}} \mp \frac{b_{12} d\left[a_{2}\right]_{x_{1}} h}{24 a_{2}^{2}} \pm \frac{[d]_{x_{2}} h}{12} \\
\hat{M}_{i_{1} \pm 1, i_{2}}= & \frac{d}{12} \pm \frac{h[d]_{x_{1}}}{12} \pm \frac{c_{1} d h}{24 a_{1}} \mp \frac{h d\left[a_{1}\right]_{x_{1}}}{12 a_{1}} \mp \frac{h d b_{12}\left[a_{1}\right]_{x_{2}}}{24 a_{2} a_{1}} \pm \frac{\left.h b_{12}[d]\right]_{x_{2}}}{24 a_{2}}  \tag{2.40}\\
\hat{M}_{i_{1}, i_{2}}= & \frac{h^{2}[d]_{x_{2}} c_{2}}{12 a_{2}}-\frac{h^{2}[d]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{6 a_{2}}-\frac{\left.h^{2}[d]\right]_{x_{2}}\left[a_{2}\right]_{x_{1}} b_{12}}{12 a_{2}^{2}}+\frac{\left.h^{2} b_{12}[d]\right]_{x_{1} x_{2}}}{12 a_{2}}+\frac{\left.h^{2}[d]\right]_{x_{1} x_{1}}}{12} \\
& +\frac{h^{2}[d]_{x_{1} c_{1}}}{12 a_{1}}-\frac{h^{2}[d]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{6 a_{1}}-\frac{h^{2}[d] x_{1}\left[a_{1}\right]_{x_{2}} b_{12}}{12 a_{2} a_{1}}+\frac{h^{2}[d]_{x_{2} x_{2}}}{12}+\frac{2 d}{3}
\end{align*}
$$

We get

$$
K_{x}\left(x_{n_{1}}, x_{n_{2}}, \tau\right)=\hat{K}_{n_{1}, n_{2}} \quad \text { as well as } \quad M_{x}\left(x_{n_{1}}, x_{n_{2}}, \tau\right)=\hat{M}_{n_{1}, n_{2}}
$$

in (2.16) with $n_{1} \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $n_{2} \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$ for $\left(x_{i_{1}}, x_{i_{2}}\right) \in \dot{G}_{h}^{(2)}$ and $\tau \in \Omega_{\tau} . K_{x}$ and $M_{x}$ are zero otherwise and the scheme is thus of the form (2.16).

### 2.4.4 Derivation of Version 4

In this part we derive Version 4 in which the derivative $\partial^{4} u /\left(\partial x_{1} \partial x_{2}^{3}\right)$ is part of the second-order truncation error $R_{2}$. Using (2.7) and (2.10) in (2.15) leads to

$$
\begin{aligned}
f= & A_{0}-\frac{c_{1}\left(\Delta x_{1}\right)^{2}}{6} A_{1}-\frac{c_{2}\left(\Delta x_{2}\right)^{2}}{6} A_{2}-\frac{a_{1}\left(\Delta x_{1}\right)^{2}}{12} B_{1}-\frac{a_{2}\left(\Delta x_{2}\right)^{2}}{12} B_{2} \\
& -\frac{b_{12}\left(\Delta x_{1}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}-\frac{b_{12}\left(\Delta x_{2}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}+\varepsilon .
\end{aligned}
$$

Now applying (2.12) leads to

$$
\begin{align*}
f= & A_{0}-\frac{c_{1}\left(\Delta x_{1}\right)^{2}}{6} A_{1}-\frac{c_{2}\left(\Delta x_{2}\right)^{2}}{6} A_{2}-\frac{a_{1}\left(\Delta x_{1}\right)^{2}}{12} B_{1}-\frac{a_{2}\left(\Delta x_{2}\right)^{2}}{12} B_{2} \\
& -\frac{b_{12}\left(\Delta x_{1}\right)^{2}}{12} C_{1}+\frac{b_{12}\left(a_{2}\left(\Delta x_{1}\right)^{2}-a_{1}\left(\Delta x_{2}\right)^{2}\right)}{12 a_{1}} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}+\varepsilon . \tag{2.41}
\end{align*}
$$

For Version 4 the second-order remainder term is

$$
\begin{equation*}
R_{2}:=\frac{b_{12}\left(a_{2}\left(\Delta x_{1}\right)^{2}-a_{1}\left(\Delta x_{2}\right)^{2}\right)}{12 a_{1}} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}} . \tag{2.42}
\end{equation*}
$$

There are two cases where $R_{2} \equiv 0$ and we obtain a high-order compact scheme. The first is again

$$
a_{1} \equiv \frac{\left(\Delta x_{1}\right)^{2}}{\left(\Delta x_{2}\right)^{2}} a_{2} .
$$

This means that if $a_{1} \equiv a_{2}$ holds, one has to choose $G_{h}^{(2)}$ as the grid. The second possibility to achieve $R_{2} \equiv 0$ is by

$$
b_{12} \equiv 0 .
$$

In this case there are no further restrictions on the step-sizes in $x_{1}-$ and $x_{2}$-direction. Using the central difference operator in (2.41) at the point $\left(x_{i_{1}}, x_{i_{2}}\right) \in \dot{G}_{h}^{(2)}$ gives

$$
\begin{align*}
\hat{K}_{i_{1}-1, i_{2} \pm 1}= & \frac{a_{2}\left[a_{1}\right]_{x_{1}}}{12 a_{1} h} \mp \frac{a_{1}\left[a_{2}\right]_{x_{2}}}{12 a_{2} h}+\frac{b_{12}\left[a_{2}\right]_{x_{2}}}{12 a_{2} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{24 a_{1} h}-\frac{b_{12} c_{2}}{24 a_{2} h} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a_{1}} \\
& \mp \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a_{1}} \mp \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a_{1}} \mp \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a_{1}} \mp \frac{c_{1} c_{2}}{48 a_{1}}+\frac{b_{12}^{2}}{12 a_{1} h^{2}} \pm \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a_{1} h} \\
& -\frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a_{1} h} \mp \frac{b_{12}\left[a_{2}\right]_{x_{1}}}{24 a_{2} h} \mp \frac{b_{12}^{2}\left[a_{1}\right]_{x_{2}}}{24 a_{1}^{2} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{2}} c_{2}}{48 a_{1}^{2}}+\frac{a_{1}}{12 h^{2}} \mp \frac{c_{1} c_{2}}{48 a_{2}} \\
& \pm \frac{\left[a_{1}\right]_{x_{1} c_{2}}^{24 a_{1}} \pm \frac{\left[a_{1}\right]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a_{1}} \pm \frac{c_{1}\left[a_{2}\right]_{x_{2}}}{24 a_{2}} \mp \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a_{2}} \pm \frac{\left[b_{12}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{24 a_{2}}}{} \\
& \mp \frac{\left[c_{2}\right]_{x_{1}}}{24}-\frac{\left[a_{2}\right]_{x_{1}}}{12 h} \pm \frac{\left[a_{1}\right]_{x_{2}}}{12 h}-\frac{\left[b_{12}\right]_{x_{2}}}{12 h} \pm \frac{\left[b_{12}\right]_{x_{1}}}{12 h} \mp \frac{b_{12}}{4 h^{2}}-\frac{c_{1}}{24 h} \pm \frac{c_{2}}{24 h}  \tag{2.43}\\
& +\frac{a_{2}}{12 h^{2}}+\frac{b_{12}^{2}\left[a_{2}\right]_{x_{1}}}{24 a_{1} a_{2} h}+\frac{a_{2} b_{12}\left[a_{1}\right] x_{x_{2}}}{24 a_{1}^{2} h} \pm \frac{b_{12}\left[a_{2}\right]_{x_{1} c_{1}}^{48 a_{1} a_{2}} \pm \frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a_{1} a_{2}}}{} \\
& \mp \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{48} \pm \frac{b_{12} c_{1}}{12 a_{1} h}-\frac{b_{12} c_{2}}{24 a_{1} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{2}\left[b_{12}\right]_{x_{1}}}^{48 a_{1}^{2}} \pm \frac{a_{1} c_{2}}{24 a_{2} h}-\frac{a_{2} c_{1}}{24 a_{1} h}}{24 a_{1} h}, \\
& {\left[b_{12}\right]_{x_{11} x_{1}} \mp \frac{\left[c_{1}\right]_{x_{2}}}{b_{12}\left[a_{2}\right]_{x_{2}}} }
\end{align*}
$$

$$
\hat{K}_{i_{1}+1, i_{2} \pm 1}=-\frac{a_{2}\left[a_{1}\right]_{x_{1}}}{12 a_{1} h} \mp \frac{a_{1}\left[a_{2}\right]_{x_{2}}}{12 a_{2} h}-\frac{b_{12}\left[a_{2}\right]_{x_{2}}}{12 a_{2} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{24 a_{1} h}+\frac{b_{12} c_{2}}{24 a_{2} h} \pm \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a_{1}}
$$

$$
\pm \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a_{1}} \pm \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a_{1}} \pm \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a_{1}} \pm \frac{c_{1} c_{2}}{48 a_{1}}+\frac{b_{12}^{2}}{12 a_{1} h^{2}} \pm \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a_{1} h}
$$

$$
+\frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a_{1} h} \mp \frac{b_{12}\left[a_{2}\right]_{x_{1}}}{24 a_{2} h} \mp \frac{b_{12}^{2}\left[a_{1}\right]_{x_{2}}}{24 a_{1}^{2} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{2}} c_{2}}{48 a_{1}^{2}}+\frac{a_{1}}{12 h^{2}} \pm \frac{c_{1} c_{2}}{48 a_{2}}
$$

$$
\begin{equation*}
\mp \frac{\left[a_{1}\right]_{x_{1}} c_{2}}{24 a_{1}} \mp \frac{\left[a_{1}\right]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a_{1}} \mp \frac{c_{1}\left[a_{2}\right]_{x_{2}}}{24 a_{2}} \pm \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a_{2}} \mp \frac{\left[b_{12}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{24 a_{2}} \tag{2.44}
\end{equation*}
$$

$$
\pm \frac{\left[c_{2}\right]_{x_{1}}}{24}+\frac{\left[a_{2}\right]_{x_{1}}}{12 h} \pm \frac{\left[a_{1}\right]_{x_{2}}}{12 h}+\frac{\left[b_{12}\right]_{x_{2}}}{12 h} \pm \frac{\left[b_{12}\right]_{x_{1}}}{12 h} \pm \frac{b_{12}}{4 h^{2}}+\frac{c_{1}}{24 h} \pm \frac{c_{2}}{24 h}
$$

$$
+\frac{a_{2}}{12 h^{2}}-\frac{b_{12}^{2}\left[a_{2}\right]_{x_{1}}}{24 a_{1} a_{2} h}-\frac{a_{2} b_{12}\left[a_{1}\right]_{x_{2}}}{24 a_{1}^{2} h} \mp \frac{b_{12}\left[a_{2}\right]_{x_{1}} c_{1}}{48 a_{1} a_{2}} \mp \frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a_{1} a_{2}}
$$

$$
\pm \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{48} \pm \frac{b_{12} c_{1}}{12 a_{1} h}+\frac{b_{12} c_{2}}{24 a_{1} h} \mp \frac{b_{12}\left[a_{1}\right]_{x_{2}}\left[b_{12}\right]_{x_{1}}}{48 a_{1}^{2}} \pm \frac{a_{1} c_{2}}{24 a_{2} h}+\frac{a_{2} c_{1}}{24 a_{1} h}
$$

$$
\pm \frac{\left[b_{12}\right]_{x_{1} x_{1}}}{48} \pm \frac{\left[c_{1}\right]_{x_{2}}}{24}+\frac{b_{12}\left[a_{2}\right]_{x_{2}}}{24 a_{1} h}
$$

$$
\begin{align*}
& \hat{K}_{i_{1}, i_{2} \pm 1}=\mp \frac{h\left[c_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{12 a_{1}} \pm \frac{h c_{2}\left[c_{2}\right]_{x_{2}}}{24 a_{2}} \mp \frac{h\left[c_{2}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{12 a_{2}} \pm \frac{a_{1}\left[a_{2}\right]_{x_{2}}}{6 a_{2} h} \pm \frac{b_{12}\left[a_{1}\right]_{x_{1}}}{12 a_{1} h} \\
& \mp \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{12 a_{1} h} \pm \frac{b_{12}\left[a_{2}\right]_{x_{1}}}{12 a_{2} h} \pm \frac{b_{12}^{2}\left[a_{1}\right]_{x_{2}}}{12 a_{1}^{2} h} \pm \frac{h\left[c_{2}\right]_{x_{1} x_{2}} b_{12}}{24 a_{1}} \pm \frac{h c_{1}\left[c_{2}\right]_{x_{1}}}{24 a_{1}} \\
& +\frac{c_{2}^{2}}{12 a_{2}}-\frac{\left[a_{2}\right]_{x_{2}}^{2}}{6 a_{2}}-\frac{a_{1}}{6 h^{2}}-\frac{c_{2}\left[a_{2}\right]_{x_{2}}}{12 a_{2}}-\frac{\left[a_{1}\right]_{x_{1}}\left[a_{2}\right]_{x_{1}}}{6 a_{1}}-\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{12 a_{1}^{2}} \\
& \pm \frac{5 c_{2}}{12 h}+\frac{5 a_{2}}{6 h^{2}} \pm \frac{h\left[c_{2}\right]_{x_{2} x_{2}}}{24} \pm \frac{h\left[c_{2}\right]_{x_{1} x_{1}}}{24} \mp \frac{h b_{12}\left[c_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{24 a_{1}{ }^{2}}-\frac{b_{12}^{2}}{6 a_{1} h^{2}}  \tag{2.45}\\
& -\frac{b_{12} c_{2}\left[a_{2}\right]_{x_{1}}}{12 a_{1} a_{2}} \mp \frac{h b_{12}\left[a_{2}\right]_{x_{1}}\left[c_{2}\right]_{x_{2}}}{24 a_{1} a_{2}}+\frac{\left[a_{2}\right]_{x_{1} x_{2}} b_{12}}{12 a_{1}}+\frac{c_{1}\left[a_{2}\right]_{x_{1}}}{12 a_{1}}+\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{12 a_{1}} \\
& +\frac{\left[a_{2}\right]_{x_{1} x_{1}}}{12}+\frac{\left[a_{2}\right]_{x_{2} x_{2}}}{12} \mp \frac{b_{12} c_{1}}{6 a_{1} h} \mp \frac{a_{1} c_{2}}{12 a_{2} h} \mp \frac{\left[b_{12}\right]_{x_{1}}}{6 h}-\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{2}\right]_{x_{2}}}{12 a_{1} a_{2}} \\
& +\frac{\left[c_{2}\right]_{x_{2}}}{6} \mp \frac{\left[a_{1}\right]_{x_{2}}}{6 h}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}}= \pm \frac{a_{2}\left[a_{1}\right]_{x_{1}}}{6 a_{1} h} \pm \frac{b_{12}\left[a_{2}\right]_{x_{2}}}{6 a_{2} h} \mp \frac{b_{12} c_{2}}{12 a_{2} h}+\frac{c_{1}^{2}}{12 a_{1}}-\frac{b_{12}^{2}}{6 a_{1} h^{2}} \mp \frac{b_{12}\left[a_{2}\right]_{x_{2}}}{12 a_{1} h} \\
& \pm \frac{h\left[c_{1}\right]_{x_{1} x_{1}}}{24} \pm \frac{h\left[c_{1}\right]_{x_{2} x_{2}}}{24}-\frac{\left[a_{1}\right]_{x_{1}}^{2}}{6 a_{1}}+\frac{5 a_{1}}{6 h^{2}}-\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{12 a_{1} a_{2}} \\
& +\frac{c_{2}\left[a_{1}\right]_{x_{2}}}{12 a_{2}}-\frac{c_{1}\left[a_{1}\right]_{x_{1}}}{12 a_{1}} \pm \frac{h\left[c_{1}\right]_{x_{1} x_{2}} b_{12}}{24 a_{1}} \pm \frac{h c_{1}\left[c_{1}\right]_{x_{1}}}{24 a_{1}}-\frac{b_{12} c_{1}\left[a_{1}\right]_{x_{2}}}{12 a_{1}^{2}} \\
& -\frac{b_{12}\left[a_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{12 a_{1}^{2}} \mp \frac{\left[b_{12}\right]_{x_{2}}}{6 h}-\frac{a_{2}}{6 h^{2}} \mp \frac{h b_{12}\left[c_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{24 a_{1}^{2}}+\frac{b_{12}\left[c_{1}\right]_{x_{2}}}{12 a_{1}}  \tag{2.46}\\
& +\frac{\left[a_{1}\right]_{x_{1} x_{2}} b_{12}}{12 a_{1}} \pm \frac{b_{12}^{2}\left[a_{2}\right]_{x_{1}}}{12 a_{1} a_{2} h} \pm \frac{a_{2} b_{12}\left[a_{1}\right]_{x_{2}}}{12 a_{1}^{2} h} \pm \frac{h c_{2}\left[c_{1}\right]_{x_{2}}}{24 a_{2}} \mp \frac{h\left[c_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{12 a_{2}} \\
& \mp \frac{h\left[c_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{12 a_{1}} \mp \frac{h b_{12}\left[a_{2}\right]_{x_{1}}\left[c_{1}\right]_{x_{2}}}{24 a_{1} a_{2}}+\frac{\left[a_{1}\right]_{x_{1} x_{1}}}{12}+\frac{\left[a_{1}\right]_{x_{2} x_{2}}}{12} \mp \frac{b_{12} c_{2}}{12 a_{1} h} \\
& \mp \frac{a_{2} c_{1}}{12 a_{1} h} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1}}}{12 a_{1} h}+\frac{\left[c_{1}\right]_{x_{1}}}{6}-\frac{\left[a_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{6 a_{2}} \mp \frac{\left[a_{2}\right]_{x_{1}}}{6 h} \pm \frac{5 c_{1}}{12 h}
\end{align*}
$$

and

$$
\begin{align*}
\hat{K}_{i_{1}, i_{2}}= & -\frac{c_{1}^{2}}{6 a_{1}}+\frac{b_{12}^{2}}{3 a_{1} h^{2}}+\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{6 a_{1}^{2}}-\frac{c_{2}^{2}}{6 a_{2}}+\frac{\left[a_{2}\right]_{x_{2}}^{2}}{3 a_{2}}+\frac{\left[a_{1}\right]_{x_{1}}^{2}}{3 a_{1}}-\frac{\left[a_{2}\right]_{x_{1} x_{1}}}{6} \\
& +\frac{\left[a_{1}\right]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{3 a_{2}}-\frac{c_{2}\left[a_{1}\right]_{x_{2}}}{6 a_{2}}+\frac{c_{1}\left[a_{1}\right]_{x_{1}}}{6 a_{1}}+\frac{c_{2}\left[a_{2}\right]_{x_{2}}}{6 a_{2}}+\frac{\left[a_{1}\right]_{x_{1}}\left[a_{2}\right]_{x_{1}}}{3 a_{1}} \\
& +\frac{b_{12}\left[a_{1}\right]_{x_{1}}\left[a_{1}\right]_{x_{2}}}{6 a_{1}^{2}}-\frac{\left[c_{1}\right]_{x_{1}}}{3}-\frac{\left[c_{2}\right]_{x_{2}}}{3}-\frac{5 a_{2}}{3 h^{2}}-\frac{b_{12}\left[c_{1} x_{x_{2}}\right.}{6 a_{1}}-\frac{\left.\left[a_{1}\right]\right]_{x_{1} x_{2}} b_{12}}{6 a_{1}}  \tag{2.47}\\
& +\frac{b_{12} c_{2}\left[a_{2}\right]_{x_{1}}}{6 a_{1} a_{2}}-\frac{\left[a_{2}\right]_{x_{1} x_{2}} b_{12}}{6 a_{1}}-\frac{c_{1}\left[a_{2}\right]_{x_{1}}}{6 a_{1}}-\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{6 a_{1}}-\frac{\left[a_{1}\right]_{x_{1} x_{1}}}{6}-\frac{5 a_{1}}{3 h^{2}} \\
& -\frac{\left[a_{1}\right]_{x_{2} x_{2}}}{6}-\frac{\left[a_{2}\right]_{x_{2} x_{2}}}{6}+\frac{b_{12}\left[a_{2}\right]_{x}\left[a_{1}\right]_{x_{2}}}{6 a_{2}}+\frac{b_{12} c_{1}\left[a_{1}\right]_{x_{2}}}{6 a_{1}^{2}}+\frac{b_{12}\left[a_{2}\right]_{x_{1}}\left[a_{2}\right]_{x_{2}}}{}
\end{align*}
$$

where $\hat{K}_{l, m}$ denotes the coefficient of $U_{l, m}(\tau)$ for $l \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $m \in\left\{i_{2}-\right.$ $\left.1, i_{2}, i_{2}+1\right\}$. Additionally, $[\cdot]_{x_{k}}$ denotes the first derivative with respect to $x_{k}$ and $[\cdot]_{x_{k} x_{p}}$
the second derivative, once in $x_{k^{-}}$and once in $x_{p^{-}}$-direction with $k, p \in 1,2$. Again, $a, b_{1,2}$, $c_{1}$ and $c_{2}$ are functions evaluated at $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ and $\tau \in \Omega_{\tau}$. The value $\hat{M}_{l, m}$ denotes the coefficient of $\partial_{\tau} U_{l, m}(\tau)$ at the point $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}{ }_{h}^{(2)}$ and time $\tau \in \Omega_{\tau}$ with

$$
\begin{align*}
\hat{M}_{i_{1}+1, i_{2} \pm 1}= & \hat{M}_{i_{1}-1, i_{2} \mp 1}= \pm \frac{b_{12} d}{48 a_{1}} \\
\hat{M}_{i_{1}, i_{2} \pm 1}= & \frac{d}{12} \pm \frac{d c_{2} h}{24 a_{2}} \mp \frac{d\left[a_{2}\right]_{x_{2}} h}{12 a_{2}} \mp \frac{h b_{12}\left[a_{2}\right]_{x_{1}} d}{24 a_{1} a_{2}} \pm \frac{h b_{12}[d]_{x_{1}}}{24 a_{1}} \pm \frac{[d]_{x_{2}} h}{12} \\
\hat{M}_{i_{1} \pm 1, i_{2}}= & \frac{d}{12} \pm \frac{c_{1} d h}{24 a_{1}} \mp \frac{b_{12}\left[a_{1}\right]_{x_{2}} d h}{24 a_{1}^{2}} \mp \frac{h d\left[a_{1}\right]_{x_{1}}}{12 a_{1}} \pm \frac{h b_{12}[d]_{x_{2}}}{24 a_{1}} \pm \frac{h[d]_{x_{1}}}{12}  \tag{2.48}\\
\hat{M}_{i_{1}, i_{2}}= & \frac{h^{2}[d]_{x_{1} x_{1}}}{12}+\frac{2 d}{3}+\frac{h^{2}[d]_{x_{2} x_{2}}}{12}+\frac{h^{2}[d]_{x_{1}} c_{1}}{12 a_{1}}+\frac{h^{2}[d]_{x_{2}} c_{2}}{12 a_{2}}-\frac{h^{2}[d]_{x_{2}}\left[a_{2}\right]_{x_{1}} b_{12}}{12 a_{1} a_{2}} \\
& +\frac{h^{2} b_{12}[d]_{x_{1} x_{2}}}{12 a_{1}}-\frac{h^{2}[d]_{x_{1}}\left[a_{1}\right]_{x_{1}}}{6 a_{1}}-\frac{h^{2}[d]_{x_{1}}\left[a_{1}\right]_{x_{2}} b_{12}}{12 a_{1}^{2}}-\frac{h^{2}[d]_{x_{2}}\left[a_{2}\right]_{x_{2}}}{6 a_{2}}
\end{align*}
$$

We have

$$
K_{x}\left(x_{n_{1}}, x_{n_{2}}, \tau\right)=\hat{K}_{n_{1}, n_{2}} \quad \text { as well as } \quad M_{x}\left(x_{n_{1}}, x_{n_{2}}, \tau\right)=\hat{M}_{n_{1}, n_{2}}
$$

in (2.16) with $n_{1} \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $n_{2} \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$ for $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ and $\tau \in \Omega_{\tau} . K_{x}$ and $M_{x}$ are zero otherwise. Thus the discretisation consists only of points of the compact stencil and is of the form (2.16).

### 2.5 Application to the Heston model on non-uniform grids

In this section we apply our discrete schemes to the Heston model. Firstly, we transform the partial differential equation of the Heston model (1.11) so that it assumes the form of the partial differential equation (2.1). After that, we have a closer look at the second-order remainder terms of the four different essentially high-order compact schemes. Then we apply the schemes to the Heston model and determine the coefficients of the semi-discrete scheme. Finally we discuss the boundary conditions and then use Crank-Nicolson time discretisation, compare for example [Str04, Wil98].

### 2.5.1 Transformation of the partial differential equation and final condition

In the application we focus our attention on the Heston model. The partial differential equation of the Heston-model, recall (1.11), is given by

$$
\begin{equation*}
V_{t}+\frac{1}{2} \sigma S^{2} \sigma V_{S S}+\rho v \sigma S V_{S \sigma}+\frac{1}{2} v^{2} \sigma V_{\sigma \sigma}+r S V_{S}+\kappa(\theta-\sigma) V_{\sigma}-r V=0 \tag{2.49}
\end{equation*}
$$

where $S \in\left[0, S_{\max }\right]$ with a chosen $S_{\max }>0, \sigma \in\left[\sigma_{\min }, \sigma_{\max }\right]$ with $0 \leq \sigma_{\min }<\sigma_{\max }$ and $t \in[0, T[$ with $T>0$, after imposing artificial boundary conditions in a classical manner. The expression $V_{t}$ denotes the differentiation of the option $V$ with respect to $t$. The derivatives $V_{S}, V_{\sigma}, V_{S S}, V_{\sigma \sigma}$ as well as $V_{S \sigma}$ are defined in an analogous way.

The final condition as well as the boundary conditions, which we discuss separately, depend on the chosen option. In the case of a European Power Put Option with power $p \in \mathbb{N}$ we have the final condition

$$
\begin{equation*}
V(S, v, T)=\max (K-S, 0)^{p} \tag{2.50}
\end{equation*}
$$

We apply the following transformations to (2.49) as in [DF12a],

$$
\hat{S}=\ln \left(\frac{S}{K}\right), \quad \tau=T-t, \quad y=\frac{\sigma}{v}, \quad u=e^{r \tau} \frac{V}{K}
$$

where $\hat{S} \in\left[\hat{S}_{\text {min }}, \hat{S}_{\max }\right]$ with a chosen $\hat{S}_{\text {min }}<0$ and

$$
\hat{S}_{\max }=\ln \left(\frac{S_{\max }}{K}\right)
$$

We then introduce a strictly monotonous zoom function

$$
\hat{S}=\varphi(x)
$$

zooming around $\hat{S}=0$, with

$$
x \in\left[\varphi^{-1}\left(\hat{S}_{\min }\right), \varphi^{-1}\left(\hat{S}_{\max }\right)\right]
$$

as well as $\varphi(x) \in C^{4}(] x_{\min }, x_{\max }[)$ and setting $f=-\varphi_{x}^{3} u_{\tau}$, we obtain from (2.49) the following two-dimensional elliptic problem [Str04],

$$
\begin{align*}
f= & \frac{-v y}{2}\left[\varphi_{x} u_{x x}+\varphi_{x}^{3} u_{y y}\right]-\rho v y \varphi_{x}^{2} u_{x y}+\left[\frac{v y \varphi_{x x}}{2}+\left(\frac{v y}{2}-r\right) \varphi_{x}^{2}\right] u_{x} \\
& -\kappa \frac{\theta-v y}{v} \varphi_{x}^{3} u_{y} \tag{2.51}
\end{align*}
$$

where $(x, y) \in \Omega:=\left[x_{\min }, x_{\max }\right] \times\left[y_{\min }, y_{\max }\right], x_{\min }<x_{\max }$ and $y_{\min }<y_{\max }$. This means that we use $x_{1}=x$ and $x_{2}=y$ in the derivation of the four different essential high-order compact schemes.

## Remark 1:

Equations (2.18), (2.26), (2.34) and (2.42) show that we can obtain a high-order compact scheme when either $\rho=0, v=0$, or $(\Delta y)^{2} \equiv(\Delta x)^{2} \varphi_{x}^{2}$. The constraint $(\Delta y)^{2} \equiv(\Delta x)^{2} \varphi_{x}^{2}$, however, implies that the function $\varphi$ is affine linear and would not qualify as a zoom function. In particular, the choice $\varphi(x)=x$ would yield the high-order compact scheme discussed in [DF12a] (on a uniform grid), hence we focus on a zoom which is not affine linear.

### 2.5.2 Discussion of second-order remainder terms

In equations $(2.17),(2.25),(2.33)$ and (2.41) we observe that all these schemes have a formal general consistency error of order two. On the other hand each version only has one remaining second order term, which is multiplied with either $u_{x x x x}, u_{y y y y}, u_{x x x y}$, or $u_{x y y y}$. All other terms are discretised with fourth order accuracy. We call this an essentially highorder compact discretisation. To gauge the overall potential of the four discrete schemes we obtain by neglecting the remaining second-order terms, it is pivotal to understand the behaviour of these terms better. To this end we compute a numerical solution using the (second-order) central difference operator in $x$ - and $y$-direction directly in equation (2.51), and obtain by numerical differentiation (approximations of) the higher derivatives $u_{x x x x}$, $u_{y y y y}, u_{x x x y}$, and $u_{x y y y}$ appearing in the remaining second order terms. Figure 2.1 shows


Figure 2.1: Remainder terms without $\mathcal{O}\left((\Delta x)^{2}\right)$ factor for Version 1 (upper left), Version 2 (upper right), Version 3 (lower left), and Version 4 (lower right)
the remainder terms of second order appearing in equations (2.17), (2.25), (2.33) and (2.41) without the $\mathcal{O}\left(h^{2}\right)$ factor, where $\rho=-0.1, \zeta=2.5, p=1$, and $S_{\text {min }}=49.6694$. The values
of these remainder terms determine if we can achieve a fourth-order consistency, at least up to a given minimal step size. Hence, low values for the remainder terms are favourable. We observe that all for all plots have the highest values of the remainder terms occur near the boundary $x=0$. On the upper left plot in Figure 2.1 we see the remainder term for Version 1. This term has by far the highest absolute values and the $l^{2}$-norm of this remainder term is $8.8 \times 10^{-1}$. This indicates that a numerical study of this scheme may not lead to a fourth-order consistency error. On the upper right plot we have the remainder term for Version 2, again without the $\mathcal{O}\left((\Delta x)^{2}\right)$ factor. The highest absolute value for this is only about $4 \times 10^{-3}$, so very low when comparing it with the remainder term of Version 1. The $l^{2}$-norm for this plot is $3.1 \times 10^{-4}$, which shows that Version 2 has a significantly higher chance of producing a fourth order consistency error in the numerical study than Version 1. The plot on the lower left side is showing the remainder term of Version 3. This plot has higher values than Version 2, but lower values than Version 1. With a $l^{2}$-norm of $6.6 \times 10^{-3}$ it has still a chance to produce a good consistency error. The plot on the lower right shows the remainder term of Version 4. This plot has again very low absolute values which are only up to about $5 \times 10^{-3}$. The $l^{2}$-norm for this remainder term is $3.1 \times 10^{-4}$. This indicates that we have a good chance that Version 4 produces a scheme with fourth-order accuracy.

In the special case that $\varphi(x)=x$ and $\Delta x=\Delta y=h$ we have $(\Delta y)^{2} \equiv(\Delta x)^{2} \varphi_{x}^{2}$, and all four versions lead to exactly the same high order compact scheme,

$$
f=A_{0}+\frac{v y h^{2}}{24} B_{1}+\frac{v y h^{2}}{24} B_{2}+\frac{\rho v y h^{2}}{12} C_{1}+\frac{\kappa(\theta-v y) h^{2}}{6 v} A_{2}-\frac{\left(\frac{v y}{2}-r\right) h^{2}}{6} A_{1}+\varepsilon
$$

as in this case $C_{1}=C_{2}$ holds. This specific high-order compact scheme without zoom is discussed in [DF12a].

## Remark 2:

The derivation of the schemes in this section can be modified to accommodate other stochastic volatility models as, e.g. the GARCH diffusion model (1.4) or the 3/2-model (1.5). Using these models the structure of the partial differential equation (1.10) remains the same, only the coefficients of the derivatives have to be modified accordingly. Similarly, the coefficients of the derivatives in (2.6)-(2.13) have to be modified. Substituting these in the modified expression for the truncation error one obtains equivalent approximations as above.

Our conclusion from the results in Figure 2.1 are that Version 2 and Version 4 seem to be the best choices to obtain small errors. The remainder term for Version 3 still has low values, while Version 1 seems only to be able to produce a second-order scheme. Numerical experiments which we have carried out with all four versions of the scheme indicate that actually Version 3 is leading to the best results in terms of accuracy and stability. Hence, in the remainder of this chapter we focus on this particular scheme.

### 2.5.3 Semi-discrete schemes

In Section 2.4 we have derived essentially high-order compact numerical schemes in a general setting. In this section we use these schemes to approximate a solution of the partial differential equation of the Heston Model [Hes93], where we additionally introduce a zoom into the area around the strike price $K$.

We now consider the elliptic equation (2.51) with $f=-\varphi_{x}^{3} u_{\tau}$ and we denote by $U_{i, j}(\tau)$ the semi-discrete approximation of its solution $u\left(x_{i}, y_{j}, \tau\right)$ at time $\tau$.

In this section we define the semi-discrete scheme of the form

$$
\begin{equation*}
\sum_{\hat{z} \in G_{h}^{(2)}}\left[M_{z}(\hat{z}) \partial_{\tau} U_{i, j}(\tau)+K_{z}(\hat{z}) U_{i, j}(\tau)\right]=0, \tag{2.52}
\end{equation*}
$$

at time $\tau$ for each point $z \in \stackrel{\circ}{G}_{h}^{(2)}$, where $\stackrel{\circ}{G}_{h}^{(2)}$ denotes the inner points of the grid $G_{h}^{(2)}$, compare Definition 13. We have that $K_{z}(\hat{z})$ and $M_{z}(\hat{z})$ are operators with nine values defined on the compact stencil around $z \in \stackrel{\circ}{G}$.

Using the central difference operator in (2.33) at the point $z \in \stackrel{\circ}{G}$ leads to

$$
\begin{align*}
& \hat{K}_{i+1, j \pm 1}=\frac{\varphi_{x}^{4}\left(\frac{v y}{2}-r\right)}{24 h}-\frac{v y \varphi_{x}^{2} \varphi_{x x}}{16 h}+\frac{\left(\frac{v y}{2}-r\right) \varphi_{x}^{2}}{24 h}-\frac{v y \varphi_{x}^{3}}{24 h^{2}}+\frac{v y \varphi_{x x}}{48 h}-\frac{v y \varphi_{x}}{24 h^{2}} \\
& \mp \frac{\varphi_{x} \kappa(\theta-v y)}{24 v h} \mp \frac{\kappa \varphi_{x}^{3}(\theta-v y)}{24 v h} \pm \frac{\kappa(\theta-v y)\left(\frac{v y}{2}-r\right) \varphi_{x}^{2}}{24 v^{2} y} \pm \frac{v \varphi_{x}^{2}}{48} \\
& \pm \frac{\kappa(\theta-v y) \varphi_{x x}}{48 v} \mp \frac{\left(\frac{v y}{2}-r\right) \varphi_{x}^{2}}{24 y} \pm \frac{\varphi_{x}^{4} \kappa(\theta-v y)\left(\frac{v y}{2}-r\right)}{24 v^{2} y} \\
& \mp \frac{\kappa(\theta-v y) \varphi_{x}^{2} \varphi_{x x}}{16 v}+\rho^{2}\left[\frac{v y \varphi_{x x}}{12 h} \pm \frac{v \varphi_{x x}}{8}-\frac{v y \varphi_{x}}{6 h^{2}}\right]  \tag{2.53}\\
& +\rho\left[ \pm \frac{\varphi_{x}^{2} \varphi_{x x}\left(\frac{v y}{2}-r\right)}{12} \pm \frac{v y \varphi_{x x}^{2}}{12} \mp \frac{\left(\frac{v y}{2}-r\right) \varphi_{x x}}{24} \pm \frac{v y \varphi_{x x x}}{48 \varphi_{x}} \pm \frac{\varphi_{x}^{2} \kappa}{24}\right. \\
& \pm \frac{\varphi_{x}\left(\frac{v y}{2}-r\right)}{12 h} \pm \frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)}{12 h} \pm \frac{v y \varphi_{x x}}{8 h \varphi_{x}} \mp \frac{v y \varphi_{x} \varphi_{x x}}{24 h} \mp \frac{v y \varphi_{x}^{2}}{4 h^{2}} \\
& \left.-\frac{\varphi_{x}^{2} \kappa(\theta-v y)}{6 h v} \mp \frac{v y \varphi_{x x}^{2}}{16 \varphi_{x}^{2}} \pm \frac{v \varphi_{x}^{2}}{24 y} \mp \frac{v y \varphi_{x} \varphi_{x x x}}{24}\right], \\
& \hat{K}_{i-1, j \pm 1}=-\hat{K}_{i+1, j \pm 1}-\frac{v y \varphi_{x}}{12 h^{2}}-\frac{v y \varphi_{x}^{3}}{12 h^{2}} \mp \frac{\varphi_{x} \kappa(\theta-v y)}{12 v h} \mp \frac{\varphi_{x}^{3} \kappa(\theta-v y)}{12 v h} \\
& -\rho^{2} \frac{v y \varphi_{x}}{3 h^{2}}+\rho\left[ \pm \frac{\varphi_{x}\left(\frac{v y}{2}-r\right)}{6 h} \pm \frac{v y \varphi_{x x}}{4 h \varphi_{x}} \pm \frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)}{6 h} \mp \frac{v y \varphi_{x} \varphi_{x x}}{12 h}\right],  \tag{2.54}\\
& \hat{K}_{i \pm 1, j}=\frac{v y \varphi_{x}^{3}}{12 h^{2}} \mp \frac{h \varphi_{x x}^{2}\left(\frac{v y}{2}-r\right)}{6} \mp \frac{\varphi_{x}^{4}\left(\frac{v y}{2}-r\right)}{12 h} \pm \frac{5\left(\frac{v y}{2}-r\right) \varphi_{x}^{2}}{12 h} \pm \frac{y h v \varphi_{x x x x}}{48} \\
& -\frac{\varphi_{x} \kappa(\theta-v y)}{12 v y}-\frac{5 v y \varphi_{x}}{12 h^{2}} \pm \frac{5 v y \varphi_{x x}}{24 h}+\frac{v \varphi_{x}}{12 y} \mp \frac{\varphi_{x}^{2} h v}{24 y}-\frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)^{2}}{6 v y} \\
& +\frac{v y \varphi_{x x x}}{24} \mp \frac{h \varphi_{x x} v}{24 y} \pm \frac{h \kappa(\theta-v y) \varphi_{x x}}{24 v y}+\frac{\left(\frac{v y}{2}-r\right) \varphi_{x} \varphi_{x x}}{12} \mp \frac{v y h \varphi_{x x} \varphi_{x x x}}{16 \varphi_{x}} \\
& \pm \frac{\varphi_{x} h\left(\frac{v y}{2}-r\right) \varphi_{x x x}}{24} \pm \frac{v y \varphi_{x}^{2} \varphi_{x x}}{8 h} \mp \frac{\varphi_{x}^{2} h\left(\frac{v y}{2}-r\right)^{2} \varphi_{x x}}{6 v y} \pm \frac{\varphi_{x}^{2} h \kappa(\theta-v y)}{24 v y}  \tag{2.55}\\
& +\rho^{2}\left[\frac{v y \varphi_{x}}{3 h^{2}} \mp \frac{v y \varphi_{x x}}{6 h}\right]+\rho\left[\frac{v \varphi_{x x}}{4 \varphi_{x}} \mp \frac{h \varphi_{x x} v}{24} \mp \frac{h v \varphi_{x x}^{2}}{8 \varphi_{x}^{2}}-\frac{\varphi_{x}\left(\frac{v y}{2}-r\right)}{6 y}\right. \\
& \left.+\frac{v \varphi_{x}}{12} \mp \frac{h\left(\frac{v y}{2}-r\right) \varphi_{x x}}{6 y} \pm \frac{\varphi_{x}^{2} \kappa(\theta-v y)}{3 h v}\right], \\
& \hat{K}_{i, j \pm 1}=\frac{\varphi_{x}^{3} \varphi_{x x}\left(\frac{v y}{2}-r\right)}{4} \pm \frac{\varphi_{x}^{3} h\left(\frac{v y}{2}-r\right) \kappa(\theta-v y) \varphi_{x x}}{4 v^{2} y} \mp \frac{\varphi_{x}^{2} h \kappa(\theta-v y) \varphi_{x x x}}{8 v} \\
& -\frac{\varphi_{x}^{3} \kappa^{2}(\theta-v y)^{2}}{6 y v^{3}}+\frac{v y \varphi_{x}}{12 h^{2}} \mp \frac{\varphi_{x}^{3} h \kappa}{12 y} \pm \frac{\varphi_{x}^{3} h \kappa^{2}(\theta-v y)}{12 v^{2} y} \mp \frac{5 \kappa \varphi_{x}^{3}(\theta-v y)}{12 v h} \\
& +\frac{v y \varphi_{x} \varphi_{x x}^{2}}{8}-\frac{5 v y \varphi_{x}^{3}}{12 h^{2}}+\frac{\varphi_{x}^{3} v}{12 y}+\frac{\kappa \varphi_{x}^{3}(\theta-v y)}{12 v y}+\frac{\kappa \varphi_{x}^{3}}{6} \pm \frac{\varphi_{x} \kappa(\theta-v y)}{12 v h} \tag{2.56}
\end{align*}
$$

$$
\begin{aligned}
& \pm \frac{\varphi_{x} h \varphi_{x x}^{2} \kappa(\theta-v y)}{8 v}-\frac{v y \varphi_{x}^{2} \varphi_{x x x}}{8}+\rho^{2} \frac{v y \varphi_{x}}{3 h^{2}}+\rho\left[ \pm \frac{h \varphi_{x} \kappa(\theta-v y) \varphi_{x x}}{4 v y}\right. \\
& \left. \pm \frac{v y \varphi_{x} \varphi_{x x}}{12 h} \mp \frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)}{6 h} \mp \frac{v y \varphi_{x x}}{4 h \varphi_{x}}+\frac{v \varphi_{x} \varphi_{x x}}{4} \mp \frac{\varphi_{x}\left(\frac{v y}{2}-r\right)}{6 h}\right]
\end{aligned}
$$

and

$$
\begin{align*}
\hat{K}_{i, j}= & \frac{v y \varphi_{x}^{2} \varphi_{x x x}}{4}-\frac{\varphi_{x}^{3} \varphi_{x x}\left(\frac{v y}{2}-r\right)}{2}-\frac{v y \varphi_{x} \varphi_{x x}^{2}}{4}-\frac{\varphi_{x}^{3} v}{6 y}-\frac{\varphi_{x}^{3} \kappa(\theta-v y)}{6 v y}-\frac{\kappa \varphi_{x}^{3}}{3} \\
& +\frac{\varphi_{x}^{3} \kappa^{2}(\theta-v y)^{2}}{3 y v^{3}}+\frac{5 v y \varphi_{x}}{6 h^{2}}+\frac{5 v y \varphi_{x}^{3}}{6 h^{2}}-\frac{\left(\frac{v y}{2}-r\right) \varphi_{x} \varphi_{x x}}{6}+\frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)^{2}}{3 v y} \\
& -\frac{v \varphi_{x}}{6 y}-\frac{v y \varphi_{x x x}}{12}+\frac{\varphi_{x} \kappa(\theta-v y)}{6 v y}-\rho^{2} \frac{2 v y \varphi_{x}}{3 h^{2}}  \tag{2.57}\\
& +\rho\left[\frac{\varphi_{x}\left(\frac{v y}{2}-r\right)}{3 y}-\frac{v \varphi_{x x}}{2 \varphi_{x}}-\frac{v \varphi_{x}}{6}-\frac{v \varphi_{x} \varphi_{x x}}{2}\right],
\end{align*}
$$

where $\hat{K}_{i, j}$ is the coefficient of $U_{i, j}(\tau)$. For the sake of readability we drop the subindex $i$ on the derivatives of $\varphi$ and the subindex $j$ on $y$, respectively. Analogously, we have

$$
\begin{align*}
\hat{M}_{i+1, j \pm 1} & =\hat{M}_{i-1, j \neq 1}= \pm \rho \frac{\varphi_{x}^{2}}{24}, \quad \hat{M}_{i, j \pm 1}=\frac{\varphi_{x}^{3}}{12} \mp \frac{\varphi_{x}^{3} h}{12 y} \pm \frac{\varphi_{x}^{3} h \kappa(\theta-v y)}{12 v^{2} y}, \\
\hat{M}_{i \pm 1, j} & =\frac{\varphi_{x}^{3}}{12} \mp \frac{\varphi_{x}^{4} h\left(\frac{v y}{2}-r\right)}{12 v y} \pm \frac{\varphi_{x}^{2} h \varphi_{x x}}{8} \mp \rho \frac{\varphi_{x}^{2} h}{12 y} \text { and }  \tag{2.58}\\
\hat{M}_{i, j} & =\frac{2 \varphi_{x}^{3}}{3}-\frac{\varphi_{x}^{3} h^{2} \varphi_{x x}\left(\frac{v y}{2}-r\right)}{2 v y}-\frac{\varphi_{x} h^{2} \varphi_{x x}^{2}}{4}+\frac{\varphi_{x}^{2} \varphi_{x x x} h^{2}}{4}-\rho \frac{\varphi_{x} \varphi_{x x} h^{2}}{2 y},
\end{align*}
$$

as coefficients of $\partial_{\tau} U_{i, j}(\tau)$. Using $z=\left(x_{i}, y_{j}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ we have

$$
\begin{equation*}
K_{z}(\hat{z})=\hat{K}_{n_{1}, n_{2}} \quad \text { as well as } \quad M_{z}(\hat{z})=\hat{M}_{n_{1}, n_{2}} \tag{2.59}
\end{equation*}
$$

for $\hat{z}=\left(x_{n_{1}}, y_{n_{2}}\right)$ with $n_{1} \in\{i-1, i, i+1\}$ and $n_{2} \in\{j-1, j, j+1\} . M_{z}$ and $K_{z}$ are zero otherwise.

### 2.5.4 Treatment of the boundary conditions

The first boundary is the boundary $x=x_{\min }$, which corresponds to the boundary at $S=0$ of the original problem (2.49). For this boundary we have to discount the option price at time $T$ to the appropriate time. Taking into account the transformations $\tau=T-t$ and $u=e^{r \tau} V / K$ this leads to the Dirichlet boundary condition

$$
u\left(x_{\min }, y, \tau\right)=u\left(x_{\min }, y, 0\right) \quad \forall \tau \in\left[0, \tau_{\max }\right] \quad \forall y \in\left[y_{\min }, y_{\max }\right]
$$

The next boundary we discuss is the boundary $x=x_{\max }$, which corresponds to the boundary at $S=S_{\max }$ of the original problem. For a Power Put with power $p \in \mathbb{N}$ we have

$$
\lim _{S \rightarrow \infty} V(S, \sigma, t)=0
$$

which we approximate at the artificial boundary $S_{\max }$ by $V_{S}\left(S_{\max }, \sigma, t\right)=0, V_{S S}\left(S_{\max }, \sigma, t\right)=$ $0, V_{S \sigma}\left(S_{\max }, \sigma, t\right)=0, V_{\sigma}\left(S_{\max }, \sigma, t\right)=0$ as well as $V_{\sigma \sigma}\left(S_{\max }, \sigma, t\right)=0$. Using these approximations in (2.49) gives

$$
V_{t}-r V=0
$$

Using $\tau=T-t$ and $u=e^{r \tau} V / K$ yields $u_{\tau}=0$ and thus the Dirichlet boundary condition

$$
\begin{equation*}
u\left(x_{\max }, y, \tau\right)=u\left(x_{\max }, y, 0\right) \text { for all } \tau \in\left[0, \tau_{\max }\right] \text { and all } y \in\left[y_{\min }, y_{\max }\right] \tag{2.60}
\end{equation*}
$$

The third boundary to discuss is the boundary $y=y_{\text {min }}$ with $x \notin\left\{x_{\min }, x_{\max }\right\}$, which corresponds to the boundary $\sigma=\sigma_{\min }$ with $S \notin\left\{S_{\min }, S_{\max }\right\}$. We treat this boundary just like the inner part of the computational domain, using equations (2.53) to (2.57). This requires the usage of ghost-points $U_{i-1,-1}, U_{i,-1}$ and $U_{i+1,-1}$ when discretising at the points $\left(x_{i}, y_{0}\right) \in G_{h}^{(2)}$ for $i=1, \ldots, N-1$. Thus we need a fourth order accurate expression for the ghost-points $U_{i,-1}$ for $i=0, \ldots, N$. Using Taylor expansion, we get the extrapolation

$$
U_{i,-1}=4 U_{i, 0}-6 U_{i, 1}+4 U_{i, 2}-U_{i, 3}+\mathcal{O}\left((\Delta y)^{4}\right)
$$

for $i=0, \ldots, N$. The same procedure is used for the ghost-points for the matrix $M_{h}$ when using the equations in (2.58).

The last boundary we discuss is the boundary at boundary $y=y_{\max }$ with $x \notin\left\{x_{\min }, x_{\max }\right\}$, which is corresponding to the boundary $\sigma=\sigma_{\max }$ with $S \notin\left\{S_{\min }, S_{\max }\right\}$ of the untransformed problem. We treat this boundary similar as the boundary at $y_{\min }$ and use equations (2.53) to (2.57). The scheme then uses, when discretising at the points $\left(x_{i}, y_{M}\right) \in G_{h}^{(2)}$ for $i=1, \ldots, N-1$, the ghost-points $U_{i-1, M+1}, U_{i, M+1}$ and $U_{i+1, M+1}$ for $i=1, \ldots, N-1$. This means that we have to find an expression for the ghost-points $U_{i, M+1}, i=0, \ldots, N$. We can approximate the values at these ghost-points again using Taylor approximation,
leading to

$$
U_{i, M+1}=4 U_{i, M}-6 U_{i, M-1}+4 U_{i, M-2}-U_{i, M-3}+\mathcal{O}\left((\Delta y)^{4}\right)
$$

for $i=0, \ldots, N$. Again, the same procedure is used for the ghost-points for the matrix $M_{h}$ while using the equations in (2.58).

### 2.5.5 Time discretisation

With the results from the previous sections we obtain a semi-discrete system of the form

$$
\begin{equation*}
\sum_{\hat{z} \in G_{h}^{(2)}}\left[M_{z}(\hat{z}) \partial_{\tau} U_{i, j}(\tau)+K_{z}(\hat{z}) U_{i, j}(\tau)\right]=g(z) \tag{2.61}
\end{equation*}
$$

for each point $z$ of the grid $G_{h}^{(2)}$, which is defined in (2.3) for some $h>0$. The function $g(z)$ has only non-zero values at the boundaries $x_{\min }$ and $x_{\max }$.

We use a time grid of the form

$$
\left\{\frac{\Delta \tau}{4}, \frac{\Delta \tau}{2}, \frac{3 \Delta \tau}{4}, \Delta \tau, 2 \Delta \tau, 3 \Delta \tau, \ldots\right\}
$$

where the first four time steps have step size $\frac{\Delta \tau}{4}$ and the following have $\Delta \tau$. For these first four time steps, we use the implicit Euler scheme, and obtain

$$
\sum_{\hat{z} \in G_{h}^{(2)}}\left[M_{z}(\hat{z})+\frac{\Delta \tau}{4} K_{z}(\hat{z})\right] U_{i, j}^{n+1}=\sum_{\hat{z} \in G_{h}^{(2)}} M_{z}(\hat{z}) U_{i, j}^{n}+\frac{\Delta \tau}{4} g(z)
$$

with $n=0,1,2,3$ for each grid-point $z \in G_{h}^{(2)}$. This approach is suggested in [Ran84] when dealing with non-smooth initial conditions. For the following time steps we use a Crank-Nicolson-type time discretisation, compare for example [Str04, Wil98], leading to

$$
\sum_{\hat{z} \in G_{h}^{(2)}}\left[M_{z}(\hat{z})+\frac{\Delta \tau}{2} K_{z}(\hat{z})\right] U_{i, j}^{n+1}=\sum_{\hat{z} \in G_{h}^{(2)}}\left[M_{z}(\hat{z})-\frac{\Delta \tau}{2} K_{z}(\hat{z})\right] U_{i, j}^{n}+(\Delta \tau) g(z)
$$

with $n \geq 4$ on each point $z$ of the grid $G_{h}^{(2)}$. We observe that we have only non-zero values on the compact computational stencil as both $M_{x}(\hat{x})$ and $K_{x}(\hat{x})$ have this property. For the Crank-Nicolson time discretisation this compact scheme has consistency order two in time and four in space for $\varphi(x)=x$ and $\rho=0$ or is essentially high-order compact in space otherwise.

### 2.6 Numerical experiments

In this section we present the results of our numerical experiments for the compact scheme using (2.53) - (2.58), whose boundary conditions were derived in Section 2.5.4. If not stated otherwise, we use the default model parameters

$$
\kappa=1.1, \quad \theta=0.15, \quad v=0.1, \quad r=\ln (1.05), \quad K=100 \quad \text { and } \quad T=0.25 .
$$

The initial condition for the European (Power) Put after transformation as in Section 2.5.1 is given by

$$
\begin{equation*}
u(x, y, 0)=K^{p-1} \max \left(1-e^{\varphi(x)}, 0\right)^{p} \tag{2.62}
\end{equation*}
$$

where the non-differentiable point of the initial condition is at $x_{K}=\varphi^{-1}(0)$.

### 2.6.1 Choice of the zoom function

In our numerical experiments we use the zoom function

$$
\begin{equation*}
\hat{S}=\varphi(x)=\frac{\sinh \left(c_{2} x+c_{1}(1-x)\right)}{\zeta} \tag{2.63}
\end{equation*}
$$

proposed in [TGB08], with $c_{1}=\operatorname{asinh}\left(\zeta \hat{S}_{\text {min }}\right), c_{2}=\operatorname{asinh}\left(\zeta \hat{S}_{\text {max }}\right)$ and $\zeta>0$. The nondifferentiable point of the initial condition is hence at

$$
x_{K}=\varphi^{-1}(0)=\frac{\operatorname{asinh}(0)-c_{1}}{c_{2}-c_{1}}=\frac{-\operatorname{asinh}\left(\zeta \hat{S}_{\min }\right)}{\operatorname{asinh}\left(\zeta \hat{S}_{\max }\right)-\operatorname{asinh}\left(\zeta \hat{S}_{\min }\right)} .
$$

Using the definitions of $c_{1}$ and $c_{2}$ this can be rearranged to

$$
\begin{equation*}
\hat{S}_{\min }=\frac{\sinh \left(\frac{x_{K}}{x_{K}-1} \operatorname{asinh}\left(\zeta \hat{S}_{\max }\right)\right)}{\zeta} \tag{2.64}
\end{equation*}
$$

Hence, $\hat{S}_{\text {min }}$ can be set by choosing $x_{K}$ in reasonable bounds as well as choosing $S_{\text {max }}$, which gives $\hat{S}_{\text {max }}$, for a given $\zeta$. The fact that $x_{K}$ can be chosen is very helpful, since if the non-differentiable point is on the grid the numerical convergence order may be reduced to two in practice. Hence, we choose the grid such that the point $x_{K}$ is in the middle of two consecutive grid points on the finest grid. This procedure of shifting the grid has been suggested for example in [TR00].


Figure 2.2: Different zoom examples with $K=100$

In the numerical experiments reported below we choose

$$
S_{\min }=K e^{\hat{S}_{\min }}, \quad S_{\max }=2 K, \quad \sigma_{\min }=0.05, \quad \sigma_{\max }=0.25
$$

Figure 2.2 shows the influence of the parameter $\zeta$ on the zoom in equation (2.63), taking into account both transformations, $\hat{S}=\ln (S / K)$ and $x=\varphi^{-1}(\hat{S})$. The different values for $x_{K}$, which depends on $\zeta$, are chosen in such a way that the focus on the values around $S=0$ is not too pronounced, compare equation (2.64). We observe that for smaller values of $\zeta>0$ there is less zoom. So with $\zeta \rightarrow 0$ the zoom function is approaching the linear transformation $\varphi(x)=\left(\hat{S}_{\max }-\hat{S}_{\min }\right) x+\hat{S}_{\min }$ with $x \in[0,1]$. With a larger value of $\zeta$ there is a stronger focus on our area of interest around the exercise price $K$.

The aim is to find an 'optimal' value for $\zeta$ to be used in practical computations. The larger $\zeta$, the smaller the error around $K$, but on the other hand the error in other parts of the domain increases when having a stronger zoom, since an increasing number of grid points in the area around $K$ automatically results into a decreasing amount of grid points in other areas and vice versa. There has to be a balance between the error in the area around $K$ and the error in other parts of the domain. The overall order of convergence should be looked at to achieve this balance and thus to get a good value for $\zeta$. We expect the numerical convergence order to increase at first with rising $\zeta$ and then decrease again after a certain 'optimal' strength of zoom is reached.

### 2.6.2 Numerical convergence

We now study the numerical errors of the discretisation as $h \rightarrow 0$ for fixed parabolic mesh ratio $\Delta \tau / h^{2}$, using different values for $\zeta$ and $\rho$. We compute an approximation of the solution of the transformed problem, which is given by equation (2.51), and then transform it back into the original variables. For the relative $l^{2}$ - and $l^{\infty}$-error plots a reference solution is computed on a fine grid with $h_{\text {ref }}=0.003125$. For the relative $l^{2}$-errors we use

$$
\frac{\left\|U_{\text {ref }}-U\right\|_{l^{2}}}{\left\|U_{\text {ref }}\right\|_{l^{2}}}
$$

and for the $l^{\infty}$-error we use

$$
\left\|U_{\text {ref }}-U\right\|_{l \infty}
$$

where $U_{\text {ref }}$ denotes the reference solution and $U$ is the approximation. We expect the error to behave like $\mathcal{O}\left(h^{k}\right)$ for some $k$. If we plot the logarithm of the error against the logarithm of the number of grid points, the slope of this log-log plot gives the numerical convergence order of the scheme. Due to the initial condition of the transformed problem not being smooth everywhere, we observe that the log-log plots do not always produce a straight line, e.g. for a plain vanilla Put option. For a smooth initial condition, the $\log -\log$ plots of the errors give an almost straight line, e.g. for the Power Put option. The numerical convergence order indicated in the figures below is always computed as the slope of the linear least square fit of the error points. For comparison, we additionally plot the results for a standard discretisation (SD), which means that the standard central difference operator is used in (2.51) as well as

$$
\varphi(x)=\left(\hat{S}_{\max }-\hat{S}_{\max }\right) x+\hat{S}_{\min } .
$$

In this way all discretisations considered here operate on the same spatial grid and a meaningful comparison can occur. We use $\Delta \tau=0.4 h^{2}$ for all convergence plots, although we note that the dependence of the numerical convergence order on the choice of the parabolic mesh ratio is marginal. This is in line with the results of our numerical stability study reported below in Section 2.6.3.

Figures 2.3 and 2.4 show $\log$-log plots of the relative $l^{2}$ - and $l^{\infty}$-error of the approximations with respect to the reference solution in the Heston-Hull-White model $(\rho=0)$ for a European Put option for different values for the number of grid points and with different


Figure 2.3: Relative $l^{2}$-error Heston model,Figure 2.4: Absolute $l^{\infty}$-error Heston model, $\rho=0$ $\rho=0$
zooms. In this way the influence of the zoom can be observed. The theoretical consistency order in this case is four. Looking at the relative $l^{2}$-error, we observe that the numerical convergence orders vary from 3.75 to 4.29 , which agrees very well with the theoretical order for all zooms. We can also see that the convergence order rises up to $\zeta=5$ and then declines again, so $\zeta \approx 5$ seems to be the best choice. The lowest relative $l^{2}$-error is always obtained when using $\zeta=10$.

A more useful error in practice is probably the $l^{\infty}$-error, as it shows the highest difference between the reference solution and the approximation. When looking at Figure 2.4 we see that the $l^{\infty}$-error and the $l^{2}$-error have a very similar behaviour. The convergence orders vary from 3.00 to 4.20 , again having the best order for $\zeta \approx 5$. When using the finest grid the error for $\zeta=5$ and $\zeta=10$ are almost identical, but with rougher grids the error with $\zeta=10$ is again clearly the smallest. For both error plots we observe that the zoom has its biggest impact when looking at a rough grid, because the error then decreases significantly with an increasing zoom. The high-order compact discretisations have significantly lower error values and higher convergence orders when comparing them to the standard discretisation. Overall, choosing $\zeta \approx 5$ for the Heston-Hull-White model ( $\rho=0$ ) seems to be the best choice with respect to the convergence order.

In Figures 2.5 and 2.6 we plot the relative $l^{2}$ - and $l^{\infty}$-error for a European Put option in the Heston model with $\rho=-0.1$. This means that the theoretical consistency order is only two, see equation (2.33). We observe in Figure 2.5 that the relative $l^{2}$-error varies between 3.40 and 4.14. These values are far above the theoretical consistency order. In fact, using the Version 3 discretisation scheme we obtain a convergence order close to the order using the Heston-Hull-White model. The order of the relative $l^{2}$-error is again rising


Figure 2.5: Relative $l^{2}$-error Heston model, Figure 2.6: Absolute $l^{\infty}$-error Heston model, $\rho=-0.1$
up to $\zeta=5$ and declining afterwards, but has its lowest values when using $\zeta=10$. The $l^{\infty}$ error in Figure 2.6 behaves similar to the $l^{\infty}$-error in the Heston-Hull-White model. Here the convergence order values vary between 3.00 and 4.09 , having its highest value for $\zeta=5$. With the finest grid the difference of the error when using $\zeta=10$ and using $\zeta=5$ is again very slim. The biggest impact of increasing the zoom in either error plot can be again seen when having a rough grid, since increasing the zooming leads to significantly lower errors in this case. Similarly as in the Heston-Hull-White model the convergence order results are best when choosing $\zeta=5$. For both errors we can again see that the essentially high-order compact discretisations have significantly lower error values and higher convergence orders than the standard discretisation.


Figure 2.7: Relative $l^{2}$-error Heston model, Figure 2.8: Absolute $l^{\infty}$-error Heston model, $\rho=-0.4$

Figures 2.7 and 2.8 show the relative $l^{2}$ - and $l^{\infty}$-error for an European Put option in the Heston model with $\rho=-0.4$. The theoretical consistency orders of the errors are again
two. In Figure 2.7 we can see that the convergence order for the relative $l^{2}$-error varies from 2.92 to 3.84 , which is again significantly higher than the theoretical order. The convergence order deteriorates slightly for smaller values of $\rho$, but is still an order better than for the standard discretisation. As expected, the best convergence order, which is still very close to four, is achieved when using $\zeta=5$. From Figure 2.8 we find that for the $l^{\infty}$-error the convergence order gets lower with lowering the value of $\rho$. The convergence orders vary from 2.98 to 3.86 , where $\zeta=5$ leads again to the highest value, which is still close to four and thus highly above the theoretical value of the consistency error order. As in the two previous cases the zoom has his highest strengths for the relative $l^{2}$-error as well as for the $l^{\infty}$-error when using a very rough grid. For both the relative $l^{2}$-error and the $l^{\infty}$-error we can again see that the essentially high-order compact schemes have significantly lower error values and higher convergence orders than the standard discretisation.

From Figures 2.3 to 2.8 we recover the numerical observation given in Section 2.5.2 and can confirm that Version 3 leads to a high-order compact scheme.

For all of the discussed European Put options, the best results for the convergence order is obtained when using $\zeta=5$. This value seems to give a good balance between the error around $K$ and the other regions for the zoom. Even though the scheme has a theoretical consistency order equal to four only for the Heston-Hull-White model ( $\rho=0$ ), the application showed that we achieve a numerical convergence order close to four for the Heston model with $\rho \neq 0$ as well.

We now consider the case of European Power Put options in the Heston model. The only difference to a plain vanilla European Put is that the final condition is taken to the power $p$, see (2.50), which yields to (2.62) after transformation. The grid was shifted in a similar manner as above, avoiding $x_{k}$ as a grid point.

It can be clearly seen that in Figures 2.9 and 2.10, denoting the relative $l^{2}$-error in the cases $\rho=0$ and $\rho=-0.4$ with $p=2$, the lines in the log-log plots are much closer to straight lines than in the cases of the vanilla Put options with $p=1$. This can be explained with the initial condition of the transformed problem being smoother. The convergence orders of the relative $l^{2}$-errors range from 3.85 to 4.08 for the Heston-Hull-White ( $\rho=0$ ) Power Put with power $p=2$ and from 3.22 to 3.40 for the Power Put in the Heston model with $\rho=-0.4$, where the orders are increasing with increasing zoom strength. The differences of about 0.6 between the orders in the Heston model with $\rho=0$ and $\rho=-0.4$ is not very large considering the difference of the theoretical orders. The convergence order

for $\rho=-0.4$ is again far beyond its theoretical order of two. The standard discretisation is significantly outperformed by the high-order compact schemes for $\rho=0$ as well as the essentially high-order compact discretisations for $\rho=-0.4$ in terms of error values and convergence orders.


Figure 2.11: Relative $l^{2}$-error Power Put He- Figure 2.12: Relative $l^{2}$-error Power Put Heston model, $\rho=0, p=3$

ston model, $\rho=-0.4, p=3$

In Figures 2.11 and 2.12 we can see the convergence orders in the Heston-Hull-White model $(\rho=0)$ and the Heston model with $\rho=-0.4$ when $p=3$. The differences between the plots are not as big as the theoretical consistency error order may indicate. Even though in the Heston model with $\rho=-0.4$ the scheme has a theoretical consistency error of order two, it produces a convergence order from 3.50 to 3.69 depending on the zoom strength $\zeta$, whereas the orders in the Heston-Hull-White model with $\rho=0$, where we have a theoretical consistency order of four, vary from 4.04 to 4.10. In both situations the standard discretisation is outperformed in terms of convergence order and error values.

### 2.6.3 Numerical stability study

In the particular case of a uniform grid, i.e. $\varphi(x)=x$, the scheme developed here reduces to the high-order compact scheme presented in [DF12a], where unconditional (von Neumann) stability [Str04] is proved for $\rho=0$. An additional stability analysis performed in [DF12b] suggests that the scheme is also unconditionally stable for general choice of parameters. For the present scheme on a non-uniform grid, a similar von Neumann analysis, analytical or numerical, appears to be out of reach as the expression for the amplification factor is formidable and consists of high-order polynomials in a two-digit number of variables. To validate the stability of the scheme for general parameters we perform additional numerical stability tests. We remark that in our numerical experiments we observe a stable behaviour throughout.

We compute numerical solutions for varying values of the parabolic mesh ratio $c=$ $\Delta \tau / h^{2}$ and mesh width $h$. Plotting the associated relative $l^{2}$-norm errors in the plane should allow us to detect stability restrictions depending on $c$ or show us oscillations that occur for high cell Reynolds number (large $h$ ). This approach for a numerical stability study was also used in [DF12a, DFJ03].

We show results for the European Put option in the Heston Model only, since the Power Puts only differ in the initial conditions and give similar results. For our stability plots we use $c=k / 10$ with $k=1, \ldots, 10$, and a descending sequence of grid points in $x$-direction, starting with six grid points (since $x \in[0,1]$, it follows that $h \leq 0.2$ ), and doubling the number of points (halving $h$ ) in each step. The zoom parameter $\zeta=5$ is used.


Figure 2.13: Stability plot of the relative $l^{2}$ - Figure 2.14: Stability plot of the relative $l^{2}$ error for $\rho=0$

Figures 2.13 and 2.14 show the stability plots for the Heston-Hull-White model $(\rho=0)$ and for the Heston model with $\rho=-0.4$. We observe that the influence of the parabolic mesh ratio $c$ on the relative $l^{2}$-error is only marginal and the relative error does not exceed
$8 \times 10^{-4}$ as a value for both stability plots. We can infer that there does not seem to be a stability condition on $c$ for either situation. For increasing values of $h$, which also result in a higher cell Reynolds number, the error grows only gradually, and no oscillations in the numerical solutions occur. The stability plot for the Heston model with $\rho=-0.1$ looks similar and does not indicate any conditions on $c$ or $h$ either.

### 2.7 Summary

In this chapter we have presented a new essentially high-order compact finite difference schemes to approximate the solution of the linear parabolic partial differential equation

$$
d u_{\tau}+a_{1} u_{x_{1} x_{1}}+a_{2} u_{x_{2} x_{2}}+b_{12} u_{x_{1} x_{2}}+c_{1} u_{x_{1}}+c_{2} u_{x_{2}}=0 \quad \in \Omega \times \Omega_{\tau}
$$

with initial conditions $u\left(x_{1}, x_{2}, 0\right)$, where $\Omega \subset \mathbb{R}^{2}$ is of rectangular shape and $\left.\left.\Omega_{\tau}=\right] 0, \tau_{\text {max }}\right]$, see (2.1). Additionally, $a_{i}=a_{i}\left(x_{1}, x_{2}, \tau\right)<0, b_{12}=b_{12}\left(x_{1}, x_{2}, \tau\right), c_{i}=c\left(x_{1}, x_{2}, \tau\right)$, $d=d(x, y, \tau)$ and $u=u(x, y, \tau)$ are functions from $\Omega \times \mathbb{R}_{\geq 0}$ to $\mathbb{R}$. We introduce four discrete schemes of the form

$$
\sum_{\hat{x} \in G_{h}^{(2)}}\left[M_{x}(\hat{x}, \tau) \partial_{\tau} U_{i_{1}, i_{2}}(\tau)+K_{x}(\hat{x}, \tau) U_{i_{1}, i_{2}}(\tau)\right]=g(x, \tau)+R_{2}+\mathcal{O}\left(h^{4}\right),
$$

where $G_{h}^{(2)}$ is a uniform grid on $\Omega$, see (13). The second order remainder terms are given by

$$
R_{2}:=\frac{a_{1}\left(a_{2}\left(\Delta x_{1}\right)^{2}-a_{1}\left(\Delta x_{2}\right)^{2}\right)}{12 a_{2}} \frac{\partial^{4} u}{\partial x_{1}^{4}}
$$

for Version 1,

$$
R_{2}:=\frac{a_{2}\left(a_{1}\left(\Delta x_{2}\right)^{2}-a_{2}\left(\Delta x_{1}\right)^{2}\right)}{12 a_{1}} \frac{\partial^{4} u}{\partial x_{2}^{4}}
$$

for Version 2,

$$
R_{2}:=\frac{b_{12}\left(a_{1}\left(\Delta x_{2}\right)^{2}-a_{2}\left(\Delta x_{1}\right)^{2}\right)}{12 a_{2}} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}
$$

for Version 3 and

$$
R_{2}:=\frac{b_{12}\left(a_{2}\left(\Delta x_{1}\right)^{2}-a_{1}\left(\Delta x_{2}\right)^{2}\right)}{12 a_{1}} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}
$$

for Version 4, compare (2.18), (2.26), (2.34) and (2.42). These remainder terms show that it is possible to achieve a high-order compact scheme if

$$
a_{1}=\frac{\left(\Delta x_{1}\right)^{2}}{\left(\Delta x_{2}\right)^{2}} a_{2} \quad \text { or } \quad b_{12}=0
$$

We apply these schemes to option pricing under stochastic volatility on non-uniform grids. The resulting schemes are fourth-order accurate in space and second-order accurate in time for vanishing correlation. In our numerical convergence study we obtain high-order numerical convergence also for non-zero correlation and non-smooth pay-offs which are typical in option pricing. In all numerical experiments a comparative standard secondorder discretisation is significantly outperformed. We have conducted a numerical stability study which seems to indicate unconditional stability of the scheme. In our numerical experiments we observe a stable behaviour for all choices of parameters.

## Chapter 3

## High-order compact schemes in multiple space dimensions

In this chapter we derive a high-order compact scheme for a general linear partial differential equation with multi-dimensional spatial domain. The spatial domain is of an cubical shape. We start by setting the problem, the discretisation of the space and a discretisation of the derivatives appearing in the partial differential equation. Then auxiliary equations for higher derivatives are calculated, with which it is possible to derive conditions on the coefficients on the partial differential equation for a high-order compact scheme. We derive semi-discrete high-order compact schemes for the dimensions two and three and apply Crank-Nicolson-type time discretisation, see for example [Str04, Wil98]. A thorough von Neumann stability analysis [Str04] is performed for frozen coefficients and vanishing mixedderivative terms and partial stability results are given for non-vanishing mixed-derivatives. The multi-dimensional Black-Scholes model is chosen as application. Necessary transformations of the differential equation of this model are performed in order to satisfy the conditions for achieving a high-order compact scheme. The boundary conditions for the resulting differential equation are examined and finally results of numerical experiments are discussed.

### 3.1 Partial differential equation in an n-dimensional spatial domain

This section is concerned with a parabolic differential equation with mixed derivative terms in $n$ spatial dimensions, see Definition 12. When normalising in terms of $u_{\tau}$, so using $d=1$
in (1.8), the partial differential equation is given by

$$
\begin{equation*}
u_{\tau}+\sum_{i=1}^{n} a_{i} \frac{\partial^{2} u}{\partial x_{i}^{2}}+\sum_{\substack{i, j=1 \\ i<j}}^{n} b_{i j} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} c_{i} \frac{\partial u}{\partial x_{i}}=g \quad \text { in } \Omega \times \Omega_{\tau} \tag{3.1}
\end{equation*}
$$

with initial condition $u_{0}=u\left(x_{1}, \ldots x_{n}, 0\right)$, where $a_{i}=a_{i}\left(x_{1}, \ldots x_{n}, \tau\right)<0, b_{i j}=b_{i j}\left(x_{1}, \ldots x_{n}, \tau\right)$, $c_{i}=c_{i}\left(x_{1}, \ldots x_{n}, \tau\right)$ and $g=g\left(x_{1}, \ldots x_{n}, \tau\right)$ are functions from $\Omega \times \Omega_{\tau}$ to $\mathbb{R}$ for $i, j \in$ $\{1, \ldots, n\}$ and $i \neq j$. The spatial domain $\Omega \subset \mathbb{R}^{n}$ is of $n$-dimensional cubical shape, so $\Omega=\Omega_{1} \times \ldots \times \Omega_{n}$ and $x_{i} \in \Omega_{i}=\left[x_{\min }^{(i)}, x_{\max }^{(i)}\right], x_{\min }^{(i)}<x_{\max }^{(i)}$ and $x_{\min }^{(i)}, x_{\max }^{(i)} \in \mathbb{R}$ for $i \in\{1, \ldots, n\}$. The domain in time is given by $\left.\left.\Omega_{\tau}=\right] 0, \tau_{\max }\right]$ with $\tau_{\max }>0$. The functions $a(\cdot, \tau), b(\cdot, \tau), c(\cdot, \tau)$ and $g(\cdot, \tau)$ are assumed to be in $C^{2}(\Omega)$ for any $\tau \in \Omega_{\tau}, u(\cdot, \tau) \in C^{6}(\Omega)$ and $u$ is assumed to be differentiable in respect to $\tau$ in order to be able to achieve a high order compact scheme. Introducing $f:=-u_{\tau}+g$ we can rewrite (3.1) as

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i} \frac{\partial^{2} u}{\partial x_{i}^{2}}+\sum_{\substack{i, j=1 \\ i<j}}^{n} b_{i j} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} c_{i} \frac{\partial u}{\partial x_{i}}=f . \tag{3.2}
\end{equation*}
$$

### 3.1.1 Central difference approximation

We start by defining a grid on $\Omega$,

$$
\begin{equation*}
G^{(n)}:=\left\{\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) \in \Omega \mid x_{i_{k}}=x_{\min }^{(k)}+i_{k} \Delta x_{k}, 0 \leq i_{k} \leq N_{k}-1 \text { for } k=1, \ldots, n\right\}, \tag{3.3}
\end{equation*}
$$

where $\Delta x_{k}=\frac{x_{\max }^{(k)}-x_{\text {min }}^{(k)}}{N_{k}-1}>0$ are the stepsizes in the $k$-th direction with $N_{k} \in \mathbb{N}$ for $k=1, \ldots, n$. With $\stackrel{\circ}{G}^{(n)}$ we denote the interior of $G^{(n)}$. On this grid we denote with $U_{i_{1}, \ldots, i_{n}}$ the discrete approximation of the continuous solution $u$ at the point $\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) \in G^{(n)}$ at time $\tau \in \Omega_{\tau}$. Using the central difference quotient $D_{k}^{c}$ in $x_{k}$-direction we get

$$
\begin{align*}
\frac{\partial^{2} u}{\partial x_{k}^{2}}= & D_{k}^{c} D_{k}^{c} U_{i_{1}, \ldots, i_{n}}-\frac{\left(\Delta x_{k}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{k}^{4}}+\mathcal{O}\left(\left(\Delta x_{k}\right)^{4}\right), \\
\frac{\partial u}{\partial x_{k}}= & D_{k}^{c} U_{i_{1}, \ldots, i_{n}}-\frac{\left(\Delta x_{k}\right)^{2}}{6} \frac{\partial^{3} u}{\partial x_{k}^{3}}+\mathcal{O}\left(\left(\Delta x_{k}\right)^{4}\right),  \tag{3.4}\\
\frac{\partial^{2} u}{\partial x_{k} \partial x_{p}}= & D_{k}^{c} D_{p}^{c} U_{i_{1}, \ldots, i_{n}}-\frac{\left(\Delta x_{k}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{k}^{3} \partial x_{p}}-\frac{\left(\Delta x_{p}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{k} \partial x_{p}^{3}}+\mathcal{O}\left(\left(\Delta x_{k}\right)^{4}\right) \\
& +\mathcal{O}\left(\left(\Delta x_{k}\right)^{2}\left(\Delta x_{p}\right)^{2}\right)+\mathcal{O}\left(\left(\Delta x_{p}\right)^{4}\right)+\mathcal{O}\left(\frac{\left(\Delta x_{k}\right)^{6}}{\Delta x_{p}}\right),
\end{align*}
$$

for $k, p \in\{1, \ldots, n\}$ and $k \neq p$ on the gridpoints $\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) \in \stackrel{\circ}{G}^{(n)}$. The error terms contain derivatives of $u$ up to sixth order, thus we require $u(\cdot, \tau) \in C^{6}(\Omega)$ for all $\tau \in \Omega_{\tau}$. Using the discretisations given in (3.4) on (3.2) gives

$$
\begin{align*}
f= & \sum_{i=1}^{n} a_{i} D_{i}^{c} D_{i}^{c} u+\sum_{\substack{i, j=1 \\
i<j}}^{n} b_{i j} D_{i}^{c} D_{j}^{c} u+\sum_{i=1}^{n} c_{i} D_{i}^{c} u-\sum_{i=1}^{n} \frac{a_{i}\left(\Delta x_{i}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{i}^{4}}  \tag{3.5}\\
& -\sum_{\substack{i, j=1 \\
i<j}}^{n} b_{i j}\left[\frac{\left(\Delta x_{i}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{i}^{3} \partial x_{j}}+\frac{\left(\Delta x_{j}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{i} \partial x_{j}^{3}}\right]-\sum_{i=1}^{n} \frac{c_{i}\left(\Delta x_{i}\right)^{2}}{6} \frac{\partial^{3} u}{\partial x_{i}^{3}}+\varepsilon
\end{align*}
$$

where $\varepsilon \in \mathcal{O}\left(h^{4}\right)$ if $\Delta x_{i} \in \mathcal{O}(h)$ for $i=1, \ldots, n$ for a stepsize $h$. If the consistency error is in $\mathcal{O}\left(h^{4}\right)$ for these specific stepsizes, we call the scheme high-order. In order to achieve a high-order scheme we have to find a second-order discretisation of the derivatives $\frac{\partial^{3} u}{\partial x_{i}^{3}}, \frac{\partial^{4} u}{\partial x_{i}^{4}}$ and $\frac{\partial^{4} u}{\partial x_{i}^{3} \partial x_{j}}$ for $i, j \in\{1, \ldots, n\}$ with $i \neq j$. We call the scheme high-order compact, if we can do this using only the points from the compact stencil for $x=\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) \in \stackrel{\circ}{G}^{(n)}$. Recall from (1.14) that with $U_{i_{1}, \ldots, i_{n}} \approx u\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)$, we have

$$
\hat{U}(\hat{x})=\left\{U_{i_{1}+k_{1}, \ldots, i_{n}+k_{n}} \mid k_{m} \in\{-1,0,1\} \text { for } m=1, \ldots, n\right\} \subset G^{(n)}
$$

as the compact stencil. In Figure 3.1 we can see the two-dimensional compact stencil.


Figure 3.1: Compact stencil in two dimensions

### 3.2 Auxiliary relations for higher derivatives

In this section we calculate auxiliary relations for the higher derivatives appearing in (3.5). These relations for the higher derivatives can be calculated by differentiating (3.2). In
doing so no additional error is introduced. Differentiating equation (3.2) with respect to $x_{k}$ and writing $\frac{\partial^{3} u}{\partial x_{k}^{3}}$ as subject leads to

$$
\begin{align*}
\frac{\partial u}{\partial x_{k}^{3}}= & -\sum_{\substack{i=1 \\
i \neq k}}^{n} \frac{a_{i}}{a_{k}} \frac{\partial^{3} u}{\partial x_{i}^{2} \partial x_{k}}-\sum_{\substack{i=1 \\
i \neq k}}^{n} \frac{\left[a_{i}\right]_{x_{k}}}{a_{k}} \frac{\partial^{2} u}{\partial x_{i}}-\frac{\left[a_{k}\right]_{x_{k}}}{a_{k}} \frac{\partial^{2} u}{\partial x_{k}}-\sum_{\substack{i, j=1 \\
i<j}}^{n} \frac{b_{i j}}{a_{k}} \frac{\partial^{3} u}{\partial x_{i} \partial x_{j} \partial x_{k}} \\
& -\sum_{\substack{i, j=1 \\
i<j}}^{n} \frac{\left[b_{i j}\right]_{x_{k}}}{a_{k}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}-\sum_{i=1}^{n} \frac{c_{i}}{a_{k}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{k}}-\sum_{i=1}^{n} \frac{\left[c_{i}\right]_{x_{k}}}{a_{k}} \frac{\partial u}{\partial x_{i}}+\frac{1}{a_{k}} \frac{\partial f}{\partial x_{k}}=: A_{k} \tag{3.6}
\end{align*}
$$

for $k=1, \ldots, n$, where $[\cdot]_{x_{k}}$ denotes the first derivative in respect to $x_{k}$. The relation for $A_{k}$ can be discretised using the central difference operator with consistency order two on the compact stencil, as all derivatives of $u$ in the above equation are only differentiated up to twice in each direction. As an example we examine the two-dimensional case, where we have

with $\epsilon \in \mathcal{O}\left(h^{2}\right)$ if $\Delta x_{1}, \Delta x_{2} \in \mathcal{O}(h)$, and the values on the right hand side are the coefficients of the compact grid, the positioning being according to Figure 3.1. When we differentiate (3.2) twice with respect to $x_{k}$ and write $\frac{\partial^{4} u}{\partial x_{k}^{4}}$ as subject, we obtain

$$
\begin{align*}
\frac{\partial^{4} u}{\partial x_{k}^{4}}= & -\sum_{\substack{i=1 \\
i \neq k}}^{n}\left[\frac{a_{i}}{a_{k}} \frac{\partial^{4} u}{\partial x_{i}^{2} \partial x_{k}^{2}}+\frac{2\left[a_{i}\right]_{x_{k}}}{a_{k}} \frac{\partial^{3} u}{\partial x_{i}^{2} \partial x_{k}}+\frac{\left[a_{i}\right]_{x_{k} x_{k}}}{a_{k}} \frac{\partial^{2} u}{\partial x_{i}^{2}}\right]-\frac{2\left[a_{k}\right]_{x_{k}}}{a_{k}} \frac{\partial^{3} u}{\partial x_{k}^{3}}-\frac{\left[a_{k}\right]_{x_{k} x_{k}}}{a_{k}} \frac{\partial^{2} u}{\partial x_{k}^{2}} \\
& -\sum_{\substack{i, j=1 \\
i<j \\
i, j \neq k}}^{n}\left[\frac{b_{i j}}{a_{k}} \frac{\partial^{4} u}{\partial x_{i} \partial x_{j} \partial x_{k}^{2}}+\frac{2\left[b_{i j}\right]_{x_{k}}}{a_{k}} \frac{\partial^{3} u}{\partial x_{i} \partial x_{j} \partial x_{k}}+\frac{\left[b_{i j}\right]_{x_{k} x_{k}}}{a_{k}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}\right] \\
& -\sum_{i=1}^{k-1} \frac{b_{i k}}{a_{k}} \frac{\partial^{4} u}{\partial x_{i} \partial x_{k}^{3}}-\sum_{i=1}^{k-1}\left[\frac{2\left[b_{i k}\right]_{x_{k}}}{a_{k}} \frac{\partial^{3} u}{\partial x_{i} \partial x_{k}^{2}}+\frac{\left[b_{i k}\right]_{x_{k} x_{k}}}{a_{k}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{k}}\right] \\
& -\sum_{j=k+1}^{n} \frac{b_{k j}}{a_{k}} \frac{\partial^{4} u}{\partial x_{j} \partial x_{k}^{3}}-\sum_{j=k+1}^{n}\left[\frac{2\left[b_{k j}\right]_{x_{k}}}{a_{k}} \frac{\partial^{3} u}{\partial x_{j} \partial x_{k}^{2}}+\frac{\left[b_{k j}\right]_{x_{k} x_{k}}}{a_{k}} \frac{\partial^{2} u}{\partial x_{j} \partial x_{k}}\right]  \tag{3.7}\\
& -\sum_{i=1}^{n}\left[\frac{c_{i}}{a_{k}} \frac{\partial^{3} u}{\partial x_{i} \partial x_{k}^{2}}+\frac{2\left[c_{i}\right]_{x_{k}}}{a_{k}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{k}}+\frac{\left[c_{i}\right]_{x_{k} x_{k}}}{a_{k}} \frac{\partial u}{\partial x_{i}}\right]+\frac{1}{a_{k}} \frac{\partial^{2} f}{\partial x_{k}^{2}}
\end{align*}
$$

$$
=: B_{k}-\sum_{i=1}^{k-1} \frac{b_{i k}}{a_{k}} \frac{\partial^{4} u}{\partial x_{i} \partial x_{k}^{3}}-\sum_{j=k+1}^{n} \frac{b_{k j}}{a_{k}} \frac{\partial^{4} u}{\partial x_{j} \partial x_{k}^{3}},
$$

where $[\cdot]_{x_{k} x_{k}}$ denotes the second derivative in $x_{k}$-direction. We can discretise $B_{k}$ with second order consistency on the compact stencil, when using the central difference operator and the auxiliary relations for $A_{k}$ in (3.6) for $k=1, \ldots, n$. Differentiating equation (3.2) once with respect to $x_{k}$ and once with respect to $x_{p}$ leads to

$$
\begin{aligned}
& a_{k} \frac{\partial^{4} u}{\partial x_{k}^{3} \partial x_{p}}+a_{p} \frac{\partial^{4} u}{\partial x_{k} \partial x_{p}^{3}} \\
= & -\sum_{\substack{i=1 \\
i \neq k, p}}^{n}\left[a_{i} \frac{\partial^{4} u}{\partial x_{i}^{2} \partial x_{k} \partial x_{p}}+\left[a_{i}\right]_{x_{k}} \frac{\partial^{3} u}{\partial x_{i}^{2} \partial x_{p}}+\left[a_{i}\right]_{x_{p}} \frac{\partial^{3} u}{\partial x_{i}^{2} \partial x_{k}}+\left[a_{i}\right]_{x_{k} x_{p}} \frac{\partial^{2} u}{\partial x_{i}^{2}}\right]-\left[a_{p}\right]_{x_{k}} \frac{\partial^{3} u}{\partial x_{p}^{3}} \\
& -\left[a_{p}\right]_{x_{p}} \frac{\partial^{3} u}{\partial x_{p}^{2} \partial x_{k}}-\left[a_{p}\right]_{x_{k} x_{p}} \frac{\partial^{2} u}{\partial x_{p}^{2}}-\left[a_{k}\right]_{x_{k}} \frac{\partial^{3} u}{\partial x_{k}^{2} \partial x_{p}}-\left[a_{k}\right]_{x_{p}} \frac{\partial^{3} u}{\partial x_{k}^{3}}-\left[a_{k}\right]_{x_{k} x_{p}} \frac{\partial^{2} u}{\partial x_{k}^{2}} \\
& -\sum_{i, j=1}^{n}\left[b_{i j} \frac{\partial^{4} u}{\partial x_{i} \partial x_{j} \partial x_{k} \partial x_{p}}+\left[b_{i j}\right]_{x_{k}} \frac{\partial^{3} u}{\partial x_{i} \partial x_{j} \partial x_{p}}+\left[b_{i j}\right]_{x_{p}} \frac{\partial^{3} u}{\partial x_{i} \partial x_{j} \partial x_{k}}+\left[b_{i j}\right]_{x_{k} x_{p}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}\right] \\
& -\sum_{i=1}^{n}\left[c_{i} \frac{\partial^{3} u}{\partial x_{i} \partial x_{k} \partial x_{p}}+\left[c_{i}\right]_{x_{k}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{p}}+\left[c_{i}\right]_{x_{p}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{k}}+\left[c_{i}\right]_{x_{k} x_{p}} \frac{\partial u}{\partial x_{i}}\right]+\frac{\partial^{2} f}{\partial x_{k} \partial x_{p}}=: C_{k p},
\end{aligned}
$$

where $C_{k p}$ can be discretised on the compact stencil using $A_{k}$ and $A_{p}$, as defined in equation (3.6), and the central difference operator for $k, p=1, \ldots, n$ with $k \neq p$. We get

$$
\begin{equation*}
\frac{\partial^{4} u}{\partial x_{k}^{3} \partial x_{p}}=\frac{C_{k p}}{a_{k}}-\frac{a_{p}}{a_{k}} \frac{\partial^{4} u}{\partial x_{k} \partial x_{p}^{3}} . \tag{3.8}
\end{equation*}
$$

### 3.3 Conditions for achieving a high-order compact scheme

In this section we derive conditions on the coefficients of the partial differential equation (3.1) under which a high-order compact (HOC) scheme is achievable. This means that we only want to use points of the $n$-dimensional compact stencil for discretisation and achieve a fourth-order scheme for $\Delta x_{i} \in \mathcal{O}(h)$ for $j=1, \ldots, n$ for a given stepsize $h$. Using equations (3.6) and (3.7) in (3.5) leads to

$$
\begin{aligned}
f= & +\sum_{i=1}^{n} a_{i} D_{i}^{c} D_{i}^{c} u+\sum_{\substack{i, j=1 \\
i<j}}^{n} b_{i j} D_{i}^{c} D_{j}^{c} u+\sum_{i=1}^{n} c_{i} D_{i}^{c} u-\sum_{i=1}^{n} \frac{a_{i}\left(\Delta x_{i}\right)^{2} B_{i}}{12} \\
& +\sum_{k=1}^{n} \sum_{i=1}^{k-1} \frac{b_{i k}\left(\Delta x_{k}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{i} \partial x_{k}^{3}}+\sum_{k=1}^{n} \sum_{j=k+1}^{n} \frac{b_{k j}\left(\Delta x_{k}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{j} \partial x_{k}^{3}}
\end{aligned}
$$

$$
\begin{aligned}
& -\sum_{\substack{i, j=1 \\
i<j}}^{n} b_{i j}\left[\frac{\left(\Delta x_{i}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{i}^{3} \partial x_{j}}+\frac{\left(\Delta x_{j}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{i} \partial x_{j}^{3}}\right]-\sum_{i=1}^{n} \frac{c_{i}\left(\Delta x_{i}\right)^{2} A_{i}}{6} \\
= & \sum_{i=1}^{n} a_{i} D_{i}^{c} D_{i}^{c} u+\sum_{\substack{i, j=1 \\
i<j}}^{n} b_{i j} D_{i}^{c} D_{j}^{c} u+\sum_{i=1}^{n} c_{i} D_{i}^{c} u-\sum_{i=1}^{n} \frac{a_{i}\left(\Delta x_{i}\right)^{2} B_{i}}{12} \\
& +\sum_{\substack{i, k=1 \\
i<k}}^{n} \frac{b_{i k}\left(\Delta x_{k}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{i} \partial x_{k}^{3}}+\sum_{\substack{j, k=1 \\
k<j}}^{n} \frac{b_{k j}\left(\Delta x_{k}\right)^{2}}{12} \frac{\partial^{4} u}{\partial x_{j} \partial x_{k}^{3}} \\
& -\sum_{\substack{i, j=1 \\
i<j}}^{n} b_{i j}\left[\frac{\left(\Delta x_{i}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{i}^{3} \partial x_{j}}+\frac{\left(\Delta x_{j}\right)^{2}}{6} \frac{\partial^{4} u}{\partial x_{i} \partial x_{j}^{3}}\right]-\sum_{i=1}^{n} \frac{c_{i}\left(\Delta x_{i}\right)^{2} A_{i}}{6}+\varepsilon,
\end{aligned}
$$

and thus

$$
\begin{aligned}
f= & \sum_{i=1}^{n} a_{i} D_{i}^{c} D_{i}^{c} u+\sum_{\substack{i, j=1 \\
i<j}}^{n} b_{i j} D_{i}^{c} D_{j}^{c} u+\sum_{i=1}^{n} c_{i} D_{i}^{c} u-\sum_{i=1}^{n} \frac{a_{i}\left(\Delta x_{i}\right)^{2} B_{i}}{12} \\
& -\sum_{\substack{i, j=1 \\
i<j}}^{n} \frac{b_{i j}}{12}\left[\left(\Delta x_{i}\right)^{2} \frac{\partial^{4} u}{\partial x_{i}^{3} \partial x_{j}}+\left(\Delta x_{j}\right)^{2} \frac{\partial^{4} u}{\partial x_{i} \partial x_{j}^{3}}\right]-\sum_{i=1}^{n} \frac{c_{i}\left(\Delta x_{i}\right)^{2} A_{i}}{6}+\varepsilon .
\end{aligned}
$$

Applying (3.8) then gives

$$
\begin{align*}
f= & \sum_{i=1}^{n} a_{i} D_{i}^{c} D_{i}^{c} u+\sum_{\substack{i, j=1 \\
i<j}}^{n} b_{i j} D_{i}^{c} D_{j}^{c} u+\sum_{i=1}^{n} c_{i} D_{i}^{c} u-\sum_{i=1}^{n} \frac{a_{i}\left(\Delta x_{i}\right)^{2} B_{i}}{12}+\varepsilon \\
& -\sum_{\substack{i, j=1 \\
i<j}}^{n} \frac{b_{i j}\left(\Delta x_{i}\right)^{2} C_{i j}}{12 a_{i}}-\sum_{\substack{i, j=1 \\
i<j}}^{n} \frac{b_{i j}}{6} \frac{\partial^{4} u}{\partial x_{i} \partial x_{j}^{3}}\left[\left(\Delta x_{j}\right)^{2}-\frac{a_{j}\left(\Delta x_{i}\right)^{2}}{a_{i}}\right]-\sum_{i=1}^{n} \frac{c_{i}\left(\Delta x_{i}\right)^{2} A_{i}}{6}, \tag{3.9}
\end{align*}
$$

where $\varepsilon \in \mathcal{O}\left(h^{4}\right)$, if $\Delta x_{i} \in \mathcal{O}(h)$ for $i=1, \ldots, n$ for the stepsize $h$. From this we can conclude that in order to achieve a HOC scheme, we need either

$$
\begin{equation*}
b_{i j}=0 \quad \text { or } \quad\left(\Delta x_{j}\right)^{2}=\frac{a_{j}\left(\Delta x_{i}\right)^{2}}{a_{i}} \tag{3.10}
\end{equation*}
$$

for all $i, j \in\{1, \ldots, n\}$ with $i \neq j$. This means that in the case $b_{i, j} \equiv 0$ for all $i, j \in 1, \ldots, n$, it is possible to choose the stepsize of the discretisations of the different dimensions of the spatial domain completely free, whereas in the other possible cases for a HOC scheme there are interdependencies for at least some stepsizes in the discretisation process.

### 3.4 System matrices for the semi-discrete general case

In this section we present the semi-discrete high-order compact schemes for (3.1) for the cases $a_{i} \equiv a$ for $i=1, \ldots n$ in spatial dimensions $n=2,3$. We consider this in cases where the cross derivatives do not vanish. We observe from the conditions in (3.10) that $\Delta x_{i}=h$ for $i=1, \ldots n$ has to be satisfied. Thus we define, analogously to (3.3), the grid

$$
\begin{equation*}
G_{h}^{(n)}:=\left\{\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) \in \Omega \mid x_{i_{k}}=x_{\min }^{(k)}+i_{k} h, 0 \leq i_{k} \leq N_{k}-1 \text { for } k=1, \ldots, n\right\} \tag{3.11}
\end{equation*}
$$

where $h>0$ and $N_{k} \in \mathbb{N}$ and $x_{\max }^{(k)}=x_{\min }^{(k)}+\left(N_{k}-1\right) h$ for $k=1, \ldots, n$. With $\stackrel{\circ}{G}_{h}^{(n)}$, we denote the interior of $G_{h}^{(n)}$. Our goal for this section is to derive the semi-discrete schemes of the form

$$
\begin{equation*}
\sum_{\hat{x} \in G_{h}^{(n)}}\left[M_{x}(\hat{x}, \tau) \partial_{\tau} U_{i_{1}, \ldots, i_{n}}(\tau)+K_{x}(\hat{x}, \tau) U_{i_{1}, \ldots, i_{n}}(\tau)\right]=\tilde{g}(x, \tau), \tag{3.12}
\end{equation*}
$$

at time $\tau$ for each point $x \in \stackrel{\circ}{G}_{h}^{(n)}$, where the function $\tilde{g}: \stackrel{\circ}{G}_{h}^{(n)} \times \Omega_{\tau} \rightarrow \mathbb{R}$ depends on the function $d$ given in (3.1).

### 3.4.1 Semi-discrete two-dimensional scheme

In this section we derive the high-order compact discretisation of (3.1) in spatial dimension $n=2$. In order to achieve a HOC scheme, we assume that the coefficients of the partial differential equation (3.1) fulfil $a=a_{1} \equiv a_{2}$ with $\Delta x_{1}=\Delta x_{2}$. Using this assumption, the coefficients satisfy the necessary conditions given in (3.10) for a high-order scheme. Using the central difference operator in (3.9), where the auxiliary relations $(3.6),(3.7)$ and (3.8) have already been employed, we consider the point $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\stackrel{\circ}{G}}{h}$ (2) and time $\tau \in \Omega_{\tau}$. This leads to

$$
\begin{align*}
\hat{K}_{i_{1}, i_{2}}= & -\frac{b_{12}[a]_{x_{1} x_{2}}}{3 a}-\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{6 a}+\frac{b_{12}[a]_{x_{2}} c_{1}}{6 a^{2}}+\frac{2 b_{12}[a]_{x_{1}}[a]_{x_{2}}}{3 a^{2}}-\frac{[a]_{x_{2} x_{2}}}{3}-\frac{c_{1}^{2}}{6 a} \\
& +\frac{2[a]_{x_{1}}^{2}}{3 a}-\frac{[a]_{x_{1} x_{1}}}{3}-\frac{10 a}{3 h^{2}}-\frac{\left[c_{2}\right]_{x_{2}}}{3}-\frac{\left[c_{1}\right]_{x_{1}}}{3}-\frac{b_{12}\left[c_{1}\right]_{x_{2}}}{6 a}+\frac{2[a]_{x_{2}}^{2}}{3 a}-\frac{c_{2}^{2}}{6 a}  \tag{3.13}\\
& +\frac{b_{12}^{2}}{3 a h^{2}}+\frac{b_{12}[a]_{x_{1}} c_{2}}{6 a^{2}}
\end{align*}
$$

$$
\begin{align*}
& \hat{K}_{i_{1} \pm 1, i_{2}}=\frac{c_{2}[a]_{x_{2}}}{12 a}-\frac{b_{12}^{2}}{6 a h^{2}}+\frac{b_{12}[a]_{x_{1} x_{2}}}{12 a}-\frac{c_{1}[a]_{x_{1}}}{12 a} \mp \frac{h b_{12}[a]_{x_{2}}\left[c_{1}\right]_{x_{1}}}{24 a^{2}} \pm \frac{h\left[c_{1}\right]_{x_{1} x_{1}}}{24} \\
& \mp \frac{h b_{12}[a]_{x_{1}}\left[c_{1}\right]_{x_{2}}}{24 a^{2}} \pm \frac{h\left[c_{1}\right]_{x_{2} x_{2}}}{24}+\frac{c_{1}^{2}}{12 a} \pm \frac{h c_{1}\left[c_{1}\right]_{x_{1}}}{24 a} \mp \frac{h[a]_{x_{1}}\left[c_{1}\right]_{x_{1}}}{12 a}+\frac{2 a}{3 h^{2}} \\
& \pm \frac{h b_{12}\left[c_{1}\right]_{x_{1} x_{2}}}{24 a}-\frac{b_{12}[a]_{x_{2}} c_{1}}{12 a^{2}} \pm \frac{h c_{2}\left[c_{1}\right]_{x_{2}}}{24 a} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1}}}{12 a h} \pm \frac{c_{1}}{3 h} \pm \frac{b_{12}^{2}[a]_{x_{1}}}{12 a^{2} h}  \tag{3.14}\\
& \mp \frac{h[a]_{x_{2}}\left[c_{1}\right]_{x_{2}}}{12 a}+\frac{\left[c_{1}\right]_{x_{1}}}{6}-\frac{[a]_{x_{1}}^{2}}{6 a}-\frac{[a]_{x_{2}}^{2}}{6 a}+\frac{[a]_{x_{2} x_{2}}}{12}+\frac{[a]_{x_{1} x_{1}}}{12} \mp \frac{c_{2} b_{12}}{6 a h} \\
& +\frac{b_{12}\left[c_{1}\right]_{x_{2}}}{12 a}-\frac{b_{12}[a]_{x_{1}}[a]_{x_{2}}}{6 a^{2}} \pm \frac{b_{12}[a]_{x_{2}}}{6 a h} \mp \frac{\left[b_{12}\right]_{x_{2}}}{6 h}, \\
& \hat{K}_{i_{1}, i_{2} \pm 1}=-\frac{c_{2}[a]_{x_{2}}}{12 a}-\frac{b_{12}^{2}}{6 a h^{2}}+\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{12 a}+\frac{b_{12}[a]_{x_{1} x_{2}}}{12 a}+\frac{c_{1}[a]_{x_{1}}}{12 a} \mp \frac{h b_{12}[a]_{x_{2}}\left[c_{2}\right]_{x_{1}}}{24 a^{2}} \\
& +\frac{\left[c_{2}\right]_{x_{2}}}{6} \mp \frac{h b_{12}[a]_{x_{1}}\left[c_{2}\right]_{x_{2}}}{24 a^{2}}-\frac{[a]_{x_{1}}^{2}}{6 a}-\frac{[a]_{x_{2}}^{2}}{6 a}+\frac{c_{2}^{2}}{12 a}+\frac{[a]_{x_{2} x_{2}}}{12}+\frac{[a]_{x_{1} x_{1}}}{12} \\
& \mp \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{12 a h} \pm \frac{h\left[c_{2}\right]_{x_{2} x_{2}}}{24} \pm \frac{h\left[c_{2}\right]_{x_{1} x_{1}}}{24}+\frac{2 a}{3 h^{2}} \pm \frac{h c_{1}\left[c_{2}\right]_{x_{1}}}{24 a} \mp \frac{h[a]_{x_{1}}\left[c_{2}\right]_{x_{1}}}{12 a}  \tag{3.15}\\
& -\frac{b_{12}[a]_{x_{1}}[a]_{x_{2}}}{6 a^{2}} \pm \frac{h b_{12}\left[c_{2}\right]_{x_{1} x_{2}}}{24 a} \pm \frac{c_{2}}{3 h}-\frac{b_{12}[a]_{x_{1}} c_{2}}{12 a^{2}} \mp \frac{h[a]_{x_{2}}\left[c_{2}\right]_{x_{2}}}{12 a} \\
& \pm \frac{h c_{2}\left[c_{2}\right]_{x_{2}}}{24 a} \pm \frac{b_{12}^{2}[a]_{x_{2}}}{12 a^{2} h} \pm \frac{b_{12}[a]_{x_{1}}}{6 a h} \mp \frac{c_{1} b_{12}}{6 a h} \mp \frac{\left[b_{12}\right]_{x_{1}}}{6 h}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}-1}=\frac{b_{12}^{2}}{12 a h^{2}} \mp \frac{c_{1} c_{2}}{24 a} \pm \frac{[a]_{x_{2}} c_{1}}{24 a} \mp \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a} \pm \frac{[a]_{x_{2}}\left[b_{12}\right]_{x_{2}}}{24 a} \pm \frac{[a]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a} \\
& \pm \frac{[a]_{x_{1}} c_{2}}{24 a} \mp \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a} \mp \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a} \mp \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a} \mp \frac{\left[c_{1}\right]_{x_{2}}}{24} \\
& \mp \frac{\left[c_{2}\right]_{x_{1}}}{24} \mp \frac{\left[b_{12}\right]_{x_{1} x_{1}}}{48} \mp \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{48} \mp \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a h} \pm \frac{c_{2} b_{12}}{12 a h} \pm \frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a h} \\
& \pm \frac{b_{12}[a]_{x_{2}}\left[b_{12}\right]_{x_{1}}}{48 a^{2}} \pm \frac{b_{12}[a]_{x_{1}} c_{1}}{48 a^{2}}+\frac{a}{6 h^{2}}+\frac{b_{12}^{2}[a]_{x_{2}}}{24 a^{2} h} \pm \frac{b_{12}[a]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a^{2}}  \tag{3.16}\\
& \pm \frac{b_{12}[a]_{x_{2}} c_{2}}{48 a^{2}}+\frac{b_{12}[a]_{x_{1}}}{12 a h} \mp \frac{b_{12}[a]_{x_{2}}}{12 a h}-\frac{c_{1} b_{12}}{12 a h}-\frac{\left[b_{12}\right]_{x_{1}}}{12 h} \pm \frac{\left[b_{12}\right]_{x_{2}}}{12 h} \\
& \mp \frac{b_{12}^{2}[a]_{x_{1}}}{24 a^{2} h} \mp \frac{b_{12}}{4 h^{2}}-\frac{c_{2}}{12 h} \pm \frac{c_{1}}{12 h}
\end{align*}
$$

as well as

$$
\begin{align*}
\hat{K}_{i_{1} \pm 1, i_{2}+1}= & \frac{b_{12}^{2}}{12 a h^{2}} \pm \frac{c_{1} c_{2}}{24 a} \mp \frac{[a]_{x_{2}} c_{1}}{24 a} \pm \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a} \mp \frac{[a]_{x_{2}}\left[b_{12}\right]_{x_{2}}}{24 a} \mp \frac{[a]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a} \\
& \mp \frac{[a]_{x_{1}} c_{2}}{24 a} \pm \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a} \pm \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a} \pm \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a} \pm \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a} \pm \frac{\left[c_{1}\right]_{x_{2}}}{24} \\
& \pm \frac{\left[c_{2}\right]_{x_{1}}}{24} \pm \frac{\left[b_{12}\right]_{x_{1} x_{1}}}{48} \pm \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{48}+\frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a h} \pm \frac{c_{2} b_{12}}{12 a h} \pm \frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a h} \\
& \mp \frac{b_{12}[a]_{x_{2}}\left[b_{12}\right]_{x_{1}}}{48 a^{2}} \mp \frac{b_{12}[a]_{x_{1}} c_{1}}{48 a^{2}}+\frac{a}{6 h^{2}}-\frac{b_{12}^{2}[a]_{x_{2}}}{24 a^{2} h} \mp \frac{b_{12}[a]_{x_{2}} c_{2}}{48 a^{2}}  \tag{3.17}\\
& -\frac{b_{12}[a]_{x_{1}}}{12 a h} \mp \frac{b_{12}[a]_{x_{2}}}{12 a h}+\frac{c_{1} b_{12}}{12 a h} \mp \frac{b_{12}[a]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a^{2}}+\frac{\left[b_{12}\right]_{x_{1}}}{12 h} \pm \frac{\left[b_{12}\right]_{x_{2}}}{12 h} \\
& \mp \frac{b_{12}^{2}[a]_{x_{1}}}{24 a^{2} h} \pm \frac{b_{12}}{4 h^{2}}+\frac{c_{2}}{12 h} \pm \frac{c_{1}}{12 h}
\end{align*}
$$

where $\hat{K}_{l, m}$ is the coefficient of $U_{l, m}(\tau)$ for $l \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $m \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$. We use $[\cdot]_{x_{k}}$ as the first derivative in respect to $x_{k}$ and $[\cdot]_{x_{k} x_{p}}$ as the second derivative, once in $x_{k}$ - and once in $x_{p}$-direction with $k, p \in 1,2$. Note that $a, b_{1,2}, c_{1}$ and $c_{2}$ are evaluated at $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ and $\tau \in \Omega_{\tau}$. Analogously we have that $\hat{M}_{l, m}$ denotes the coefficient of $\partial_{\tau} U_{l, m}(\tau)$ for $l \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $m \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$ for each point $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ and time $\tau \in \Omega_{\tau}$ with

$$
\begin{align*}
& \hat{M}_{i_{1}+1, i_{2} \pm 1}=\hat{M}_{i_{1}-1, i_{2} \mp 1}= \pm \frac{b_{12}}{48 a}, \quad \hat{M}_{i_{1}, i_{2} \pm 1}=\frac{1}{12} \mp \frac{h[a]_{x_{2}}}{12 a} \mp \frac{b_{12} h[a]_{x_{1}}}{24 a^{2}} \pm \frac{c_{2} h}{24 a},  \tag{3.18}\\
& \hat{M}_{i_{1} \pm 1, i_{2}}=\frac{1}{12} \mp \frac{b_{12} h[a]_{x_{2}}}{24 a^{2}} \pm \frac{h c_{1}}{24 a} \mp \frac{h[a]_{x_{1}}}{12 a}, \quad \hat{M}_{i_{1}, i_{2}}=\frac{2}{3} .
\end{align*}
$$

Additionally, we obtain with $x \in \stackrel{\circ}{G}_{h}^{(2)}$

$$
\begin{align*}
\tilde{g}(x, \tau)= & \frac{\left(h^{2} a^{2} c_{1}-2 h^{2} a^{2}[a]_{x_{1}}-b_{12} h^{2}[a]_{x_{2}} a\right)[g]_{x_{1}}}{12 a^{3}}+\frac{h^{2}[g]_{x_{1} x_{1}}}{12}+\frac{b_{12} h^{2}[g]_{x_{1} x_{2}}}{12 a} \\
& +\frac{\left(h^{2} a^{2} c_{2}-b_{12} h^{2}[a]_{x_{1}} a-2 h^{2} a^{2}[a]_{x_{2}}\right)[g]_{x_{2}}}{12 a^{3}}+\frac{h^{2}[g]_{x_{2} x_{2}}}{12}+g \tag{3.19}
\end{align*}
$$

for $\tau \in \Omega_{\tau}$. Note that $a, b_{12}, c_{1}, c_{2}$ and $g$ in (3.13) - (3.19) are functions evaluated at $\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ and $\tau \in \Omega_{\tau}$. Thus we have

$$
K_{x}\left(x_{n_{1}}, x_{n_{2}}, \tau\right)=\hat{K}_{n_{1}, n_{2}} \quad \text { as well as } \quad M_{x}\left(x_{n_{1}}, x_{n_{2}}, \tau\right)=\hat{M}_{n_{1}, n_{2}}
$$

in (3.12) with $n_{1} \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $n_{2} \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$ for $x=\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ and $\tau \in \Omega_{\tau} . K_{x}$ and $M_{x}$ are zero otherwise. Thus, the discretisation only uses points of the compact grid.

### 3.4.2 Semi-discrete three-dimensional scheme

In this section we derive the high order compact discretisation of (3.1) in spatial dimension $n=3$. Considering the conditions in (3.10) we observe that in the three-dimensional case we have three possibilities to satisfy the conditions and to create a high order compact scheme. The first way is that the coefficients satisfy

$$
a=a_{1} \equiv a_{2} \equiv a_{3} \quad \text { with } \quad \Delta x_{1}=\Delta x_{2}=\Delta x_{3} .
$$

The second possibility to generate a high order compact scheme is

$$
a=a_{p} \equiv a_{q} \quad \text { with } \quad \Delta x_{p}=\Delta x_{q} \quad \text { and } \quad b_{p, k} \equiv b_{q, k} \equiv 0,
$$

where $\{p, q, k\}=\{1,2,3\}$ and, without loss of generality, $p \leq k$ as well as $q \leq k$ hold. The third way to be able to achieve a high-order compact scheme is by having

$$
b_{1,2} \equiv b_{1,3} \equiv b_{2,3} \equiv 0 .
$$

Again, we focus on the case $a=a_{1} \equiv a_{2} \equiv a_{3}$. Using the central difference operator in (3.9), where we consider an interior point $\left(x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right) \in \stackrel{\circ}{G}_{h}^{(3)}$, leads to

$$
\begin{aligned}
\hat{K}_{i_{1}, i_{2}, i_{3}}= & \frac{b_{23}[a]_{x_{2}} c_{3}}{6 a^{2}}+\frac{b_{13}[a]_{x_{1}} c_{3}}{6 a^{2}}-\frac{\left[c_{3}\right]_{x_{3}}}{3}-\frac{c_{1}^{2}}{6 a}-\frac{c_{3}^{2}}{6 a}-\frac{[a]_{x_{1} x_{1}}}{2}-\frac{[a]_{x_{2} x_{2}}}{2}-\frac{[a]_{x_{3} x_{3}}}{2} \\
& +\frac{b_{13}[a]_{x_{3}} c_{1}}{6 a^{2}}+\frac{b_{12}[a]_{x_{2}} c_{1}}{6 a^{2}}-\frac{4 a}{h^{2}}+\frac{b_{13}[a]_{x_{3}}[a]_{x_{1}}}{a^{2}}+\frac{b_{23}[a]_{x_{3}}[a]_{x_{2}}}{a^{2}}+\frac{b_{23}[a]_{x_{3}} c_{2}}{6 a^{2}} \\
& +\frac{b_{12}[a]_{x_{1}}[a]_{x_{2}}}{a^{2}}+\frac{b_{12}[a]_{x_{1}} c_{2}}{6 a^{2}}-\frac{b_{13}\left[c_{3}\right]_{x_{1}}}{6 a}-\frac{c_{1}[a]_{x_{1}}}{6 a}+\frac{b_{23}^{2}}{3 a h^{2}}-\frac{b_{12}[a]_{x_{1} x_{2}}}{2 a} \\
& -\frac{c_{2}[a]_{x_{2}}}{6 a}+\frac{b_{13}^{2}}{3 a h^{2}}+\frac{b_{12}^{2}}{3 a h^{2}}-\frac{c_{3}[a]_{x_{3}}}{6 a}-\frac{b_{13}[a]_{x_{1} x_{2}}}{2 a}-\frac{b_{23}\left[c_{2}\right]_{x_{3}}}{6 a}-\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{6 a} \\
& -\frac{b_{23}[a]_{x_{2} x_{3}}}{2 a}-\frac{b_{13}\left[c_{1}\right]_{x_{3}}}{6 a}-\frac{b_{23}\left[c_{3}\right]_{x_{2}}}{6 a}-\frac{b_{12}\left[c_{1}\right]_{x_{2}}}{6 a}-\frac{c_{2}^{2}}{6 a}+\frac{[a]_{x_{1}}^{2}}{a}+\frac{[a]_{x_{3}}^{2}}{a} \\
& +\frac{[a]_{x_{2}}^{2}}{a}-\frac{\left[c_{2}\right]_{x_{2}}}{3}-\frac{\left[c_{1}\right]_{x_{1}}}{3},
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{K}_{i_{1} \pm 1, i_{2}-1, i_{3}}= & \frac{b_{13}[a]_{x_{3}} b_{12}}{24 a^{2} h} \mp \frac{b_{23}[a]_{x_{3}} b_{12}}{24 a^{2} h} \mp \frac{\left[b_{12}\right]_{x_{1} x_{1}}}{48} \mp \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{48} \mp \frac{\left[b_{12}\right]_{x_{3} x_{3}}}{48}+\frac{b_{12}[a]_{x_{1}}}{12 a h} \\
& -\frac{b_{12} c_{1}}{12 a h} \pm \frac{b_{12} c_{2}}{12 a h} \pm \frac{b_{12}[a]_{x_{1}} c_{1}}{48 a^{2}} \pm \frac{b_{12}[a]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a^{2}} \mp \frac{b_{12}^{2}[a]_{x_{1}}}{24 a a^{2} h} \mp \frac{b_{12}[a]_{x_{2}}}{12 a h} \\
& \pm \frac{b_{23}[a]_{x_{2}}\left[b_{12}\right]_{x_{3}}}{48 a^{2}} \pm \frac{b_{13}[a]_{x_{1}}\left[b_{12}\right]_{x_{3}}}{48 a^{2}} \pm \frac{b_{12}[a]_{x_{2}}\left[b_{12}\right]_{x_{1}}}{48 a^{2}} \pm \frac{b_{12}[a]_{x_{2}} c_{2}}{48 a^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& \pm \frac{b_{23}[a]_{x_{3}} c_{1}}{48 a^{2}} \pm \frac{b_{23}[a]_{x_{3}}\left[b_{12}\right]_{x_{2}}}{48 a^{2}}-\frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a h} \pm \frac{b_{13}[a]_{x_{3}}\left[b_{12}\right]_{x_{1}}}{48 a^{2}} \pm \frac{b_{13}[a]_{x_{3}} c_{2}}{48 a^{2}} \\
& \pm \frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a h} \pm \frac{b_{23}\left[b_{12}\right]_{x_{3}}}{24 a h}-\frac{b_{13}\left[b_{12}\right]_{x_{3}}}{24 a h} \pm \frac{b_{13} b_{23}}{12 a h^{2}}+\frac{[a]_{x_{2}} b_{12}^{2}}{24 a^{2} h}-\frac{c_{2}}{12 h} \mp \frac{b_{12}}{6 h^{2}} \\
& \pm \frac{c_{1}}{12 h}+\frac{a}{6 h^{2}}-\frac{\left[b_{12}\right]_{x_{1}}}{12 h} \pm \frac{\left[b_{12}\right]_{x_{2}}}{12 h} \mp \frac{b_{23}\left[b_{12}\right]_{x_{2} x_{3}}}{48 a} \mp \frac{b_{13}\left[c_{2}\right]_{x_{3}}}{48 a} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a} \\
& \mp \frac{b_{23}\left[c_{1}\right]_{x_{3}}}{48 a} \mp \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a} \pm \frac{[a]_{x_{1}} c_{2}}{24 a} \mp \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a}+\frac{b_{12}^{2}}{12 a h^{2}} \mp \frac{b_{13}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a} \\
& \mp \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a} \pm \frac{[a]_{x_{3}}\left[b_{12}\right]_{x_{3}}}{24 a} \mp \frac{c_{3}\left[b_{12}\right]_{x_{3}}}{48 a} \pm \frac{[a]_{x_{2}} c_{1}}{24 a} \mp \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a} \pm \frac{[a]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a} \\
& \pm \frac{[a]_{x_{2}}\left[b_{12}\right]_{x_{2}}}{24 a} \mp \frac{c_{1} c_{2}}{24 a} \mp \frac{\left[c_{1}\right]_{x_{2}}}{24} \mp \frac{\left[c_{2}\right]_{x_{1}}}{24},
\end{aligned}
$$

where $\hat{K}_{k, l, m}$ is the coefficient of $U_{k, l, m}(\tau)$ for $k \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}, l \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$ and $m \in\left\{i_{3}-1, i_{3}, i_{3}+1\right\}$. Due to the size of the coefficients, we only show examples here. A full list of the coefficients can be found in the appendix, see (D.1) to (D.14). We use $[\cdot]_{x_{k}}$ as the first derivative in respect to $x_{k}$ and $[\cdot]_{x_{k} x_{p}}$ as the second derivative once in $x_{k^{-}}$and once in $x_{p^{\prime}}$-direction with $k, p \in 1,2,3$. Note that $a, b_{1,2}, b_{1,3}, b_{2,3}, c_{1}, c_{2}$ and $c_{3}$ are evaluated at $\left(x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right) \in \stackrel{\circ}{G}_{h}^{(3)}$ and $\tau \in \Omega_{\tau}$. In a similar way we define $\hat{M}_{k, l, m}$ as the coefficient of $\partial_{\tau} U_{k, l, m}(\tau)$ for $k \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}, l \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$ and $m \in\left\{i_{3}-1, i_{3}, i_{3}+1\right\}$ with

$$
\begin{align*}
\hat{M}_{i_{1} \pm 1, i_{2}-1, i_{3}} & =\hat{M}_{i_{1} \mp 1, i_{2}+1, i_{3}}=\mp \frac{b_{12}}{48 a}, \quad \hat{M}_{i_{1}, i_{2}, i_{3}}=\frac{1}{2} \\
\hat{M}_{i_{1} \pm 1, i_{2}, i_{3}-1} & =\hat{M}_{i_{1} \mp 1, i_{2}, i_{3}+1}=\mp \frac{b_{13}}{48 a}, \quad \hat{M}_{i_{1}, i_{2} \pm 1, i_{3}-1}=\hat{M}_{i_{1}, i_{2} \mp 1, i_{3}+1}=\mp \frac{b_{23}}{48 a}, \\
\hat{M}_{i_{1} \pm 1, i_{2}, i_{3}} & =\frac{1}{12} \mp \frac{h b_{12}[a]_{x_{2}}}{24 a^{2}} \mp \frac{h b_{13}[a]_{x_{3}}}{24 a^{2}} \pm \frac{h c_{1}}{24 a} \mp \frac{h[a]_{x_{1}}}{12 a}, \\
\hat{M}_{i_{1}, i_{2} \pm 1, i_{3}} & =\frac{1}{12} \mp \frac{h b_{12}[a]_{x_{1}}}{24 a^{2}} \mp \frac{h b_{23}[a]_{x_{3}}}{24 a^{2}} \pm \frac{h c_{2}}{24 a} \mp \frac{h[a]_{x_{2}}}{12 a},  \tag{3.20}\\
\hat{M}_{i_{1}, i_{2}, i_{3} \pm 1} & =\frac{1}{12} \mp \frac{h b_{23}[a]_{x_{2}}}{24 a^{2}} \mp \frac{h b_{13}[a]_{x_{1}}}{24 a^{2}} \pm \frac{h c_{3}}{24 a} \mp \frac{h[a]_{x_{3}}}{12 a}, \\
\hat{M}_{i_{1} \pm 1, i_{2}-1, i_{3}-1} & =\hat{M}_{i_{1} \pm 1, i_{2}+1, i_{3}-1}=\hat{M}_{i_{1} \pm 1, i_{2}-1, i_{3}+1}=\hat{M}_{i_{1} \pm 1, i_{2}+1, i_{3}+1}=0 .
\end{align*}
$$

For the right hand side of (3.12) we have with $x=\left(x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right) \in \stackrel{\circ}{G}_{h}^{(3)}$

$$
\begin{align*}
\tilde{g}(x, \tau)= & \frac{\left(c_{1} h^{2} a-2 h^{2}[a]_{x_{1}} a-b_{12} h^{2}[a]_{x_{2}}-b_{13} h^{2}[a]_{x_{3}}\right)[g]_{x_{1}}}{12 a^{2}}+\frac{b_{13} h^{2}[g]_{x_{1} x_{3}}}{12 a} \\
& +\frac{\left(c_{2} h^{2} a-2 h^{2}[a]_{x_{2}} a-b_{12} h^{2}[a]_{x_{1}}-b_{23} h^{2}[a]_{x_{3}}\right)[g]_{x_{2}}}{12 a^{2}}+\frac{b_{23} h^{2}[g]_{x_{2} x_{3}}}{12 a} \\
& +\frac{\left(c_{3} h^{2} a-2 h^{2}[a]_{x_{3}} a-b_{13} h^{2}[a]_{x_{1}}-b_{23} h^{2}[a]_{x_{2}}\right)[g]_{x_{3}}}{12 a^{2}}+\frac{h^{2}[g]_{x_{1} x_{1}}}{12} \tag{3.21}
\end{align*}
$$

$$
+\frac{b_{12} h^{2}[g]_{x_{1} x_{2}}}{12 a}+\frac{h^{2}[g]_{x_{3} x_{3}}}{12}+\frac{h^{2}[g]_{x_{2} x_{2}}}{12}+g
$$

for $\tau \in \Omega_{\tau}$. Note again that $a, b_{12}, b_{13}, b_{23}, c_{1}, c_{2}, c_{3}$ as well as $g$ are evaluated at $\left(x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right) \in \stackrel{\circ}{G}_{h}^{(3)}$ and $\tau \in \Omega_{\tau}$. We have

$$
K_{x}\left(x_{n_{1}}, x_{n_{2}}, x_{n_{3}}, \tau\right)=\hat{K}_{n_{1}, n_{2}, n_{3}} \quad \text { as well as } \quad M_{x}\left(x_{n_{1}}, x_{n_{2}}, x_{n_{3}}, \tau\right)=\hat{M}_{n_{1}, n_{2}, n_{3}}
$$

with $n_{1} \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}, n_{2} \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$ and $n_{3} \in\left\{i_{3}-1, i_{3}, i_{3}+1\right\}$ for $x=$ $\left(x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right) \in \stackrel{\circ}{G}_{h}^{(3)}$ and $\tau \in \Omega_{\tau} . K_{x}$ and $M_{x}$ are zero otherwise. Thus the discretisation only uses points of the compact stencil.

### 3.4.3 Stability analysis for the Cauchy problem in dimensions $n=2,3$

In this section we consider the stability of the high-order compact finite difference discretisation of (3.1) for $n=2,3$ for the spatial interior. The coefficients of the semi-discrete scheme are given in Section 3.4.1 for two spatial dimensions and in Section 3.4.2, when three spatial dimensions occur. Those coefficients are non-constant, as the coefficients of the parabolic partial differential equation (1.8) are non-constant. We also show stability for specific cases for a non-vanishing cross derivative.

We consider a von Neumann stability analysis, although our setting does not have periodic boundary conditions, see e.g. [Str04]. For both $n=2$ and $n=3$, we give a proof of stability in the case of vanishing cross derivative terms and frozen coefficients, which means that all possible values for the coefficients are considered, but as constants, so the derivatives of the coefficients of the partial differential equation appearing in the discrete schemes are set to zero. This approach has been used as well in [GKO13, Str04] and gives a necessary stability condition, whereas slightly stronger conditions than the ones established through frozen coefficients are sufficient to ensure overall stability [RM67].

## Stability analysis for the two-dimensional general differential equation

In this part we perform a von Neumann stability analysis [Str04] for the two-dimensional high-order compact scheme, which we derived in Section 3.4.1. The analysis of the case with vanishing cross-derivative and frozen coefficients are carried out in detail. In the case of non-vanishing cross derivatives, only partial results are given.

We apply $n=2$ for Definition 19, where we use a fully discrete high-order compact scheme, as given in Definition 17. This leads to the fully discretised finite difference scheme

$$
\begin{align*}
\sum_{l_{1}, l_{2}=-1}^{1} A_{x}\left(x_{i_{1}+l_{1}}, x_{i_{2}+l_{2}}\right) U_{i_{1}+l_{1}, i_{2}+l_{2}}^{n+1}= & \sum_{l_{1}, l_{2}=-1}^{1} B_{x}\left(x_{i_{1}+l_{1}}, x_{i_{2}+l_{2}}\right) U_{i_{1}+l_{1}, i_{2}+l_{2}}^{n}  \tag{3.22}\\
& +\hat{g}\left(x, \tau_{n}, \tau_{n+1}\right)
\end{align*}
$$

at the point $x=\left(x_{i_{1}}, x_{i_{2}}\right) \in \dot{G}_{h}^{(2)}$ with

$$
A_{x}(\hat{x}):=M_{x}(\hat{x})+\frac{\Delta \tau}{2} K_{x}(\hat{x}), B_{x}(\hat{x}):=M_{x}(\hat{x})-\frac{\Delta \tau}{2} K_{x}(\hat{x})
$$

for $\hat{x} \in G_{h}^{(2)}$ and $h>0$, in which we use

$$
U_{j_{1}, j_{2}}^{n}=g^{n} e^{I\left(j_{1} z_{1}+j_{2} z_{2}\right)}
$$

for $j_{1} \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $j_{2} \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$, where $I$ is the imaginary unit, $g^{n}$ is the amplitude at time level $\mathrm{n}, z_{1}=2 \pi h / \lambda_{1}$ and $z_{2}=2 \pi h / \lambda_{2}$ for the wavelengths $\lambda_{1}, \lambda_{2} \in[0,2 \pi[$. Then the fully discretised scheme satisfies the necessary von Neumann stability condition for all $z_{1}, z_{2}$, when the amplification factor $G=g^{n+1} / g^{n}$ satisfies

$$
\begin{equation*}
|G|^{2}-1 \leq 0, \tag{3.23}
\end{equation*}
$$

compare for example [Str04].

## Theorem 1:

For $a=a_{1}=a_{2}<0$ and $b_{12}=0$, the fully discrete high-order compact finite difference scheme given in (3.22) with coefficients defined in Section 3.4.1, satisfies (for frozen coefficients) the necessary stability condition (3.23).

Proof: We define

$$
\xi_{1}=\cos \left(\frac{z_{1}}{2}\right), \xi_{2}=\cos \left(\frac{z_{2}}{2}\right), \eta_{1}=\sin \left(\frac{z_{1}}{2}\right) \text { and } \eta_{2}=\sin \left(\frac{z_{2}}{2}\right) .
$$

In these new variables the stability condition given in (3.23) in combination with the definition of the coefficients in the two dimensional case, which are defined in the equations (3.13) to (3.18), used in (3.22), can be written as

$$
|G|^{2}-1=\frac{N_{G}}{D_{G}} .
$$

We now want to discuss the numerator $N_{G}$ and the denominator $D_{G}$ separately. The numerator can be written as

$$
N_{G}=8 k a\left(n_{4} h^{4}+n_{2} h^{2}\right),
$$

where

$$
n_{2}=8 a^{2} f_{1}\left(\xi_{1}, \xi_{2}\right) f_{2}\left(\xi_{1}, \xi_{2}\right)
$$

and

$$
n_{4}=f_{3}\left(\xi_{1}\right) f_{4}\left(\xi_{1}, \xi_{2}\right) c_{1}^{2}+f_{3}\left(\xi_{2}\right) f_{4}\left(\xi_{2}, \xi_{1}\right) c_{2}^{2}
$$

are non-negative since

$$
\begin{array}{rlrl}
f_{1}(x, y) & =x^{2}+y^{2}+1 & & \geq 0, \\
f_{2}(x, y) & =2-x\left(y^{2}+\frac{1}{2}\right)-\frac{y^{2}}{2} & \geq 0, \\
f_{3}(x) & =x^{2}-1 & \leq 0, \\
f_{4}(x, y) & =2 x^{2} y^{2}-x^{2}-1 & & \leq 0
\end{array}
$$

as $x, y \in[-1,1]$. We can see that $N_{G} \leq 0$ holds, as $\xi_{1}, \xi_{2} \in[-1,1]$. Now we consider the denominator $D_{G}$, which can be written as

$$
D_{G}=d_{6} h^{6}+\left(d_{4,2} k^{2}+d_{4,1} k+d_{4,0}\right) h^{4}+\left(d_{2,2} k^{2}+d_{2,1} k\right) h^{2}+d_{0},
$$

where

$$
\begin{aligned}
d_{0} & =16 a^{4} k^{2}\left(2 x^{2} y^{2}+x^{2}+y^{2}-4\right)^{2} & & \geq 0, \\
d_{2,1} & =16 a^{3} f_{1}\left(\xi_{1}, \xi_{2}\right) f_{5}\left(\xi_{1}, \xi_{2}\right) & & \geq 0, \\
d_{2,2} & =4 a^{2}\left[9\left(\xi_{1} \eta_{1} c_{1}+\xi_{2} \eta_{2} c_{2}\right)^{2}+2 f_{3}\left(\xi_{1}\right) f_{6}\left(\xi_{1}, \xi_{2}\right) c_{1}^{2}+2 f_{3}\left(\xi_{2}\right) f_{6}\left(\xi_{2}, \xi_{1}\right) c_{2}^{2}\right], & & \\
d_{4,0} & =4 a^{2} f_{1}\left(\xi_{1}, \xi_{2}\right)^{2} & & \geq 0,
\end{aligned}
$$

$$
\begin{array}{rlrl}
d_{4,1} & =-4 a n_{4} & \geq 0, \\
d_{4,2} & =\left[f_{3}\left(\xi_{1}\right) c_{1}^{2}-2 \eta_{1} \eta_{2} \xi_{1} \xi_{2} c_{1} c_{2}+f_{3}\left(\xi_{2}\right) c_{2}^{2}\right]^{2} & & \geq 0, \\
d_{6} & =\left(\xi_{1} \eta_{1} c_{1}+\xi_{2} \eta_{2} c_{2}\right)^{2} & & \geq 0,
\end{array}
$$

because $a<0$ and

$$
\begin{array}{ll}
f_{5}(x, y)=2 x^{2} y^{2}+x^{2}+y^{2}-4 & \leq 0 \\
f_{6}(x, y)=2 x^{2} y^{4}-5 x^{2}-y^{2}+4 &
\end{array}
$$

as $x, y \in[-1,1]$. We observe that $f_{6}(x, y)$ changes signs. We have for example $f_{6}(0,0)=4$ and $f_{6}(1,0)=-1$. Thus, we cannot determine the sign of $d_{2,2}$ directly. If we can find some conditions on $c_{1}$ and $c_{2}$ to realise that $d_{2,2} \geq 0$, then we can achieve $D_{G} \geq 0$ for $a \leq 0$ and the necessary stability condition in (3.23) would be satisfied.

If $c_{1}=c_{2}=0$, then we have $d_{2,2}=0$ and thus (3.23) would be satisfied. Since $d_{2,2}$ is symmetric, we can say without loss of generality that $c_{1} \neq 0$. Furthermore, as both $c_{1}$ and $c_{2}$ are frozen coefficients, we set $m=\frac{c_{2}}{c_{1}}$, which leads to
$d_{2,2}=4 a^{2} c_{1}^{2}\left[9\left(\xi_{1} \eta_{1}+\xi_{2} \eta_{2} m\right)^{2}+2 f_{3}\left(\xi_{1}\right) f_{6}\left(\xi_{1}, \xi_{2}\right)+2 f_{3}\left(\xi_{2}\right) f_{6}\left(\xi_{2}, \xi_{1}\right) m^{2}\right]=: \quad 4 a^{2} c_{1}^{2} g(m)$.
The function $g(m)$ can be rewritten to

$$
g(m)=\eta_{1}^{2} f_{7}\left(\xi_{1}, \xi_{2}\right) m^{2}+18 \xi_{1} \xi_{2} \eta_{1} \eta_{2} m+\eta_{2}^{2} f_{7}\left(\xi_{2}, \xi_{1}\right)
$$

with

$$
f_{7}(x, y)=4 x^{4} y^{2}-2 x^{2}-y^{2}+8 \geq-2 x^{2}-y^{2}+8 \geq 5
$$

In the case $\eta_{2}=0$ we have $g(m)=\eta_{1}^{2} f_{7}\left(\xi_{1}, \xi_{2}\right) m^{2} \geq 0$ and thus $d_{2,2} \geq 0$, which leads to (3.23) being satisfied. In the case $\eta_{2} \neq 0$ we have $\eta_{1}^{2} f_{7}\left(\xi_{1}, \xi_{2}\right)>0$, so the function $g(m)$ has a global minimum. This minimum is located at

$$
\hat{m}=\frac{-9 \xi_{1} \xi_{2} \eta_{1}}{\eta_{2} f_{7}\left(\xi_{1}, \xi_{2}\right)},
$$

which leads to

$$
g(\hat{m})=\frac{2 \eta_{1}^{2} f_{5}\left(\xi_{1}, \xi_{2}\right) f_{8}}{f_{7}\left(\xi_{1}, \xi_{2}\right)}
$$

where

$$
f_{8}=6 \xi_{1}^{2} \xi_{2}^{2}+\xi_{1}^{2}+\xi_{2}^{2}-2 \xi_{1}^{4} \xi_{2}^{2} \eta_{2}^{2}-2 \xi_{1}^{2} \eta_{1}^{2} \xi_{2}^{4}-8 \leq 0 .
$$

As we already know, $f_{5}\left(\xi_{1}, \xi_{2}\right) \leq 0$, so we have

$$
g(m) \geq 0 \text { for all } m \in \mathbb{R},
$$

and thus for $a \leq 0$ we have that $D_{G} \geq 0$ and hence the von Neumann stability condition given in (3.23) is satisfied.

Often it is most difficult to guarantee that (3.23) holds for extreme values of $\eta_{1}, \eta_{2}, \xi_{1}$ and $\xi_{2}$. We have the following result:

## Lemma 3:

The high order compact finite difference scheme given in (3.22), where the coefficients for the two dimensional case defined in Section 3.4.1 are used, satisfies the necessary stability condition given in (3.23) on the corner points of $\xi_{1}$ and $\xi_{2}$, i.e. $\xi_{1}=\cos \left(\frac{z_{1}}{2}\right)= \pm 1$ and $\xi_{2}=\cos \left(\frac{z_{2}}{2}\right)= \pm 1$.

Proof: Using $\sin \left(\frac{z_{1}}{2}\right)=\sqrt{1-\xi_{1}^{2}}=0$ for $\xi_{1}= \pm 1$ and $\sin \left(\frac{z_{2}}{2}\right)=\sqrt{1-\xi_{2}^{2}}=0$ for $\xi_{2}= \pm 1$ and simple evaluation, we have on each corner point

$$
|G|-1=\frac{0}{-36 a^{2} h^{4}}=0,
$$

which satisfies the restriction (3.23).

## Stability study for the three-dimensional general differential equation

In this part we want to discuss the stability of a three-dimensional high-order compact scheme, where the coefficients of the semi-discrete scheme are given in Section 3.4.2. We first perform a thorough von Neumann stability analysis [Str04] in the case of vanishing cross derivative terms and frozen coefficients. We observe that there is no additional stability condition in this case. Then we give partial results in the case of non-vanishing
cross-derivative terms.

In three dimensions, the fully discrete high-order compact finite difference scheme at the point $x=\left(x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right) \in \stackrel{\circ}{G}_{h}^{(3)}$ is given by

$$
\begin{align*}
& \sum_{l_{1}, l_{2}, l_{3}=-1}^{1} A_{x}\left(x_{i_{1}+l_{1}}, x_{i_{2}+l_{2}}, x_{i_{3}+l_{3}}\right) U_{i_{1}+l_{1}, i_{2}+l_{2}, i_{3}+l_{3}}^{n+1}  \tag{3.24}\\
= & \sum_{l_{1}, l_{2}, l_{3}=-1}^{1} B_{x}\left(x_{i_{1}+l_{1}}, x_{i_{2}+l_{2}}, x_{i_{3}+l_{3}}\right) U_{i_{1}+l_{1}, i_{2}+l_{2}, i_{3}+l_{3}}^{n}+\hat{g}\left(x, \tau_{n}, \tau_{n+1}\right)
\end{align*}
$$

with

$$
A_{x}(\hat{x}):=M_{x}(\hat{x})+\frac{\Delta \tau}{2} K_{x}(\hat{x}), B_{x}(\hat{x}):=M_{x}(\hat{x})-\frac{\Delta \tau}{2} K_{x}(\hat{x})
$$

for $\hat{x} \in G_{h}^{(3)}$ and $h>0$, see Definition 17. We use

$$
U_{j_{1}, j_{2}, j_{3}}^{n}=g^{n} e^{I\left(j_{1} z_{1}+j_{2} z_{2}+j_{3} z_{3}\right)}
$$

for $j_{1} \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}, j_{2} \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$ and $j_{3} \in\left\{i_{3}-1, i_{3}, i_{3}+1\right\}$, where $I$ is the imaginary unit, $g^{n}$ is the amplitude at time level $\mathrm{n}, z_{1}=2 \pi h / \lambda_{1}, z_{2}=2 \pi h / \lambda_{2}$ and $z_{3}=2 \pi h / \lambda_{3}$ for the wavelengths $\lambda_{1}, \lambda_{2}, \lambda_{3} \in[0,2 \pi[$. Then the fully discretised finite difference scheme satisfies the necessary stability condition, if for all $z_{1}, z_{2}$ and $z_{3}$ the amplification factor $G=g^{n+1} / g^{n}$ satisfies the relation

$$
\begin{equation*}
|G|^{2}-1 \leq 0 \tag{3.25}
\end{equation*}
$$

## Theorem 2:

For $a=a_{1}=a_{2}=a_{3}<0$ and $b_{12}=b_{13}=b_{23}=0$, the fully discrete high-order compact finite difference scheme given in (3.24) with coefficients defined in Section 3.4.2, satisfies (for frozen coefficients) the necessary stability condition (3.25).

Proof: We define

$$
\xi_{1}=\cos \left(\frac{z_{1}}{2}\right), \quad \xi_{2}=\cos \left(\frac{z_{2}}{2}\right), \quad \xi_{3}=\cos \left(\frac{z_{3}}{2}\right),
$$

as well as

$$
\eta_{1}=\sin \left(\frac{z_{1}}{2}\right), \quad \eta_{2}=\sin \left(\frac{z_{2}}{2}\right) \quad \text { and } \quad \eta_{3}=\sin \left(\frac{z_{3}}{2}\right) .
$$

In these new variables the stability condition given in (3.25) in combination with the
definition of the coefficients in the three dimensional case, which are defined in the equations (3.13) to (3.18), used in (3.24), can be written as

We can write

$$
|G|^{2}-1=\frac{N_{G}}{D_{G}},
$$

where from $a<0$ it follows that

$$
N_{G}=-8 a k\left(n_{4} h^{4}+n_{2} h^{2}\right) \leq 0
$$

as

$$
\begin{aligned}
n_{2}= & 4 a^{2} f_{1}\left(\xi_{1}, \xi_{2}, \xi_{3}\right)\left[f_{2}\left(\xi_{1}, \xi_{2}\right)+f_{2}\left(\xi_{3}, \xi_{1}\right)+f_{2}\left(\xi_{2}, \xi_{3}\right)\right] \\
n_{4}= & {\left[f_{3}\left(\xi_{1}, \xi_{2}\right)+f_{3}\left(\xi_{1}, \xi_{3}\right)\right] c_{1}^{2}+\left[f_{3}\left(\xi_{2}, \xi_{1}\right)+f_{3}\left(\xi_{2}, \xi_{3}\right)\right] c_{2}^{2}+\left[f_{3}\left(\xi_{3}, \xi_{1}\right)+f_{3}\left(\xi_{3}, \xi_{2}\right)\right] c_{3}^{2} } \\
& -\eta_{3}^{2}\left(\xi_{1} \eta_{1} c_{1}+\xi_{2} \eta_{2} c_{2}\right)^{2}-\eta_{2}^{2}\left(\xi_{1} \eta_{1} c_{1}+\xi_{3} \eta_{3} c_{3}\right)^{2}-\eta_{1}^{2}\left(\xi_{2} \eta_{2} c_{2}+\xi_{3} \eta_{3} c_{3}\right)^{2}
\end{aligned}
$$

because of

$$
\begin{aligned}
& f_{1}(x, y)=x^{2}+y^{2}+z^{2} \quad \geq 0, \\
& f_{2}(x, y)=2 x^{2} y^{2}-x^{2}-1 \quad \leq 0, \\
& f_{3}(x, y)=x^{2} y^{2}\left(1-x^{2}\right)+y^{2}\left(x^{2}-1\right) \quad \leq y^{2}\left(1-x^{2}\right)+y^{2}\left(x^{2}-1\right)=0,
\end{aligned}
$$

when $x, y, z \in[-1,1]$ holds. The denominator $D_{G}$ can be written as

$$
D_{G}=d_{6} h^{6}+\left(d_{4,2} k^{2}+d_{4,1} k+d_{4,0}\right) h^{4}+\left(d_{2,2} k^{2}+d_{2,1} k\right) h^{2}+d_{0}
$$

where

$$
\begin{aligned}
d_{0}= & 16 a^{4} k^{2}\left[m_{1}\left(\xi_{1}, \xi_{2}\right)+m_{1}\left(\xi_{3}, \xi_{1}\right)+m_{1}\left(\xi_{2}, \xi_{3}\right)\right]^{2} & \geq 0, \\
d_{2,1}= & 16 a^{3} m_{2}\left(c_{1} \xi_{1}, c_{2} \xi_{2}, c_{3} \xi_{3}\right)\left[m_{1}\left(\xi_{1}, \xi_{2}\right)+m_{1}\left(\xi_{3}, \xi_{1}\right)+m_{1}\left(\xi_{2}, \xi_{3}\right)\right]=4 a n_{2} & \geq 0, \\
d_{2,2}= & 4 a^{2}\left[m_{6}\left(\xi_{1}, \eta_{1}, \xi_{2}\right) c_{1}^{2}+2 m_{7}\left(\xi_{3}\right) \xi_{1} \xi_{2} \eta_{1} \eta_{2} c_{1} c_{2}+m_{6}\left(\xi_{2}, \eta_{2}, \xi_{1}\right) c_{2}^{2}\right. & \\
& +m_{6}\left(\xi_{1}, \eta_{1}, \xi_{3}\right) c_{1}^{2}+2 m_{7}\left(\xi_{2}\right) \xi_{1} \xi_{3} \eta_{1} \eta_{3} c_{1} c_{3}+m_{6}\left(\xi_{3}, \eta_{3}, \xi_{1}\right) c_{3}^{2} & \\
& +m_{6}\left(\xi_{2}, \eta_{2}, \xi_{3}\right) c_{2}^{2}+2 m_{7}\left(\xi_{1}\right) \xi_{2} \xi_{3} \eta_{2} \eta_{3} c_{2} c_{3}+m_{6}\left(\xi_{3}, \eta_{3}, \xi_{2}\right) c_{3}^{2} & \\
& \left.+m_{5}\left(\eta_{1}, \xi_{2}, \xi_{3}\right) c_{1}^{2}+m_{5}\left(\eta_{2}, \xi_{1}, \xi_{3}\right) c_{2}^{2}+m_{5}\left(\eta_{3}, \xi_{1}, \xi_{2}\right) c_{3}^{2}\right] &
\end{aligned}
$$

$$
\begin{aligned}
d_{4,0} & =4 a^{2} m_{2}\left(\xi_{1}, \xi_{2}, \xi_{3}\right)^{2} & & \geq 0 \\
d_{4,1} & =4 a n_{4} & & \geq 0 \\
d_{4,2} & =\left[\eta_{1}^{2} c_{1}^{2}+\eta_{2}^{2} c_{2}^{2}+\eta_{3}^{2} c_{3}^{2}+2 \xi_{1} \eta_{1} \xi_{2} \eta_{2} c_{1} c_{2}+2 \xi_{1} \eta_{1} \xi_{3} \eta_{3} c_{1} c_{3}+2 \xi_{2} \eta_{2} \xi_{3} \eta_{3} c_{2} c_{3}\right]^{2} & & \geq 0 \\
d_{6} & =\left[\xi_{1} \eta_{1} c_{1}+\xi_{2} \eta_{2} c_{2}+\xi_{3} \eta_{3} c_{3}\right]^{2} & & \geq 0,
\end{aligned}
$$

with $a<0$ and

$$
\begin{array}{rlrl}
m_{1}(x, y) & =2 x^{2} y^{2}-x^{2}-1 & \leq 2 x^{2}-x^{2}-1=x^{2}-1 \leq 0 \\
m_{2}(x, y, z) & =x^{2}+y^{2}+z^{2} & & \geq 0 \\
m_{3}(x, y) & =x^{2} y^{2}\left(1-x^{2}\right)+y^{2}\left(x^{2}-1\right) & \leq y^{2}\left(1-x^{2}\right)+y^{2}\left(x^{2}-1\right)=0 \\
m_{4}(x, y)= & =\left(1-x^{2}\right)\left[x^{2}\left(y^{2}-1\right)+y^{2}\left(x^{2}-1\right)\right] & & \leq 0 \\
m_{5}(x, y, z) & =-8 x^{4} y^{2} z^{2}+4 x^{2} y^{2} z^{2}+4 x^{2} & \geq-8 x^{2} y^{2} z^{2}+4 x^{2} y^{2} z^{2}+4 x^{2} \\
& =-4 x^{2} y^{2} z^{2}+4 x^{2} & \geq-4 x^{2}+4 x^{2}=0 \\
m_{6}\left(x_{1}, x_{2}, y\right) & =4 x_{2}^{2} x_{1}^{2} y^{4}+\left(-8 x_{2}^{2} x_{1}^{2}+2 x_{2}^{2}\right) y^{2}+x_{2}^{2}+\frac{3}{2} x_{1}^{2} x_{2}^{2} & \in[0,3] \\
m_{7}(x) & =2 x^{2}\left(x^{2}-\left(1-x^{2}\right)\right)+7
\end{array}
$$

for $x, y, z \in[-1,1]$. We still need to show $d_{2,2} \geq 0$. Since we cannot determine the sign of $d_{2,2}$ directly, we consider three different cases.

Having $\xi_{2}^{2}=\xi_{3}^{2}=1$ leads to

$$
\begin{aligned}
d_{2,2} & =4 a^{2}\left[2\left(-\frac{5}{2} \xi_{1}^{2} \eta_{1}^{2}+3 \eta_{1}^{2}\right) c_{1}^{2}+\left(-8 \eta_{1}^{4}+8 \eta_{1}^{2}\right) c_{1}^{2}\right] \\
& \geq 4 a^{2}\left[2\left(-\frac{5}{2} \eta_{1}^{2}+3 \eta_{1}^{2}\right) c_{1}^{2}+\left(-8 \eta_{1}^{2}+8 \eta_{1}^{2}\right) c_{1}^{2}\right]=4 a^{2} c_{1}^{2} \eta_{1}^{2} \geq 0
\end{aligned}
$$

as $\eta_{1}^{2} \leq 1$.

Secondly, we consider $c_{1}=c_{2}=c_{3}=0$. This leads directly to $d_{2,2}=0$.

From now on we have $\left(c_{1}, c_{2}, c_{3}\right) \neq(0,0,0)$. Since $d_{2,2}$ is symmetric in respect to $c_{1}, c_{2}, c_{3}$ we can say without loss of generality that $c_{1} \neq 0$. Additionally, we have $\left(\xi_{2}^{2}, \xi_{3}^{2}\right) \neq(1,1)$.

Setting $p_{2}:=c_{2} / c_{1}$ and $p_{3}:=c_{3} / c_{1}$ gives

$$
\begin{aligned}
d_{2,2}= & 4 a^{2} c_{1}^{2}\left[m_{6}\left(\xi_{1}, \eta_{1}, \xi_{2}\right)+2 m_{7}\left(\xi_{3}\right) \xi_{1} \xi_{2} \eta_{1} \eta_{2} p_{2}+m_{6}\left(\xi_{2}, \eta_{2}, \xi_{1}\right) p_{2}^{2}\right. \\
& +m_{6}\left(\xi_{1}, \eta_{1}, \xi_{3}\right)+2 m_{7}\left(\xi_{2}\right) \xi_{1} \xi_{3} \eta_{1} \eta_{3} p_{3}+m_{6}\left(\xi_{3}, \eta_{3}, \xi_{1}\right) p_{3}^{2} \\
& +m_{6}\left(\xi_{2}, \eta_{2}, \xi_{3}\right) p_{2}^{2}+2 m_{7}\left(\xi_{1}\right) \xi_{2} \xi_{3} \eta_{2} \eta_{3} p_{2} p_{3}+m_{6}\left(\xi_{3}, \eta_{3}, \xi_{2}\right) p_{3}^{2} \\
& \left.+m_{5}\left(\eta_{1}, \xi_{2}, \xi_{3}\right)+m_{5}\left(\eta_{2}, \xi_{1}, \xi_{3}\right) p_{2}^{2}+m_{5}\left(\eta_{3}, \xi_{1}, \xi_{2}\right) p_{3}^{2}\right] \\
= & 4 a^{2} c_{1}^{2}\left[k_{11} p_{2}^{2}+k_{22} p_{3}^{2}+k_{12} p_{2} p_{3}+k_{1} p_{2}+k_{2} p_{3}+k_{0}\right]=: 4 a^{2} c_{1}^{2} g\left(p_{2}, p_{3}\right) .
\end{aligned}
$$

In order to calculate the extremum of $g\left(p_{2}, p_{3}\right)$

$$
\nabla g\left(\hat{p}_{2}, \hat{p}_{3}\right)=\binom{2 k_{11} \hat{p}_{2}+k_{12} \hat{p}_{3}+k_{1}}{k_{12} \hat{p}_{2}+2 k_{22} \hat{p}_{3}+k_{2}}=\binom{0}{0}
$$

is necessary, which leads to

$$
\hat{p}_{2}=\frac{2 k_{1} k_{22}-k_{2} k_{12}}{k_{12}^{2}-4 k_{11}^{2} k_{22}^{2}}, \quad \hat{p}_{3}=\frac{2 k_{2} k_{11}-k_{1} k_{12}}{k_{12}^{2}-4 k_{11}^{2} k_{22}^{2}},
$$

where we have

$$
k_{12}^{2}-4 k_{11}^{2} k_{22}^{2}=q_{1} q_{2} q_{3}
$$

with

$$
\begin{aligned}
q_{1}= & \eta_{2}{ }^{2} \eta_{3}{ }^{2} \\
q_{2}= & -2 \xi_{1}{ }^{2} \xi_{2}{ }^{2}-2 \xi_{1}{ }^{2} \xi_{3}{ }^{2}-2 \xi_{2}{ }^{2} \xi_{3}{ }^{2}+\xi_{1}{ }^{2}+\xi_{2}{ }^{2}+\xi_{3}{ }^{2}+3 \in[0,4] \\
q_{3}= & 8 \xi_{1}{ }^{4} \xi_{2}{ }^{2} \xi_{3}{ }^{2}+4 \xi_{1}{ }^{2} \xi_{2}{ }^{4} \xi_{3}{ }^{2}+4 \xi_{1}{ }^{2} \xi_{2}{ }^{2} \xi_{3}{ }^{4}+4 \xi_{2}{ }^{4} \xi_{3}{ }^{4}-4 \xi_{1}{ }^{4} \xi_{2}{ }^{2} \\
& -4 \xi_{1}{ }^{4} \xi_{3}{ }^{2}-22 \xi_{1}{ }^{2} \xi_{2}{ }^{2} \xi_{3}{ }^{2}-6 \xi_{2}{ }^{4} \xi_{3}{ }^{2}-6 \xi_{2}{ }^{2} \xi_{3}{ }^{4}+8 \xi_{1}{ }^{2} \xi_{2}{ }^{2} \\
& +8 \xi_{1}{ }^{2} \xi_{3}{ }^{2}+20 \xi_{2}{ }^{2} \xi_{3}{ }^{2}-2 \xi_{1}{ }^{2}-3 \xi_{2}{ }^{2}-3 \xi_{3}{ }^{2}-6 \in[-9,0] .
\end{aligned}
$$

There is $q_{1} q_{2} q_{3} \neq 0$ for $\left(\xi_{2}^{2}, \xi_{3}^{2}\right) \neq(1,1)$. Since this is the unique root of $\nabla g$, as $k_{11}, k_{22} \geq 0$, we have a minimum at $p_{2}=\hat{p}_{2}$ and $p_{3}=\hat{p}_{3}$. Thus we get

$$
g\left(\hat{p}_{2}, \hat{p}_{3}\right)=\frac{q_{4} q_{5}}{q_{6}}
$$

where

$$
\begin{aligned}
q_{4}= & 2 \eta_{1}^{2}\left(2 \xi_{1}^{2} \xi_{2}^{2}+2 \xi_{1}^{2} \xi_{3}^{2}+2 \xi_{2}^{2} \xi_{3}^{2}-\xi_{1}^{2}-\xi_{2}^{2}-\xi_{3}^{2}-3\right) \leq 2 \eta_{1}^{2}\left(\xi_{1}^{2}+\xi_{2}^{2}+\xi_{3}^{2}-3\right) \leq 0 \\
q_{5}= & 8 \xi_{1}^{4} \xi_{2}^{4} \xi_{3}^{2}+8 \xi_{1}^{4} \xi_{2}^{2} \xi_{3}^{4}+8 \xi_{1}^{2} \xi_{2}^{4} \xi_{3}^{4}-4 \xi_{1}^{4} \xi_{2}^{4}-20 \xi_{1}^{4} \xi_{2}^{2} \xi_{3}^{2}-4 \xi_{1}^{4} \xi_{3}^{4}-20 \xi_{1}^{2} \xi_{2}^{4} \xi_{3}^{2}-20 \xi_{1}^{2} \xi_{2}^{2} \xi_{3}^{4} \\
& -4 \xi_{2}^{4} \xi_{3}^{4}+6 \xi_{2}^{2} \xi_{1}^{4}+6 \xi_{1}^{4} \xi_{3}^{2}+6 \xi_{1}^{2} \xi_{2}^{4}+57 \xi_{1}^{2} \xi_{2}^{2} \xi_{3}^{2}+6 \xi_{1}^{2} \xi_{3}^{4}+6 \xi_{2}^{4} \xi_{3}^{2}+6 \xi_{2}^{2} \xi_{3}^{4} \\
& -20 \xi_{2}^{2} \xi_{1}^{2}-20 \xi_{1}^{2} \xi_{3}^{2}-20 \xi_{2}^{2} \xi_{3}^{2}+3 \xi_{1}^{2}+3 \xi_{2}^{2}+3 \xi_{3}^{2}+6 \in[0,9] \\
q_{6}= & 8 \xi_{1}^{4} \xi_{2}^{2} \xi_{3}^{2}+4 \xi_{1}^{2} \xi_{2}^{4} \xi_{3}^{2}+4 \xi_{1}^{2} \xi_{2}^{2} \xi_{3}^{4}+4 \xi_{2}^{4} \xi_{3}^{4}-4 \xi_{2}^{2} \xi_{1}^{4}-4 \xi_{1}^{4} \xi_{3}^{2}-22 \xi_{1}^{2} \xi_{2}^{2} \xi_{3}^{2} \\
& -6 \xi_{2}^{4} \xi_{3}^{2}-6 \xi_{2}^{2} \xi_{3}^{4}+8 \xi_{2}^{2} \xi_{1}^{2}+8 \xi_{1}^{2} \xi_{3}^{2}+20 \xi_{2}^{2} \xi_{3}^{2}-2 \xi_{1}^{2}-3 \xi_{2}^{2}-3 \xi_{3}^{2}-6 \in[-9,0]
\end{aligned}
$$

with $q_{6} \neq 0$ for $\left(\xi_{2}^{2}, \xi_{3}^{2}\right) \neq(1,1)$. With these three cases we have $d_{2,2} \geq 0$, and hence $N_{G} \geq 0$ follows. The condition (3.25) is satisfied.

## Lemma 4:

The fully discrete high-order compact finite difference scheme given in (3.24), where the coefficients for the three-dimensional case defined in section 3.4.2 are used, satisfies the necessary stability condition given in $(3.25)$ on the corner points of $\xi_{1}, \xi_{2}$ and $\xi_{3}$, so $\xi_{1}=$ $\cos \left(z_{1} / 2\right)= \pm 1, \xi_{2}=\cos \left(z_{2} / 2\right)= \pm 1$ and $\xi_{3}=\cos \left(z_{3} / 2\right)= \pm 1$.

Proof: Using $\sin \left(z_{1} / 2\right)=\sqrt{1-\xi_{1}^{2}}=0$ for $\xi_{1}= \pm 1, \sin \left(z_{2} / 2\right)=\sqrt{1-\xi_{2}^{2}}=0$ for $\xi_{2}= \pm 1$ and $\sin \left(z_{3} / 2\right)=\sqrt{1-\xi_{3}^{2}}=0$ for $\xi_{3}= \pm 1$ and simple evaluation, we obtain

$$
|G|-1=\frac{0}{-36 a^{2} h^{4}}=0
$$

which satisfies condition (3.25).

### 3.5 Application to Black-Scholes basket options

In this section we want to show that the $n$-dimensional Black-Scholes differential equation satisfies, after transformations, the conditions (3.10) of a high-order compact scheme and calculate the resulting scheme for the interior of the grid. After that we look at the boundary conditions for an $n$-dimensional spatial domain and finally discuss the time discretisation.

### 3.5.1 Transformation of the $n$-dimensional Black-Scholes equation

In the multidimensional Black Scholes model, see Definition 10, the stocks follow the processes

$$
\begin{equation*}
d S_{i}(t)=\left(\mu_{i}-\delta_{i}\right) S_{i}(t) d t+\sigma_{i} S_{i}(t) d W_{i}(t) \tag{3.26}
\end{equation*}
$$

where $S_{i}$ is the $i$-th stock, which has an expected return of $\mu_{i}$, a continuous dividend of $\delta_{i}$, and the volatility $\sigma_{i}$ for $i=1, \ldots, n$ and $n \in \mathbb{N}$. The Stock $S_{i}$ follows a geometric Brownian motion, so $d W_{i}$ is a Wiener process. The Wiener processes are correlated with $\left\langle d W_{i}, d W_{j}\right\rangle=: \rho_{i, j} d t$ for $i, j=1, \ldots, n$ with $i \neq j$. The application of Itô's Lemma and standard arbitrage arguments show that any option price $V(S, \sigma, t)$ solves the $n$ dimensional Black-Scholes partial differential equation,

$$
\begin{equation*}
\frac{\partial V}{\partial t}+\frac{1}{2} \sum_{i=1}^{n} \sigma_{i}^{2} S_{i}^{2} \frac{\partial^{2} V}{\partial S_{i}^{2}}+\sum_{\substack{i, j=1 \\ i<j}}^{n} \rho_{i j} \sigma_{i} \sigma_{j} S_{i} S_{j} \frac{\partial^{2} V}{\partial S_{i} \partial S_{j}}+\sum_{i=1}^{n}\left(r-\delta_{i}\right) S_{i} \frac{\partial V}{\partial S_{i}}-r V=0 \tag{3.27}
\end{equation*}
$$

The transformations

$$
\begin{equation*}
x_{i}=\frac{\gamma}{\sigma_{i}} \ln \left(\frac{S_{i}}{K}\right), \quad \tau=T-t \quad \text { and } \quad u=e^{r \tau} \frac{V}{K}, \tag{3.28}
\end{equation*}
$$

where $\gamma$ is a constant scaling parameter to assure that the resulting computational domain does not get too large, lead for $i=1, \ldots, n$ to

$$
\begin{equation*}
u_{\tau}-\frac{\gamma^{2}}{2} \sum_{i=1}^{n} \frac{\partial^{2} u}{\partial x_{i}^{2}}-\gamma^{2} \sum_{\substack{i, j=1 \\ i<j}}^{n} \rho_{i j} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+\gamma \sum_{i=1}^{n}\left[\frac{\sigma_{i}}{2}-\frac{r-\delta_{i}}{\sigma_{i}}\right] \frac{\partial u}{\partial x_{i}}=0 \tag{3.29}
\end{equation*}
$$

When comparing this with (3.1), we see that

$$
\begin{array}{ll}
a_{i}\left(x_{1}, \ldots, x_{n}, \tau\right)=\frac{-\gamma}{2}, & b_{i j}\left(x_{1}, \ldots, x_{n}, \tau\right)=-\gamma^{2} \rho_{i j}, \\
c_{i}\left(x_{1}, \ldots, x_{n}, \tau\right)=\gamma\left(\frac{\sigma_{i}}{2}-\frac{r-\delta_{i}}{\sigma_{i}}\right), & d\left(x_{1}, \ldots, x_{n}, \tau\right)=0 \tag{3.30}
\end{array}
$$

for $i, j=1, \ldots, n$ and $i<j$. We find that the transformed partial differential equation (3.29) with these coefficients satisfies the conditions given by (3.10), if $\Delta x_{i}=h$ for a stepsize $h>0$ is used in the discretisation process. Hence we can obtain a high-order compact scheme for any spatial dimension $n \in \mathbb{N}$.

## Transformation of the final condition

We have to define which kind of options we want to discuss. When looking at a European Power-Put basket option, the final condition of the partial differential equation (3.27) is given by

$$
V\left(S_{1}, \ldots, S_{n}, T\right)=\max \left(K-\sum_{i=1}^{n} \omega_{i} S_{i}, 0\right)^{p}
$$

where $p$ is an integer, $\sum_{i=1}^{n} \omega_{i}=1$ and $\omega_{i} \geq 0$ for $i=1, \ldots, n$ if we have restrictions regarding short-selling. Using the transformations (3.28) leads to

$$
\begin{equation*}
u\left(x_{1}, \ldots, x_{n}, 0\right)=K^{p-1} \max \left(1-\sum_{i=1}^{n} \omega_{i} e^{\frac{\sigma_{i} x_{i}}{\gamma}}, 0\right)^{p} \tag{3.31}
\end{equation*}
$$

which is the initial condition for the partial differential equation (3.29). The budget constraint $\sum_{i=1}^{n} \omega_{i}=1$, and the optional no-short-selling restraints, $\omega_{i} \in[0,1]$ for $i=1, \ldots, n$, still apply.

### 3.5.2 Semi-discrete two-dimensional Black-Scholes equation

In this section we apply our general two-dimensional semi-discrete scheme, see Section 3.4.1, to the two-dimensional Black-Scholes equation. For creating the semi-discrete scheme (3.12) we have to apply (3.30), with $n=2$ to (3.13) to (3.17), which gives

$$
\begin{aligned}
\hat{K}_{i_{1}, i_{2}}= & -\frac{2 \gamma^{2} \rho_{12}^{2}}{3 h^{2}}+\frac{5 \gamma^{2}}{3 h^{2}}+\frac{\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)^{2}}{3}+\frac{\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)^{2}}{3}, \\
\hat{K}_{i_{1} \pm 1, i_{2}}= & \frac{\gamma^{2} \rho_{12}^{2}}{3 h^{2}} \pm \frac{\gamma\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{3 h} \mp \frac{\gamma\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right) \rho_{12}}{3 h}-\frac{\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)^{2}}{6}-\frac{\gamma^{2}}{3 h^{2}}, \\
\hat{K}_{i_{1}, i_{2} \pm 1}= & \frac{\gamma^{2} \rho_{12}^{2}}{3 h^{2}} \pm \frac{\gamma\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{3 h} \mp \frac{\gamma\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right) \rho_{12}}{3 h}-\frac{\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)^{2}}{6}-\frac{\gamma^{2}}{3 h^{2}}, \\
\hat{K}_{i_{1} \pm 1, i_{2}-1}= & \pm \frac{\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{12}-\frac{\gamma\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{12 h} \pm \frac{\gamma\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{12 h} \\
& -\frac{\gamma\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right) \rho_{12}}{6 h} \pm \frac{\gamma\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right) \rho_{12}}{6 h}-\frac{\gamma^{2}}{12 h^{2}} \pm \frac{\gamma^{2} \rho_{12}}{4 h^{2}}-\frac{\gamma^{2} \rho_{12}^{2}}{6 h^{2}}, \\
\hat{K}_{i_{1} \pm 1, i_{2}+1}= & \frac{\gamma\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{12 h} \mp \frac{\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{12} \pm \frac{\gamma\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{12 h} \\
& +\frac{\gamma \rho_{12}\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{6 h} \pm \frac{\gamma\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right) \rho_{12}}{6 h}-\frac{\gamma^{2}}{12 h^{2}} \mp \frac{\gamma^{2} \rho_{12}}{4 h^{2}}-\frac{\gamma^{2} \rho_{12}^{2}}{6 h^{2}},
\end{aligned}
$$

where again $\hat{K}_{l, m}$ is the coefficient of $U_{l, m}(\tau)$ for $l \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}$ and $m \in\left\{i_{2}-\right.$ $\left.1, i_{2}, i_{2}+1\right\}$. Similarly, using (3.30) with $n=2$ in (3.18), we get

$$
\begin{array}{rlrl}
M_{i_{1}+1, i_{2} \pm 1} & =M_{i_{1}-1, i_{2} \mp 1}= \pm \frac{\rho_{12}}{24}, & M_{i_{1}, i_{2}}=\frac{2}{3} \\
M_{i_{1} \pm 1, i_{2}} & =\frac{1}{12} \mp \frac{h\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{12 \gamma}, & M_{i_{1}, i_{2} \pm 1} & =\frac{1}{12} \mp \frac{h\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{12 \gamma}
\end{array}
$$

as coefficients of $\partial_{\tau} U_{l, m}(\tau)$. From (3.19) and (3.30), we get $\tilde{g}(x, \tau)=0$. We obtain a semi-discrete scheme of the form (3.12), where $K_{x}$ and $M_{x}$ are in time-dependent.

### 3.5.3 Semi-discrete three-dimensional Black-Scholes equation

In this section we give the semi-discrete scheme (3.12) for the three-dimensional BlackScholes basket option. Using (3.30) with $n=3$ in (D.1) to (D.14) leads to

$$
\begin{aligned}
& \hat{K}_{i_{1}, i_{2}, i_{3}}=\frac{\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)^{2}}{3}+\frac{\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)^{2}}{3}+\frac{\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)^{2}}{3}-\frac{2 \gamma^{2} \rho_{12}^{2}}{3 h^{2}}-\frac{2 \gamma^{2} \rho_{13}^{2}}{3 h^{2}} \\
& -\frac{2 \gamma^{2} \rho_{23}^{2}}{3 h^{2}}+\frac{2 \gamma^{2}}{h^{2}}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}, i_{3}}= \pm \frac{\gamma\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{6 h}-\frac{\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)^{2}}{6} \mp \frac{\gamma \rho_{12}\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{3 h}+\frac{\gamma^{2} \rho_{12}^{2}}{3 h^{2}}-\frac{\gamma^{2}}{6 h^{2}} \\
& \mp \frac{\gamma \rho_{13}\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{3 h}+\frac{\gamma^{2} \rho_{13}^{2}}{3 h^{2}}, \\
& \hat{K}_{i_{1}, i_{2} \pm 1, i_{3}}= \pm \frac{\gamma\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{6 h}-\frac{\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)^{2}}{6} \mp \frac{\gamma \rho_{12}\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{3 h}+\frac{\gamma^{2} \rho_{12}^{2}}{3 h^{2}}-\frac{\gamma^{2}}{6 h^{2}} \\
& \mp \frac{\gamma \rho_{23}\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{3 h}+\frac{\gamma^{2} \rho_{23}^{2}}{3 h^{2}}, \\
& \hat{K}_{i_{1}, i_{2}, i_{3} \pm 1}= \pm \frac{\gamma\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{6 h}-\frac{\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)^{2}}{6} \mp \frac{\gamma \rho_{13}\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{3 h}+\frac{\gamma^{2} \rho_{13}^{2}}{3 h^{2}}-\frac{\gamma^{2}}{6 h^{2}} \\
& \mp \frac{\gamma \rho_{23}\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{3 h}+\frac{\gamma^{2} \rho_{23}^{2}}{3 h^{2}}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}-1, i_{3}}= \pm \frac{\gamma\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{12 h}-\frac{\gamma\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{12 h} \pm \frac{\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{12}-\frac{\gamma^{2}}{12 h^{2}} \\
& -\frac{\gamma \rho_{12}\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{6 h} \pm \frac{\gamma \rho_{12}\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{6 h} \pm \frac{\gamma^{2} \rho_{12}}{6 h^{2}}-\frac{\gamma^{2} \rho_{12}^{2}}{6 h^{2}} \mp \frac{\gamma^{2} \rho_{13} \rho_{23}}{6 h^{2}}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}+1, i_{3}}= \pm \frac{\gamma\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{12 h}+\frac{\gamma\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{12 h} \mp \frac{\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{12}-\frac{\gamma^{2}}{12 h^{2}} \\
& +\frac{\gamma \rho_{12}\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{6 h} \pm \frac{\gamma \rho_{12}\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{6 h} \mp \frac{\gamma^{2} \rho_{12}}{6 h^{2}}-\frac{\gamma^{2} \rho_{12}^{2}}{6 h^{2}} \pm \frac{\gamma^{2} \rho_{13} \rho_{23}}{6 h^{2}},
\end{aligned}
$$

$$
\begin{aligned}
& \hat{K}_{i_{1} \pm 1, i_{2}, i_{3}-1}= \pm \frac{\gamma\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{12 h}-\frac{\gamma\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{12 h} \pm \frac{\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{12}-\frac{\gamma^{2}}{12 h^{2}} \\
& -\frac{\gamma \rho_{13}\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{6 h} \pm \frac{\gamma \rho_{13}\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{6 h} \pm \frac{\gamma^{2} \rho_{13}}{6 h^{2}}-\frac{\gamma^{2} \rho_{13}^{2}}{6 h^{2}} \mp \frac{\gamma^{2} \rho_{12} \rho_{23}}{6 h^{2}}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}, i_{3}+1}= \pm \frac{\gamma\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{12 h}+\frac{\gamma\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{12 h} \mp \frac{\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{12}-\frac{\gamma^{2}}{12 h^{2}} \\
& +\frac{\gamma \rho_{13}\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{6 h} \pm \frac{\gamma \rho_{13}\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{6 h} \mp \frac{\gamma^{2} \rho_{13}}{6 h^{2}}-\frac{\gamma^{2} \rho_{13}^{2}}{6 h^{2}} \pm \frac{\gamma^{2} \rho_{12} \rho_{23}}{6 h^{2}}, \\
& \hat{K}_{i_{1}, i_{2} \pm 1, i_{3}-1}= \pm \frac{\gamma\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{12 h}-\frac{\gamma\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{12 h} \pm \frac{\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{12}-\frac{\gamma^{2}}{12 h^{2}} \\
& -\frac{\gamma \rho_{23}\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{6 h} \pm \frac{\gamma \rho_{23}\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{6 h} \pm \frac{\gamma^{2} \rho_{23}}{6 h^{2}}-\frac{\gamma^{2} \rho_{23}^{2}}{6 h^{2}} \mp \frac{\gamma^{2} \rho_{12} \rho_{13}}{6 h^{2}}, \\
& \hat{K}_{i_{1}, i_{2} \pm 1, i_{3}+1}= \pm \frac{\gamma\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{12 h}+\frac{\gamma\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{12 h} \mp \frac{\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{12}-\frac{\gamma^{2}}{12 h^{2}} \\
& +\frac{\gamma \rho_{23}\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{6 h} \pm \frac{\gamma \rho_{23}\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{6 h} \mp \frac{\gamma^{2} \rho_{23}}{6 h^{2}} \pm \frac{\gamma^{2} \rho_{12} \rho_{13}}{6 h^{2}}-\frac{\gamma^{2} \rho_{23}^{2}}{6 h^{2}}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}-1, i_{3}-1}= \pm \frac{\gamma \rho_{23}\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{24 h} \pm \frac{\gamma \rho_{13}\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{24 h} \pm \frac{\gamma \rho_{12}\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{24 h} \\
& \pm \frac{\gamma^{2} \rho_{12}}{24 h^{2}} \pm \frac{\gamma^{2} \rho_{13}}{24 h^{2}}-\frac{\gamma^{2} \rho_{23}}{24 h^{2}}-\frac{\gamma^{2} \rho_{12} \rho_{13}}{12 h^{2}} \pm \frac{\gamma^{2} \rho_{12} \rho_{23}}{12 h^{2}} \pm \frac{\gamma^{2} \rho_{13} \rho_{23}}{12 h^{2}}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}+1, i_{3}-1}=\mp \frac{\gamma \rho_{23}\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{24 h} \mp \frac{\gamma \rho_{13}\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{24 h} \mp \frac{\gamma \rho_{12}\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{24 h} \\
& \mp \frac{\gamma^{2} \rho_{12}}{24 h^{2}} \pm \frac{\gamma^{2} \rho_{13}}{24 h^{2}}+\frac{\gamma^{2} \rho_{23}}{24 h^{2}} \pm \frac{\gamma^{2} \rho_{12} \rho_{23}}{12 h^{2}} \mp \frac{\gamma^{2} \rho_{13} \rho_{23}}{12 h^{2}}+\frac{\gamma^{2} \rho_{12} \rho_{13}}{12 h^{2}}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}-1, i_{3}+1}=\mp \frac{\gamma \rho_{23}\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{24 h} \mp \frac{\gamma \rho_{13}\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{24 h} \mp \frac{\gamma \rho_{12}\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{24 h} \\
& \pm \frac{\gamma^{2} \rho_{12}}{24 h^{2}} \mp \frac{\gamma^{2} \rho_{13}}{24 h^{2}}+\frac{\gamma^{2} \rho_{23}}{24 h^{2}} \mp \frac{\gamma^{2} \rho_{12} \rho_{23}}{12 h^{2}} \pm \frac{\gamma^{2} \rho_{12} \rho_{13}}{12 h^{2}}+\frac{\gamma^{2} \rho_{13} \rho_{23}}{12 h^{2}}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}+1, i_{3}+1}= \pm \frac{\gamma \rho_{23}\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{24 h} \pm \frac{\gamma \rho_{13}\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{24 h} \pm \frac{\gamma \rho_{12}\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{24 h} \\
& \mp \frac{\gamma^{2} \rho_{12} \rho_{13}}{12 h^{2}}-\frac{\gamma^{2} \rho_{12} \rho_{23}}{12 h^{2}} \mp \frac{\gamma^{2} \rho_{13} \rho_{23}}{12 h^{2}} \mp \frac{\gamma^{2} \rho_{12}}{24 h^{2}} \mp \frac{\gamma^{2} \rho_{13}}{24 h^{2}}-\frac{\gamma^{2} \rho_{23}}{24 h^{2}},
\end{aligned}
$$

where $\hat{K}_{k, l, m}$ is the coefficient of $U_{k, l, m}(\tau)$ for $k \in\left\{i_{1}-1, i_{1}, i_{1}+1\right\}, l \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$ and $m \in\left\{i_{3}-1, i_{3}, i_{3}+1\right\}$. With $\hat{M}_{k, l, m}$, we define the coefficient of $\partial_{\tau} U_{k, l, m}(\tau)$ similarly, so we get

$$
\hat{M}_{i \pm 1, j, m-1}=\hat{M}_{i \mp 1, j, m+1}=\mp \frac{\rho_{13}}{24}, \quad \hat{M}_{i, j \pm 1, m-1}=\hat{M}_{i, j \mp 1, m+1}=\mp \frac{\rho_{23}}{24},
$$

$$
\begin{aligned}
\hat{M}_{i \pm 1, j-1, m} & =\hat{M}_{i \mp 1, j+1, m}=\mp \frac{\rho_{12}}{24}, & \hat{M}_{i \pm 1, j, m} & =\frac{1}{12} \mp \frac{h\left(\frac{\sigma_{1}}{2}-\frac{r-\delta_{1}}{\sigma_{1}}\right)}{12 \gamma}, \\
\hat{M}_{i, j \pm 1, m} & =\frac{1}{12} \mp \frac{h\left(\frac{\sigma_{2}}{2}-\frac{r-\delta_{2}}{\sigma_{2}}\right)}{12 \gamma}, & \hat{M}_{i, j, m \pm 1} & =\frac{1}{12} \mp \frac{h\left(\frac{\sigma_{3}}{2}-\frac{r-\delta_{3}}{\sigma_{3}}\right)}{12 \gamma}, \\
\hat{M}_{i \pm 1, j-1, m+1} & =\hat{M}_{i \pm 1, j+1, m+1}=0 & \hat{M}_{i \pm 1, j-1, m-1} & =\hat{M}_{i \pm 1, j+1, m-1}=0, \quad \hat{M}_{i, j, m}=\frac{1}{2} .
\end{aligned}
$$

Applying (3.30) with $n=3$ to (3.21) gives $\tilde{g}(x, \tau)=0$, similar as in the case $n=2$, where $x$ is a grid point in the interior of $G_{h}^{(3)}$. We obtain a semi-discrete scheme of the form (3.12), where $K_{x}$ and $M_{x}$ are time-independent.

### 3.5.4 Treatment of the boundary conditions

After deriving a high-order compact scheme for the spatial interior we now discuss the boundary conditions.

## Lower boundaries

The first boundary we discuss is $S_{i}=0$ for some $i \in I \subset\{1, \ldots n\}$ at time $t \in[0, T[$. Once the value of the stock is zero, it stays constant over time, see (3.26). Thus using $S_{i}=0$ for $i \in I$ in (3.27) leads to

$$
\frac{\partial V}{\partial t}+\frac{1}{2} \sum_{\substack{i=1 \\ i \notin I}}^{n} \sigma_{i}^{2} S_{i}^{2} \frac{\partial^{2} V}{\partial S_{i}^{2}}+\sum_{\substack{i=1 \\ i \notin I}}^{n}\left(r-\delta_{i}\right) S_{i} \frac{\partial V}{\partial S_{i}}-r V+\sum_{\substack{i, j=1 \\ i, j \neq I \\ i<j}}^{n} \rho_{i j} \sigma_{i} \sigma_{j} S_{i} S_{j} \frac{\partial^{2} V}{\partial S_{i} \partial S_{j}}=0 .
$$

Transforming this partial differential equation using (3.28) gives

$$
-\frac{\gamma^{2}}{2} \sum_{\substack{i=1 \\ i \notin I}}^{n} \frac{\partial^{2} u}{\partial x_{i}^{2}}-\gamma^{2} \sum_{\substack{i, j=1 \\ i, j \notin I \\ i<j}}^{n} \rho_{i j} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+\gamma \sum_{\substack{i=1 \\ i \notin I}}^{n}\left[\frac{\sigma_{i}}{2}-\frac{r-\delta_{i}}{\sigma_{i}}\right] \frac{\partial u}{\partial x_{i}}=f .
$$

Comparing this differential equation with (3.1) we can see that the coefficients are again given by (3.30) for $i, j \in\{1, \ldots, n\} \backslash I$ with $i<j$. So this leads again to a high-order scheme for these boundaries. The case $I=\{1, \ldots, n\}$ leads to the Dirichlet boundary condition

$$
u\left(x_{1}^{\min }, \ldots, x_{n}^{\min }, \tau\right)=u\left(x_{1}^{\min }, \ldots, x_{n}^{\min }, 0\right)
$$

at time $\left.\tau \in] 0, \tau_{\max }\right]$, since in that case $\frac{\partial u}{\partial \tau}=0$.

## Upper boundaries

Upper boundaries are boundaries with $S_{i}=S_{i}^{\max }$ for some $i \in J \subset\{1, \ldots, n\}$ at time $t \in\left[0, T\left[\right.\right.$. For a sufficiently large $S_{i}^{\max }$ for $i \in J$, we can approximate

$$
\left.\frac{\partial V\left(S_{1}, \ldots, S_{n}, t\right)}{\partial S_{i}}\right|_{S_{i}=S_{i}^{\max }} \equiv 0
$$

with $S_{k} \in\left[S_{k}^{\min }, S_{k}^{\max }\right]$ for $k=\{1, \ldots, n\} \backslash\{i\}$ for a European Power Put basket option. Using this in (3.27) gives

$$
\frac{\partial V}{\partial t}+\frac{1}{2} \sum_{\substack{i=1 \\ i \notin J}}^{n} \sigma_{i}^{2} S_{i}^{2} \frac{\partial^{2} V}{\partial S_{i}^{2}}+\sum_{\substack{i=1 \\ i \notin J}}^{n}\left(r-\delta_{i}\right) S_{i} \frac{\partial V}{\partial S_{i}}-r V+\sum_{\substack{i, j=1 \\ i, j \notin J \\ i<j}}^{n} \rho_{i j} \sigma_{i} \sigma_{j} S_{i} S_{j} \frac{\partial^{2} V}{\partial S_{i} \partial S_{j}}=0
$$

and leads, when using the transformations (3.28), to

$$
\begin{equation*}
-\frac{\gamma^{2}}{2} \sum_{\substack{i=1 \\ i \notin J}}^{n} \frac{\partial^{2} u}{\partial x_{i}^{2}}-\gamma^{2} \sum_{\substack{i, j=1 \\ i, j \notin J \\ i<j}}^{n} \rho_{i j} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+\gamma \sum_{\substack{i=1 \\ i \notin J}}^{n}\left[\frac{\sigma_{i}}{2}-\frac{r-\delta_{i}}{\sigma_{i}}\right] \frac{\partial u}{\partial x_{i}}=f . \tag{3.32}
\end{equation*}
$$

Hence the upper boundaries show the same behaviour as the lower boundaries for a European Power Put basket and we can obtain a high-order compact scheme for these boundaries as well. As in Section 3.5.4, we have the Dirichlet boundary condition

$$
u\left(x_{1}^{\max }, \ldots, x_{n}^{\max }, \tau\right)=u\left(x_{1}^{\max }, \ldots, x_{n}^{\max }, 0\right)
$$

for $\left.\tau \in] 0, \tau_{\max }\right]$ if $J=\{1, \ldots, n\}$.

### 3.5.5 Time discretisation

With the results from the previous sections we obtain a semi-discrete system of the form

$$
\begin{equation*}
\sum_{\hat{x} \in G_{h}^{(n)}}\left[M_{x}(\hat{x}) u_{\tau}(x, \tau)+K_{x}(\hat{x}) u(\hat{x}, \tau)\right]=g(x), \tag{3.33}
\end{equation*}
$$

for each point $x$ of the grid $G_{h}^{(n)}$ as defined in (3.11). The functions $K_{x}, M_{x}$, as well as $g$ are given through the spatial discretisation process and are not dependent on $\tau$ in our example. $M_{x}$ and $K_{x}$ are only non-zero on the compact $n$-dimensional stencil. Thus, our equation system given by (3.33) only has up to $3^{n}$ entries on the grid $G_{h}^{(n)}$ for $u_{\tau}$ and $u$, respectively. We have defined these non-zero coefficients, as well as $g$, in Sections 3.5.2 and
3.5.3 for the cases $n=2$ and $n=3$, respectively.

We use an equidistant time grid of the form $\tau=k \Delta \tau$ for $k=0, \ldots, N_{\tau}$ with $N_{\tau} \in \mathbb{N}$ and a Crank-Nicolson-type time discretisation, see [Str04, Wil98], with step size $\Delta \tau$, leading to

$$
\begin{equation*}
\sum_{\hat{x} \in G_{h}^{(n)}}\left[M_{x}(\hat{x})+\frac{\Delta \tau}{2} K_{x}(\hat{x})\right] u(\hat{x}, \tau+\Delta \tau)=\sum_{\hat{x} \in G_{h}^{(n)}}\left[M_{x}(\hat{x})-\frac{\Delta \tau}{2} K_{x}(\hat{x})\right] u(\hat{x}, \tau)+(\Delta \tau) g(x) \tag{3.34}
\end{equation*}
$$

on each point $x$ of the grid $G_{h}^{(n)}$. This system of equations has to be solved for every time step with $\tau=k \Delta \tau$ for $k=0, \ldots, N_{\tau}$. We can see directly that we have only non-zero values on the compact stencil, as the functions $M_{x}(\hat{x})$ and $K_{x}(\hat{x})$ have this property. For the Crank-Nicolson time discretisation this compact scheme has consistency order two in time and four in space.

### 3.6 Numerical experiments for Black-Scholes Basket options

In this section we discuss the numerical experiments for the Black-Scholes basket Power Puts in spatial dimensions $n=2,3$. The equation systems which have to be solved over time have been derived in Section 3.5. According to [KTW70], we cannot expect fourth order convergence if the initial condition is not smooth enough. This means, that we have to smoothen the initial conditions for a Power Put with $p=1,2$. In [KTW70] suitable smoothing operators are identified in Fourier space. Since the order of convergence of our high-order compact schemes is four, we have to use the smoothing operator $\Phi_{4}$, given by it's Fourier transformation

$$
\hat{\Phi}_{4}(\omega)=\left(\frac{\sin \left(\frac{\omega}{2}\right)}{\frac{\omega}{2}}\right)^{4}\left[1+\frac{2}{3} \sin ^{2}\left(\frac{\omega}{2}\right)\right] .
$$

This leads to the smooth initial condition determined by

$$
\tilde{u}_{0}\left(x_{1}, x_{2}\right)=\int_{-3 h}^{3 h} \int_{-3 h}^{3 h} \Phi_{4}\left(\frac{x}{h}\right) \Phi_{4}\left(\frac{y}{h}\right) u_{0}\left(x_{1}-x, x_{2}-y\right) \mathrm{dx} \mathrm{dy}
$$

in the case $n=2$ and

$$
\tilde{u}_{0}\left(x_{1}, x_{2}, x_{3}\right)=\int_{-3 h}^{3 h} \int_{-3 h}^{3 h} \int_{-3 h}^{3 h} \Phi_{4}\left(\frac{x}{h}\right) \Phi_{4}\left(\frac{y}{h}\right) \Phi_{4}\left(\frac{z}{h}\right) u_{0}\left(x_{1}-x, x_{2}-y, x_{3}-z\right) \mathrm{dx} \mathrm{dy} \mathrm{dz}
$$

in the case $n=3$ for any stepsize $h>0$, where $u_{0}$ is the original initial condition and $\Phi_{4}(x)$ denotes the Fourier inverse of $\Phi_{4}(\omega)$, see [KTW70]. If $u_{0}$ is smooth enough in the integrated region around $\left(x_{1}, \ldots, x_{n}\right)$, we have $\tilde{u}_{0}\left(x_{1}, \ldots, x_{n}\right)=u_{0}\left(x_{1}, \ldots, x_{n}\right)$ for $n=2,3$. That means that it is possible to identify the points where smoothing is necessary.


Figure 3.2: Example smoothing points for $n=2, p=1$
Figure 3.2 gives an example of a grid with $n=2$ on the left side and on the right side the identified gridpoints, where smoothing is necessary, and a graph of the non-differentiable points of the initial condition given in (3.31). The points were chosen in such a way that we can be sure that the non-differentiable points have no influence on $\tilde{u}_{0}\left(x_{1}, x_{2}\right)$ for those points, which are not shown in Figure 3.2 on the right hand side. We can see this as there are always at least three grid-points above, below, left and right from the non-differentiable points as long as it does not exceed the grid. Thus we can reduce the necessary calculations significantly using this approach. As with $h \rightarrow 0$, the smooth initial condition $\tilde{u}_{0}$ tends towards the original initial condition $u_{0}$ given in (3.31). This means that the approximation of the smoothed problem tends towards the true solution of (3.29).

We use the relative $l^{2}$-error

$$
\frac{\left\|U_{\text {ref }}-U\right\|_{l^{2}}}{\left\|U_{\text {ref }}\right\|_{l^{2}}}
$$

for European Power Puts with $p=1, \ldots, 4$, as well as the $l^{\infty}$-error

$$
\left\|U_{\mathrm{ref}}-U\right\|_{l \infty}
$$

for European Power Puts with $p=1,2$, for examining the numerical convergence rate, where $U_{\text {ref }}$ denotes a reference solution on a fine grid and $U$ is the approximation. When identifying the convergence order of the schemes, we determine it as the slope of the linear least square fit of the individual error points in the loglog-plots of error versus number of
discretisation points per spatial direction.

### 3.6.1 Numerical example with two underlying stocks

In this section we show the numerical results for the convergence rate of a two-dimensional Black-Scholes basket Power Put. We compare the high-order compact scheme with the standard scheme, which results from using the central difference operator directly in (3.29) and $n=2$ with no further action, which leads to a classical second order scheme. We look at plain European Puts as well as European Power Puts with power $p=2,3,4$. In the European Put and the European Power Put with power $p=2$, we use the smoothing operator suggested in [KTW70] for the Initial condition given in (3.31). We use the values

$$
\begin{gathered}
\sigma_{1}=.25, \quad \sigma_{2}=.35, \quad \gamma=.25, \quad \delta_{1}=\delta_{2}=0, \quad r=\log (1.05) \\
\omega_{1}=0.35=1-\omega_{2}, \quad \text { and } \quad \frac{\Delta \tau}{h^{2}}=0.4
\end{gathered}
$$

for each of the shown plots. The value for $\Delta \tau / h^{2}$ has to be constant, though the value 0.4 is just an example. The von Neumann stability analysis did not indicate any restriction on this relation. We use the correlations $\rho_{12}=-0.8, \rho_{12}=0$ and $\rho_{12}=0.8$ for the case $K=10$.


Figure 3.3: Absolute $l^{\infty}$-error two dimensional Black-Scholes Basket Power Put, $\mathrm{p}=1$ and smooth initial condition


Figure 3.4: Absolute $l^{\infty}$-error twodimensional Black-Scholes Basket Power Put, $\mathrm{p}=2$ and smooth initial condition

In Figures 3.3 and 3.4 we see convergence plots concerning the absolute $l^{\infty}$ error for a European Put and a European Power Put, respectively. For the European Put we can see that the high-order compact schemes have a highly similar behaviour. The points are almost identical except the one with the highest accuracy. The convergence orders for the high-order compact schemes are between 3.62 and 3.73. The maximum absolute errors
have a range from $10^{-6}$ to $10^{-2}$. The standard discretisations have convergence orders from 1.51 to 1.77 and an error range from $10^{-3.5}$ to $10^{-1}$. For all stepsizes the error of the high-order compact scheme is visibly smaller than the one of the standard scheme. So the high-order compact scheme consequently outmatches the standard discretisation in the infinity norm for the European Put.

In the case $p=2$, the convergence plots for the high-order compact schemes again look highly similar except for the finest grid. The convergence rates thus have a range from 3.56 to 3.75 and an error range for the maximum norm from $10^{-6}$ to $10^{-1.5}$. The higher values of the errors can be explained with the higher magnitude of the initial condition of the European Power Put with $p=2$ compared to the initial condition of the European Put, see (3.31). For the standard discretisation we can observe convergence rates between 1.75 and 1.93 and a magnitude of the infinity errors between $10^{-3}$ and $10^{-1}$. For all stepsizes the error of the second order scheme is higher than the error of the high-order compact scheme, even though the difference is relatively small when having rough grids with $N=11$. We can state that the performance of the high-order compact schemes is significantly better when comparing it to the standard discretisation, if the initial condition is smoothed according to [KTW70].


Figure 3.5: $l^{2}$-error two-dimensional BlackScholes Basket Power Put, p=1 and smooth initial condition


Figure 3.6: $l^{2}$-error two-dimensional BlackScholes Basket Power Put, p=2 and smooth initial condition

In Figures 3.5 and 3.6 we can see the convergence plots for a European Put $(p=1)$ and a European Power Put with $p=2$, respectively. For the European Put we can see similar behaviour of the convergence for $\rho=-0.8, \rho=0$ and $\rho=0.8$ for the high-order schemes. The numerical convergence rates for the high-order compact schemes are between 3.87 and 3.94 , whereas for the standard scheme we observe a numerical convergence rate between 1.77 and 1.87 for the standard European Black-Scholes basket Put. For a very
small number of gridpoints, which means 11 points in each direction, the second order scheme can achieve the same error level, but due to the convergence rates we can see that the high-order compact schemes outperform the second-order schemes in each case of the correlation significantly. Thus the smoothing of the initial condition, which is suggested by [KTW70], eliminates the problems given by the initial condition. The high-order compact scheme thus outperforms the standard discretisation for a European Put significantly.

In Figure 3.6 we can see a similar behaviour. Again, the smoothing resolves the problems created by the initial condition. The high-order compact scheme has convergence rates between 3.83 and 3.86 , whereas the convergence rates of the standard schemes are between 1.82 and 2.14. Only for $N=11$ the standard scheme can generate the same error level as the high-order compact scheme. After that the high-order compact schemes, due to their higher convergence rates, increase the difference in the error levels. We can see that the performance of the high-order compact scheme exceeds the one of the standard scheme consequently in this case as well.


Figure 3.7: $l^{2}$-error two-dimensional BlackScholes Basket Power Put, $p=3$


Figure 3.8: $l^{2}$-error two-dimensional BlackScholes Basket Power Put, $p=4$

In Figures 3.7 and 3.8 we see the convergence of the relative $l^{2}$-error for European Power Puts with $p=3$ and $p=4$, respectively. The initial conditions were not smoothed, as they are in $C^{p-1}$. For $p=3$, we have a convergence order of the high-order compact schemes between 4.16 and 4.23 . The high-order compact schemes behave very similar for $\rho=-0.8, \rho=0$ and $\rho=0.8$. Only the scheme with $\rho=0.8$ seems to have slightly higher errors than the schemes with $\rho=0$ and $\rho=-0.8$, but in terms of the convergence order these differences are neglectable. The standard discretisations show convergence rates in the range of 2.06 to 2.17 . The three convergence lines seem to be almost parallel, when excluding the point for $N=11$. The standard scheme has the best results for $\rho=0$, followed by the scheme with $\rho=-0.8$. Just like for the high-order compact schemes
the standard scheme has its worst errors for the case $\rho=0.8$. Overall, the standard discretisation is completely outperformed by the high-order compact schemes for $p=3$, as even with the roughest grid there is a huge difference in the achieved relative $l^{2}$-error.

In Figure 3.8 we can see the convergence rates for $p=4$. The convergence rates for the high-order compact schemes are between 3.88 and 4.22. The case $\rho=0$ and $\rho=-0.8$ behave almost identical, whereas the $l^{2}$-error of the scheme for $\rho=0.8$ declines slower than in the other cases of $\rho$. The standard discretisations seem to be almost parallel from the start, having convergence rates between 2.08 and 2.15 . Overall, we can say that in these cases the values of the errors are significantly lower with the high-order compact schemes when comparing it with the standard discretisation, even when the grid is very rough and we achieve fourth order convergence with our scheme for European Power Puts with $p=3,4$ using the original initial condition.

### 3.6.2 Numerical example with three stocks

In this section we perform numerical examples with three stocks, where we discuss two different scenarios. One is that the stocks are independently identically distributed and the other scenario consists of three stocks being identically distributed, but having correlations. The strike price is $K=10$ in both cases. We have $S_{\max }=36$ and $S_{\min }=0.1$ for each underlying. Furthermore, we have

$$
\begin{gathered}
\delta_{i}=0.01, \quad \sigma_{i}=0.3, \quad \rho_{1,2}=-0.4, \quad \rho_{1,3}=-0.1, \quad \rho_{2,3}=-0.2 \\
\omega_{i}=1 / 3, \quad r=\ln (1.05), \quad \gamma=0.3, \quad \text { and } \quad T=0.25,
\end{gathered}
$$

This means that the three stocks are equally weighted in the final condition. Since a finite difference scheme with spatial dimension three is generally computational intense, the number of grid points per spatial dimension is limited. In order to have enough grid points in time, we choose $\Delta \tau / h^{2}=0.1$. We compare the standard discretisation with our highorder compact scheme for European Power Puts with $p=3,4$. For the European Power Puts with $p=1,2$ it would be possible to use [KTW70] again to smoothen the original initial condition. In the convergence plots the scenarios with correlations are labelled as " c ", whereas the independently identically distributed versions are marked as "nc". The order mentioned in the figures is the slope of the linear least square fit of the given error points in the loglog plots.


Figure 3.9: $\quad l^{2}$-error $\log -\log$ plot threedimensional Black-Scholes Basket Power Put, $p=3$


Figure 3.10: $l^{2}$-error $\log$-log plot threedimensional Black-Scholes Basket Power Put, $p=4$

In Figure 3.9 we can see the convergence of the relative $l^{2}$-error for the standard secondorder discretisation and our high-order compact discretisation for a European Power Put with $p=3$. Even though the order of the high-order compact schemes seems to be rather low, being 2.72 in the case with correlation and 2.8 in the case without correlation, we can clearly see that this order originates from the error values of the roughest grid, having $N=7$ points in each direction. When leaving out these points, the order of convergence would be 3.31 for the case with correlation and 3.42 in the version with independent stock prices. The standard second order discretisations produce in both cases straight lines, where the convergence order is 1.86 , when the stock prices are correlated, and 1.87 for the independent case. The value of the error is lower in each case, when using the highorder compact discretisation. Overall we can say that the high-order compact scheme outperforms the standard second-order scheme significantly.

On the right hand side in Figure 3.9 we discuss an European Power Put with $p=4$. We can observe that in this case the high-order compact discretisation behaves closer to straight line in both cases than for $p=3$. The convergence order is 3.57 when including correlation, and 3.43 for vanishing correlation. We can still observe that the convergence lines for the high-order compact schemes are bent. When leaving out the first error points with $N=7$, we have a slope of 4.16 for non-vanishing correlation, and 4.18 , when the correlation between the stock prices vanishes. The standard discretisations achieve consistency rates of 2 in the case of no correlation and 2.12 when there is correlation between the stock prices. The values of the relative $l^{2}$-errors for the different number of grid points per direction is always lower for our high-order compact scheme than for the standard second order discretisation. We observe that the high-order compact scheme exceeds the standard second order consequently for a European Power Option with $p=4$ as well.

### 3.7 Application to Heston basket options

In this section we want to discuss the possibility of an application of high-order compact schemes to multi-dimensional Heston Basket options. Recall that the riskneutral/riskadjusted multi-dimensional Heston partial differential equation is given by

$$
\begin{aligned}
0= & \frac{\partial U}{\partial t}+\sum_{i=1}^{n} r S_{i} \frac{\partial U}{\partial S_{i}}+\sum_{i=1}^{n} \kappa_{i}\left(\theta_{i}-\sigma_{i}\right) \frac{\partial U}{\partial \sigma_{i}}+\frac{1}{2} \sum_{i, j=1}^{n} \lambda_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} S_{i} S_{j} \frac{\partial^{2} U}{\partial S_{i} \partial S_{j}} \\
& +\sum_{i, j=1}^{n} \rho_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} v_{j} S_{i} \frac{\partial^{2} U}{\partial S_{i} \partial \sigma_{j}}+\frac{1}{2} \sum_{i, j=1}^{n} \eta_{i j} v_{i} v_{j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} \frac{\partial^{2} U}{\partial \sigma_{i} \partial \sigma_{j}}-r U,
\end{aligned}
$$

see (1.13), where $\sigma_{i}$ is the volatility of the stock $S_{i}$ for $i=1, \ldots, n$. Each volatility $\sigma_{i}$ follows a stochastic process with long-term average $\theta_{i}$ and mean-reversion speed $\kappa_{i}$ and the volatility of the volatility is given by $v_{i}$ for $i=1, \ldots, n$. The correlation between the stock $S_{i}$ and the stock $S_{j}$ is denoted by $\lambda_{i j}$, whereas $\rho_{i j}$ represents the correlation between the stock $S_{i}$ and the volatility $\sigma_{j}$ for $i, j=1, \ldots, n$. Using the transformations

$$
x_{i}=\ln \left(\frac{S_{i}}{K}\right) \quad \text { for } i=1, \ldots, n, \quad \tau=T-t \quad \text { and } \quad u=e^{r \tau} \frac{U}{K}
$$

leads to

$$
\begin{align*}
0= & \frac{\partial U}{\partial \tau}-\sum_{i=1}^{n}\left(r-\frac{v_{i} y_{i}}{2}\right) \frac{\partial U}{\partial x_{i}}-\sum_{i=1}^{n} \kappa_{i} \frac{\theta_{i}-v_{i} y_{i}}{v_{i}} \frac{\partial U}{\partial y_{i}}-\sum_{\substack{i, j=1 \\
i \neq j}}^{n} \frac{\lambda_{i j} \sqrt{v_{i} y_{i}} \sqrt{v_{j} y_{j}}}{2} \frac{\partial^{2} U}{\partial x_{i} \partial x_{j}}  \tag{3.35}\\
& -\sum_{i=1}^{n} \frac{v_{i} y_{i}}{2} \frac{\partial^{2} U}{\partial x_{i}^{2}}-\sum_{i, j=1}^{n} \rho_{i j} \sqrt{v_{i} y_{i}} \sqrt{v_{j} y_{j}} \frac{\partial^{2} U}{\partial x_{i} \partial y_{j}}-\sum_{i=1}^{n} \frac{v_{i} y_{i}}{2} \frac{\partial^{2} U}{\partial y_{i}^{2}}  \tag{3.36}\\
& -\sum_{\substack{i, j=1 \\
i \neq j}}^{n} \frac{\eta_{i j} \sqrt{v_{i} y_{i}} \sqrt{v_{j} y_{j}}}{2} \frac{\partial^{2} U}{\partial y_{i} \partial y_{j}} . \tag{3.37}
\end{align*}
$$

When looking at the conditions on the coefficients of a partial differential equation for a high-order compact scheme, see (3.10), we can see that in order to achieve a high-order compact scheme

$$
\begin{equation*}
\rho_{i j}=0 \quad \text { for } i \neq j, \quad \eta_{i j}=\delta_{i j} \quad \text { and } \quad \lambda_{i j}=\delta_{i j} \tag{3.38}
\end{equation*}
$$

need to hold, where $\delta_{i j}$ denotes the Kronecker-Delta for $i, j \in\{1, \ldots, n\}$. Thus, it is possible to achieve a high-order compact scheme for $n$ independent Heston processes.

With the multi-dimensional Black-Scholes model we have already discussed an example, where a high-order compact scheme can be applied in an $n$-dimensional setting with with $n \in \mathbb{N}$. But when looking at equation (3.29) we can see that the coefficients are neither space nor time dependent. With the multi-dimensional Heston model we have an example of an application for high-order compact schemes with cross derivatives and space dependent coefficients in the partial differential equation.

We can see from equation (3.35) that the most fundamental example for a multidimensional Heston basket option would be $n=1$, which means that the basket only consists of one asset and leads to the standard Heston model. A high-order compact scheme for the Heston model has been discussed in [DF12a].

A basket containing two assets would already lead to a partial differential equation with four-dimensional spatial domain. It is not feasible to apply a finite difference scheme to such a partial differential equation due to the curse of dimensionality. This means that we do not apply the high-order compact scheme to the multi-dimensional Heston model, but hold at showing that high-order compact schemes are possible under the mentioned circumstances.

### 3.8 Summary

In this chapter we have presented a new high-order compact scheme for a general linear parabolic differential equation with time and space dependent coefficients, including mixed second-order derivative terms in $n \in \mathbb{N}_{\geq 1}$ spatial dimensions. The underlying problem is given by

$$
u_{t}+\sum_{i=1}^{n} a_{i} \frac{\partial^{2} u}{\partial x_{i}^{2}}+\sum_{\substack{i, j=1 \\ i<j}}^{n} b_{i j} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} c_{i} \frac{\partial u}{\partial x_{i}}=d \quad \text { in } \Omega \times \Omega_{\tau}
$$

with initial condition $u_{0}=u\left(x_{1}, \ldots x_{n}, 0\right)$ and suitable boundary conditions, where $\Omega \subset \mathbb{R}^{n}$ is a cubical spatial domain and $\left.\left.\Omega_{\tau}=\right] 0, \tau_{\max }\right]$ for a $\tau_{\max }>0$, see (3.1). We have shown that in order to apply the high-order compact scheme to the differential equation, the conditions

$$
b_{i j}=0 \quad \text { or } \quad\left(\Delta x_{j}\right)^{2}=\frac{a_{j}\left(\Delta x_{i}\right)^{2}}{a_{i}}
$$

for all $i, j \in\{1, \ldots, n\}$ with $i \neq j$ have to hold, compare (3.10). The resulting high-order compact schemes are fourth-order accurate in space and second-order accurate in time. In a thorough von Neumann stability analysis, where we focussed on the case of vanishing mixed derivative terms and frozen coefficients, we were able to show that a necessary stability condition holds without further conditions in dimensions two and three. For non-vanishing mixed derivative terms, we have shown partial results. We applied our high-order compact schemes to European Power Puts in the two- and three-dimensional Black-Scholes Model, which is particularly interesting as mixed second-order derivative terms are essential in this model. In all of the numerical experiments a comparative standard second-order scheme has been significantly outperformed. Finally, we have shown that it is possible to apply high-order compact schemes to the multi-dimensional Heston model in specific cases, see (3.38).

## Chapter 4

## Conclusion

This thesis concerns itself with the derivation and application of essentially high-order compact schemes as well as high-order compact schemes for a general linear parabolic partial differential equation,

$$
\begin{equation*}
d u_{t}+\sum_{i=1}^{n} a_{i} \frac{\partial^{2} u}{\partial x_{i}^{2}}+\sum_{\substack{i, j=1 \\ i<j}}^{n} b_{i j} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} c_{i} \frac{\partial u}{\partial x_{i}}=g \quad \text { in } \Omega \times \Omega_{\tau} \tag{4.1}
\end{equation*}
$$

with initial condition $u_{0}=u\left(x_{1}, \ldots x_{n}, 0\right)$, where $\Omega \subset \mathbb{R}^{n}$ is an $n$-dimensional cube and $\left.\left.\Omega_{\tau}=\right] 0, \tau_{\max }\right]$ with final time $\tau_{\max }>0$ and suitable boundary conditions. The coefficients $a_{i}<0, b_{i j}$ and $a_{i}$ are functions of $\left(x_{1}, \ldots x_{n}\right)$ and $\tau$. Both numerical schemes, essentially high-order compact schemes as well as high-order compact schemes, only use the compact stencil

$$
\begin{equation*}
\hat{U}(\hat{x})=\left\{U_{i_{1}+k_{1}, \ldots, i_{n}+k_{n}} \mid k_{m} \in\{-1,0,1\} \text { for } m=1, \ldots, n\right\} \tag{4.2}
\end{equation*}
$$

for a given grid

$$
G^{(n)}:=\left\{\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) \in \Omega \mid x_{i_{k}}=x_{\min }^{(k)}+i_{k}\left(\Delta x_{k}\right), 0 \leq i_{k} \leq N_{k}-1 \text { for } k=1, \ldots, n\right\} .
$$

The value $U_{i_{1}, \ldots, i_{n}}$ denotes the approximation of $u\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)$ and for the grid we have $\Delta x_{k}>0, N_{k} \in \mathbb{N}_{\geq 1}$ and $x_{\text {max }}^{(k)}=x_{\text {min }}^{(k)}+\left(N_{k}-1\right)\left(\Delta x_{k}\right)$ for $k=1, \ldots, n$. When using $\Delta x_{i}=h$ for $i=1, \ldots, n$, we write $G_{h}^{(2)}$.

For essentially high-order compact schemes, where we use $n=2$ and $g=0$ in (4.1), the resulting numerical scheme at point $x=\left(x_{i_{1}}, x_{i_{2}}\right) \in \stackrel{\circ}{G}_{h}^{(2)}$ is of the type

$$
\begin{aligned}
\sum_{l_{1}, l_{2}=-1}^{1} A_{x}\left(x_{i_{1}+l_{1}}, x_{i_{2}+l_{2}}\right) U_{i_{1}+l_{1}, i_{2}+l_{2}}^{k+1}= & \sum_{l_{1}, l_{2}=-1}^{1} B_{x}\left(x_{i_{1}+l_{1}}, x_{i_{2}+l_{2}}\right) U_{i_{1}+l_{1}, i_{2}+l_{2}}^{k} \\
& +\hat{g}\left(x, \tau_{k}, \tau_{k+1}\right)+R_{2}+\mathcal{O}\left(h^{4}\right)+\mathcal{O}\left(\tau^{2}\right)
\end{aligned}
$$

at time $\tau=k \Delta \tau$ with

$$
R_{2}:=\frac{a_{1}\left(a_{2}\left(\Delta x_{1}\right)^{2}-a_{1}\left(\Delta x_{2}\right)^{2}\right)}{12 a_{2}} \frac{\partial^{4} u}{\partial x_{1}^{4}}
$$

for Version 1,

$$
R_{2}:=\frac{a_{2}\left(a_{1}\left(\Delta x_{2}\right)^{2}-a_{2}\left(\Delta x_{1}\right)^{2}\right)}{12 a_{1}} \frac{\partial^{4} u}{\partial x_{2}^{4}}
$$

for Version 2,

$$
R_{2}:=\frac{b_{12}\left(a_{1}\left(\Delta x_{2}\right)^{2}-a_{2}\left(\Delta x_{1}\right)^{2}\right)}{12 a_{2}} \frac{\partial^{4} u}{\partial x_{1}^{3} \partial x_{2}}
$$

for Version 3 and

$$
R_{2}:=\frac{b_{12}\left(a_{2}\left(\Delta x_{1}\right)^{2}-a_{1}\left(\Delta x_{2}\right)^{2}\right)}{12 a_{1}} \frac{\partial^{4} u}{\partial x_{1} \partial x_{2}^{3}}
$$

for Version 4, see (2.18), (2.26), (2.34) and (2.42).

In Section 2.5 we apply this scheme to the Heston model with a zoom in the region around the strike price ('at the money'). We calculate the different schemes and take a closer look at the second order remainder term. For all four versions of essentially highorder compact schemes we numerically evaluate $R_{2} / h^{2}$, while using $\Delta x_{1}=\Delta x_{2}=h$ in a concrete example. We observe that for Version 1 the second order remainder term is not small enough, whereas the values of the second order remainder terms of Version 2, Version 3 and Version 4 are small. This analysis is crucial for the application of essentially high-order compact schemes, as an application of the schemes with high values of the terms $R_{2} / h^{2}$ only leads to second order convergence.

In Section 2.6 we show numerical examples for Version 3, as this Version leads to the best numerical results. In [KTW70] it is shown that the convergence rate of a numerical scheme is bounded by the smoothness of the initial condition. We overcome this problem by using Ranacher time stepping (see [Ran84]) and grid shifting, where we set the grid in a way that the non-differential points of the initial condition are in the middle of two grid-points of the finest gid. For the Ranacher time stepping we first use four steps of Implicit Euler time discretisation with stepsize $(\Delta \tau) / 4$ and then use Crank-Nicolson time discretisation for all other time steps. This does not affect the order of convergence, as the number of steps using the Implicit Euler scheme is fix, see [Ran84]. The resulting convergence plots in the numerical examples are slightly bent for plain vanilla European Put options. To show the influence of the initial condition to the appearance of the convergence plots we also examined Power Put options with power $p=2,3$. For these options the initial condition is in $C^{p-1}(\Omega)$ and thus the convergence plots show straight lines for Power options.

In the numerical experiments we compare different zoom strengths with each other, using the zoom function given in [TGB08]. The error in the numerical schemes mainly comes from the area around the strike price ('at the money'). Thus, it can be expected that the error declines with increasing the zoom for low values of $\zeta$. But if the zoom is too strong, there are barely any points of the grid in the remaining part of the space, which leads to a domination of the errors arising from those parts in the overall error of the scheme. This behaviour regarding the zoom strength is exactly what we could observe in the numerical examples. The best convergence rates are achieved at $\zeta=5$ for the specific zoom function we use, which indicates that the optimal zoom strength should be around this value.

Besides comparing the zoom strength we also compare the correlation $\rho$ between the asset value $S$ and the volatility $\sigma$ in our numerical experiments. For $\rho=0$ the cross derivative vanishes and thus the scheme is a high-order compact scheme with theoretical convergence of order four. This is confirmed by the numerical convergence rate in the performed tests. For non-vanishing correlation we have an essentially high-order compact scheme. With our numerical experiments we show that for those essentially high-order compact schemes the practical convergence rate orders are around 3.5 , as the study of the higher derivatives has suggested. This shows that we can zoom in the area of interest and
still have a practical order of four for the convergence up to our wanted accuracy level. For each of the mentioned cases a standard second-order finite difference scheme using the central difference operator is significantly outperformed.

Finally, we perform a numerical stability study for vanishing and non-vanishing cross derivative, which suggests that there are no restrictions on the mesh ratio $(\Delta \tau) / h^{2}$. We have to point out that this result is not covered by the von Neumann stability analyis for frozen coefficents in time and space in Section 3.4.3, as even for $\rho=0$ the assumptions in Theorem 1 are not fulfilled, since the coefficients of $u_{x x}$ and $u_{y y}$ in equation (2.51) are not identical.

In this thesis we introduce essentially high-order compact schemes and show that it is possible to use these schemes for option pricing, so having practical fourth order convergence up to a certain stepsize $h^{*}$. This means that although we break the conditions on the coefficients of linear partial differential equations for high-order compact schemes on purpose, we still achieve a practical convergence order of about four. An important possible reason for not wanting to satisfy those conditions is the wish to zoom in a given area of interest in the spatial domain, which is the case in our application to the Heston model.

For high-order compact schemes, where we use $d=1$ in (4.1), the resulting numerical scheme at point $x=\left(x_{i_{1}}, \ldots, x_{i_{n}}\right) \in \stackrel{\circ}{G}_{h}^{(n)}$ for $n \in \mathbb{N}_{\geq 1}$ is given by

$$
\begin{aligned}
& \sum_{l_{1}, \ldots, i_{n}=-1}^{1} A_{x}\left(x_{i_{1}+l_{1}}, \ldots, x_{i_{n}+l_{n}}\right) U_{i_{1}+l_{1}, \ldots, i_{n}+l_{n}}^{k+1} \\
= & \sum_{l_{1}, \ldots, i_{n}=-1}^{1} B_{x}\left(x_{i_{1}+l_{1}}, \ldots, x_{i_{n}+l_{n}}\right) U_{i_{1}+l_{1}, \ldots, i_{n}+l_{n}}^{k}+\hat{g}\left(x, \tau_{k}, \tau_{k+1}\right)+\mathcal{O}\left(h^{4}\right)+\mathcal{O}\left(\tau^{2}\right)
\end{aligned}
$$

at time $\tau=k \Delta \tau$. We observe that there is no second-order remainder term for these numerical schemes and thus we achieve a fourth-order convergence in space and a second order convergence in time. Using $\Delta \tau \in \mathcal{O}\left(h^{2}\right)$ thus leads to an overall fourth order convergence in terms of $h$.

We derive conditions on the coefficients such that a high-order compact scheme is applicable in an $n$-dimensional spatial setting. These conditions are given by

$$
b_{i j}=0 \quad \text { or } \quad\left(\Delta x_{j}\right)^{2}=\frac{a_{j}\left(\Delta x_{i}\right)^{2}}{a_{i}}
$$

for all $i, j \in\{1, \ldots, n\}$ with $i \neq j$. This shows that the application of a high-order compact scheme is always possible, if the discussed partial differential equation does not contain cross-derivatives. In that setting there are even no further restrictions on the stepsizes $\Delta x_{i}$, besides $\Delta x_{i} \in \mathcal{O}(h)$. In all other possible cases there are at least some restrictions on the stepsizes.

In Section 3.4.1 we present the coefficients of the high-order compact scheme for partial differential equations of the type (4.1) with $n=2, d=1$ and $a_{1} \equiv a_{2}$ in combination with $\Delta x_{1}=\Delta x_{2}=h$. The coefficients for the scheme for the three-dimensional spatial setting are given in Section 3.4.2 for the case $a_{1} \equiv a_{2} \equiv a_{3}$ and $\Delta x_{1}=\Delta x_{2}=\Delta x_{3}=h$.

For frozen coefficients in time and space as well as vanishing mixed-derivative terms, we perform a von Neumann analysis for $n=2$ and even $n=3$. This analysis shows that there are no further conditions on the coefficients of the partial differential equation to fulfil the necessary von Neumann stability condition. For non-vanishing correlation we only give partial results. A possible extension of these proofs is to relax the condition $a_{i} \equiv a_{j}$ for $i, j \in\{1, \ldots, n\}$, which would allow us to give analytical stability results for the application of Version 3 of the essentially high-order compact schemes to the Heston model with zoom for vanishing correlation between the asset and the volatility.

In Sections 3.5 and 3.7 we show that it is possible to apply high-order compact schemes to the multi-dimensional Black-Scholes model and the multi-dimensional Heston model, respectively. In the multi-dimensional Black-Scholes model the number of stocks is identical to the number of spatial domains in the partial differential equation. In the multidimensional Heston model, we have $n=2 m$ spatial domains, when looking at $m$ underlying assets. An application of the case $m=1$ can be found in [DF12a]. When there are two underlying assets in the multi-dimensional Heston model, the resulting partial differential equation has already four spatial dimensions. Due to the curse of dimensionality it is not feasible to apply this numerically and thus the multi-dimensional Heston model keeps being a theoretical application.

In the numerical experiments for the multi-dimensional Black-Scholes model we use the smoothing operators suggested in [KTW70] on the initial condition. A shifting of the grid in combination with Ranacher time-stepping is not possible in this setting due to the location of the non-differentiable points after the transformation of the partial differential equation. In the case of two underlying assets we achieved a numerical convergence order close to four or even slightly above for the high-order compact scheme in all experiments, whether looking at European Power Puts of European Puts. When using the smoothing operator even the convergence plots for plain European Puts show straight lines. In the three-dimensional case we can see the curse of dimensionality. The computational cost does not allow to use many points in the grid in each spatial direction. For a European Power Put with power four the convergence orders are around 3.5 , whereas the convergence plots for a European Power Put with power three only show a convergence order around 2.7. The roughest grid consists of only seven points per spatial direction, though. When deleting these points in the convergence plots, the convergence orders increase to about 3.5. We can say that the schemes meet the expectations on the convergence order in all cases. As in the case of essentially high-order compact schemes we compared the high-order compact schemes with a standard second-order finite difference scheme using the central difference operator. The high-order compact schemes consequently outmatches the standard scheme in all given cases.

In this thesis we generalise the derivation of high-order compact schemes to a setting with space- and time-dependant coefficients in an $n$-dimensional spatial domain. The coefficients of such schemes have been shown for $n=2,3$. A von Neumann stability analysis has been performed for vanishing cross derivatives with frozen coefficients (in time and space) for $n=2$ and even $n=3$, which lead to no further restrictions on the coefficients. The scheme is applied numerically to the multi-dimensional Black-Scholes model, which confirms the theoretical convergence order of four through numerical experiments. For the multi-dimensional Heston model it has been shown, that it is possible (with restrictions) to apply high-order compact schemes in this setting, but due to the curse of dimensionality a numerical discussion of this example is not performed.

For further research it would be interesting to consider extensions of this scheme to the American option pricing problem, where early exercise of the option is possible. In this case one has to solve a free boundary problem. It can be written as a linear complementarity problem which could be discretised using the schemes given here. To retain the high-order convergence, one would need to combine the high-order discretisation or essentially high-order discretisation with a high-order resolution of the free boundary. It would have to be analysed, if the resulting American option is smooth enough at the free boundary to achieve a fourth-order convergence, see [KTW70].

Another possible extension of the content of this thesis could be to relax the conditions on the coefficients of the partial differential equation in the von Neumann stability analysis. It would be possible to relax the conditions $a_{i} \equiv a_{j}$ for $i, j \in\{1, \ldots, n\}$ while still assuming $\rho_{i, j}=0$. Another possible extension of the stability analysis would be to relax the assumption $\rho_{i, j}=0$, while still demanding $a_{i} \equiv a_{j}$ for $i, j \in\{1, \ldots, n\}$.

It would also interesting to see if it would be possible to achieve even higher convergence rates (e.g. order six) and what the restrictions on the coefficients of those schemes would be for such schemes. It would have to be examined whether those schemes can be implemented on the compact stencil or if a bigger computational stencil has to be used.

Trying to apply high-order compact schemes to a rather general class of non-linear partial differential equations would also be a possible extension of the presented content. An example of a non-linear partial differential equation appearing in finance is the BlackScholes equation with non-linear volatility, see e.g. [DFJ03],

$$
V_{\tau}+\frac{1}{2} \sigma\left(V_{S S}\right)^{2} S^{2} V_{S S}+r S V_{S}-r V=0
$$

with a non-linearity volatility $\sigma\left(V_{S S}\right)$.

## Appendix A

## Derivation of the Black-Scholes partial differential equation

In this part of the appendix we show the derivation of the partial differential equation of the Black-Scholes model of [Wil98]. This derivation is shown as guideline for the derivation of the multi-dimensional Black-Scholes partial differential equation as well as the partial differential equation of the Heston model, as those differential equations are derived in a similar manner. In the Black-Scholes model we have, recall equation (1.2),

$$
\begin{equation*}
d S=\mu S d t+\sigma S d W \tag{A.1}
\end{equation*}
$$

where $\mu$ is the drift of the stock $S$ and $\sigma$ its volatility and $\mathrm{d} W$ is a Wiener process. With the Lemma of Itô, see Definition 1, we get

$$
\begin{equation*}
d V=\left(\mu S \frac{\partial V}{\partial S}+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} V}{\partial S^{2}}+\frac{\partial V}{\partial t}\right) d t+\sigma S \frac{\partial V}{\partial S} d W \tag{A.2}
\end{equation*}
$$

If we now look at a portfolio of the structure $P=V-\alpha S$, we have

$$
\begin{equation*}
d P=d V-\alpha d S \tag{A.3}
\end{equation*}
$$

Using (A.1) and (A.2) in (A.3), we get

$$
d P=\sigma S\left(\frac{\partial V}{\partial S}-\alpha\right) d W+\left(\mu S \frac{\partial V}{\partial S}+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} V}{\partial S^{2}}+\frac{\partial V}{\partial t}-\alpha \mu S\right) d t
$$

The portfolio $P$ will be without risk, if we choose $\alpha=\frac{\partial V}{\partial S}$. Without arbitrage

$$
d P=r P d t
$$

has to follow, as well as

$$
d P=\left(\frac{\partial V}{\partial t}+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} V}{\partial S^{2}}\right) d t
$$

Comparing these two equations and using $P=V-\frac{\partial V}{\partial S} S$ the Black-Scholes partial differential equation follows, so

$$
\frac{\partial V}{\partial t}+r S \frac{\partial V}{\partial S}+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} V}{\partial S^{2}}-r V=0 .
$$

## Appendix B

## Derivation of the multi-dimensional

## Heston equation

In this appendix we want to derive the partial differential equation resulting from the multi-dimensional Heston model. We have

$$
\begin{align*}
& \mathrm{d} S_{i}(t)=\mu_{i} S_{i}(t) \mathrm{d} t+\sqrt{\sigma_{i}(t)} S_{i}(t) \mathrm{d} W_{i}^{(1)}(t)  \tag{B.1}\\
& \mathrm{d} \sigma_{i}(t)=\kappa_{i}\left(\theta_{i}-\sigma_{i}(t)\right) \mathrm{d} t+v_{i} \sqrt{\sigma_{i}(t)} \mathrm{d} W_{i}^{(2)}(t)
\end{align*}
$$

for $i=1, \ldots, n$, see Definition 11. According to the multidimensional Lemma of Itô, see Lemma 2, we set

$$
X_{i}(t)= \begin{cases}S_{i}(t) & \text { for } i=1, \ldots, n \\ \sigma_{i-n}(t) & \text { for } i=n+1, \ldots, 2 n\end{cases}
$$

as well as

$$
a_{i}\left(X_{t}, t\right)= \begin{cases}\mu_{i} S_{i}(t) & \text { for } i=1, \ldots, n \\ \kappa_{i-n}\left(\theta_{i-n}-\sigma_{i-n}(t)\right) & \text { for } i=n+1, \ldots, 2 n\end{cases}
$$

and

$$
b_{i j}\left(X_{t}, t\right)= \begin{cases}\sqrt{\sigma_{i}(t)} S_{i}(t) & \text { for } i=j \text { and } i=1, \ldots, n \\ v_{i-n} \sqrt{\sigma_{i-n}(t)} & \text { for } i=j \text { and } i=n+1, \ldots, 2 n, \\ 0 & \text { else. }\end{cases}
$$

With

$$
\left(d W_{t}\right)_{i}= \begin{cases}d W_{i}^{(1)}(t) & \text { for } i=1, \ldots, n \\ d W_{i-n}^{(2)}(t) & \text { for } i=n+1, \ldots, 2 n\end{cases}
$$

we thus have

$$
d X_{t}=a\left(X_{t}, t\right) d t+b\left(X_{t}, t\right) d W_{t} .
$$

From the Lemma of Itô it follows that

$$
\begin{align*}
d U= & \frac{\partial U}{\partial t} d t+\sum_{i=1}^{2 n} \frac{\partial U}{\partial x_{i}} d X_{i}+\frac{1}{2} \sum_{i, j=1}^{2 n} \frac{\partial^{2} U}{\partial x_{i} \partial x_{j}} d X_{i} d X_{j} \\
= & \frac{\partial U}{\partial t} d t+\sum_{i=1}^{2 n} \frac{\partial U}{\partial x_{i}} d X_{i}+\frac{1}{2} \sum_{i, j=1}^{n} \frac{\partial^{2} U}{\partial x_{i} \partial x_{j}} d X_{i} d X_{j}  \tag{B.2}\\
& +\sum_{i=1}^{n} \sum_{j=n+1}^{2 n} \frac{\partial^{2} U}{\partial x_{i} \partial x_{j}} d X_{i} d X_{j}+\frac{1}{2} \sum_{i, j=n+1}^{2 n} \frac{\partial^{2} U}{\partial x_{i} \partial x_{j}} d X_{i} d X_{j}
\end{align*}
$$

with $\left(d W_{t}\right)_{i}\left(d W_{t}\right)_{j}=<\left(d W_{t}\right)_{i},\left(d W_{t}\right)_{j}>d t, d t d t=\left(d W_{t}\right)_{i} d t=d t\left(d W_{t}\right)_{i}=0$. We have

$$
\frac{\partial U}{\partial x_{i}} d X_{i}= \begin{cases}\frac{\partial U}{\partial S_{i}}\left(\mu_{i} S_{i} d t+\sqrt{\sigma_{i}} S_{i} d W_{i}^{(1)}\right) & i \in I  \tag{B.3}\\ \frac{\partial U}{\partial \sigma_{\hat{i}}}\left(\kappa_{\hat{i}}\left(\theta_{\hat{i}}-\sigma_{\hat{i}}\right) d t+v_{\hat{i}} \sqrt{\sigma_{\hat{i}}} d W_{\hat{i}}^{(2)}\right) & i \in J\end{cases}
$$

with $I=\{1, \ldots, n\}, J=\{n+1, \ldots, 2 n\}$ and $\hat{i}=i-n$. For $i, j \in\{1, \ldots, n\}$, we have

$$
\begin{align*}
\frac{\partial^{2} U}{\partial x_{i} \partial x_{j}} d X_{i} d X_{j}= & \frac{\partial^{2} U}{\partial S_{i} \partial S_{j}}\left(\mu_{i} S_{i} d t+\sqrt{\sigma_{i}} S_{i} d W_{i}^{(1)}\right)\left(\mu_{j} S_{j} d t+\sqrt{\sigma_{j}} S_{j} d W_{j}^{(1)}\right) \\
= & \frac{\partial^{2} U}{\partial S_{i} \partial S_{j}}\left[\mu_{i} S_{i} \mu_{j} S_{j} d t d t+\mu_{i} S_{i} \sqrt{\sigma_{j}} S_{j} d t d W_{j}^{(1)}\right.  \tag{B.4}\\
& \left.+\sqrt{\sigma_{i}} S_{i} \mu_{j} S_{j} d W_{i}^{(1)} d t+\sqrt{\sigma_{i}} S_{i} \sqrt{\sigma_{j}} S_{j} d W_{i}^{(1)} d W_{j}^{(1)}\right] \\
= & \lambda_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} S_{i} S_{j} \frac{\partial^{2} U}{\partial S_{i} \partial S_{j}} d t .
\end{align*}
$$

For $i \in\{1, \ldots, n\}, \tilde{j} \in\{n+1, \ldots, 2 n\}$ and $j=\tilde{j}-n$, there is

$$
\begin{align*}
\frac{\partial^{2} U}{\partial x_{i} \partial x_{\tilde{j}}} d X_{i} d X_{\tilde{j}}= & \frac{\partial^{2} U}{\partial S_{i} \partial \sigma_{j}}\left(\mu_{i} S_{i} d t+\sqrt{\sigma_{i}} S_{i} d W_{i}^{(1)}\right)\left(\kappa_{j}\left(\theta_{j}-\sigma_{j}\right) d t+v_{j} \sqrt{\sigma_{j}} d W_{j}^{(2)}\right) \\
= & \frac{\partial^{2} U}{\partial S_{i} \partial \sigma_{j}}\left[\mu_{i} S_{i} \kappa_{j}\left(\theta_{j}-\sigma_{j}\right) d t d t+\mu_{i} S_{i} v_{j} \sqrt{\sigma_{j}} d t d W_{j}^{(2)}\right.  \tag{B.5}\\
& \left.+\sqrt{\sigma_{i}} S_{i} \kappa_{j}\left(\theta_{j}-\sigma_{j}\right) d W_{i}^{(1)} d t+\sqrt{\sigma_{i}} S_{i} v_{j} \sqrt{\sigma_{j}} d W_{i}^{(1)} d W_{j}^{(2)}\right] \\
= & \rho_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} v_{j} S_{i} \frac{\partial^{2} U}{\partial S_{i} \partial \sigma_{j}} d t
\end{align*}
$$

and finally for $\tilde{i}, \tilde{j} \in\{n+1, \ldots, 2 n\}$ with $i=\tilde{i}-n$ and $j=\tilde{j}-n$, we can obtain

$$
\begin{aligned}
\frac{\partial^{2} U}{\partial x_{\tilde{i}} \partial x_{\tilde{j}}} d X_{\tilde{i}} d X_{\tilde{j}}= & \frac{\partial^{2} U}{\partial \sigma_{i} \partial \sigma_{j}}\left(\kappa_{i}\left(\theta_{i}-\sigma_{i}\right) d t+v_{i} \sqrt{\sigma_{i}} d W_{i}^{(2)}\right)\left(\kappa_{j}\left(\theta_{j}-\sigma_{j}\right) d t+v_{j} \sqrt{\sigma_{j}} d W_{j}^{(2)}\right) \\
= & \frac{\partial^{2} U}{\partial \sigma_{i} \partial \sigma_{j}}\left[\kappa_{i}\left(\theta_{i}-\sigma_{i}\right) \kappa_{j}\left(\theta_{j}-\sigma_{j}\right) d t d t+\kappa_{i}\left(\theta_{i}-\sigma_{i}\right) v_{j} \sqrt{\sigma_{j}} d t d W_{j}^{(2)}\right. \\
& \left.+v_{i} \sqrt{\sigma_{i}} \kappa_{j}\left(\theta_{j}-\sigma_{j}\right) d W_{i}^{(2)} d t+v_{i} \sqrt{\sigma_{i}} v_{j} \sqrt{\sigma_{j}} d W_{i}^{(2)} d W_{j}^{(2)}\right] \\
= & \eta_{i j} v_{i} v_{j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} \frac{\partial^{2} U}{\partial \sigma_{i} \partial \sigma_{j}} d t .
\end{aligned}
$$

Using this, as well as (B.3), (B.4) and (B.5) in (B.2), gives

$$
\begin{aligned}
d U= & {\left[\frac{\partial U}{\partial t}+\sum_{i=1}^{n} \mu_{i} S_{i} \frac{\partial U}{\partial S_{i}}+\sum_{i=1}^{n} \kappa_{i}\left(\theta_{i}-\sigma_{i}\right) \frac{\partial U}{\partial \sigma_{i}}+\frac{1}{2} \sum_{i, j=1}^{n} \lambda_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} S_{i} S_{j} \frac{\partial^{2} U}{\partial S_{i} \partial S_{j}}\right.} \\
& \left.+\sum_{i, j=1}^{n} \rho_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} v_{j} S_{i} \frac{\partial^{2} U}{\partial S_{i} \partial \sigma_{j}}+\frac{1}{2} \sum_{i, j=1}^{n} \eta_{i j} v_{i} v_{j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} \frac{\partial^{2} U}{\partial \sigma_{i} \partial \sigma_{j}}\right] d t \\
& +\sum_{i=1}^{n} \sqrt{\sigma_{i}} S_{i} \frac{\partial U}{\partial S_{i}} d W_{i}^{(1)}+\sum_{i=1}^{n} v_{i} \sqrt{\sigma_{i}} \frac{\partial U}{\partial \sigma_{i}} d W_{i}^{(2)} .
\end{aligned}
$$

We now consider a portfolio $P=U-\sum_{i=1}^{n} \alpha_{i} S_{i}$. For $d P$ we thus get

$$
\begin{aligned}
d P= & {\left[\frac{\partial U}{\partial t}+\sum_{i=1}^{n} \mu_{i} S_{i}\left(\frac{\partial U}{\partial S_{i}}-\alpha_{i}\right)+\sum_{i=1}^{n} \kappa_{i}\left(\theta_{i}-\sigma_{i}\right) \frac{\partial U}{\partial \sigma_{i}}+\frac{1}{2} \sum_{i, j=1}^{n} \lambda_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} S_{i} S_{j} \frac{\partial^{2} U}{\partial S_{i} \partial S_{j}}\right.} \\
& \left.+\sum_{i, j=1}^{n} \rho_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} v_{j} S_{i} \frac{\partial^{2} U}{\partial S_{i} \partial \sigma_{j}}+\frac{1}{2} \sum_{i, j=1}^{n} \eta_{i j} v_{i} v_{j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} \frac{\partial^{2} U}{\partial \sigma_{i} \partial \sigma_{j}}\right] d t \\
& +\sum_{i=1}^{n} \sqrt{\sigma_{i}} S_{i}\left(\frac{\partial U}{\partial S_{i}}-\alpha_{i}\right) d W_{i}^{(1)}+\sum_{i=1}^{n} v_{i} \sqrt{\sigma_{i}} \frac{\partial U}{\partial \sigma_{i}} d W_{i}^{(2)},
\end{aligned}
$$

where the previous equation and the description of $d S_{i}$ in (B.1) for $i=1, \ldots, n$ were used. We see that using $\alpha_{i}=\frac{\partial U}{\partial S_{i}}$ for $i=1, \ldots, n$ eliminates the portfolios dependency of the Wiener Processes $d W_{i}^{(1)}$. This way $d P$ is still dependant on $d W_{i}^{(1)}$. If we take the expected value of $d P$ we get $\mathbb{E}\left[d W_{i}^{(2)}\right]=0$ for $i=1, \ldots, n$,

$$
\begin{align*}
\mathbb{E}[d P]= & {\left[\frac{\partial U}{\partial t}+\sum_{i=1}^{n} \kappa_{i}\left(\theta_{i}-\sigma_{i}\right) \frac{\partial U}{\partial \sigma_{i}}+\frac{1}{2} \sum_{i, j=1}^{n} \lambda_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} S_{i} S_{j} \frac{\partial^{2} U}{\partial S_{i} \partial S_{j}}\right.} \\
& \left.+\sum_{i, j=1}^{n} \rho_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} v_{j} S_{i} \frac{\partial^{2} U}{\partial S_{i} \partial \sigma_{j}}+\frac{1}{2} \sum_{i, j=1}^{n} \eta_{i j} v_{i} v_{j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} \frac{\partial^{2} U}{\partial \sigma_{i} \partial \sigma_{j}}\right] d t . \tag{B.6}
\end{align*}
$$

as well as

$$
\begin{equation*}
\mathbb{E}[d P]=[r P+\Lambda] d t=\left[r U-\sum_{i=1}^{n} r S_{i} \frac{\partial U}{\partial S_{i}}+\Lambda\right] d t \tag{B.7}
\end{equation*}
$$

where $\Lambda$ determines the market price of risk caused by the volatility. $\Lambda$ is zero in a riskneutral market and bigger than zero in a risk-averse market. In the unlikely event of a risk-loving market, $\Lambda$ would be less than zero. With (B.6) and (B.7) we have the general multi-dimensional Heston partial differential equation

$$
\begin{aligned}
0= & \frac{\partial U}{\partial t}+\sum_{i=1}^{n} r S_{i} \frac{\partial U}{\partial S_{i}}+\sum_{i=1}^{n} \kappa_{i}\left(\theta_{i}-\sigma_{i}\right) \frac{\partial U}{\partial \sigma_{i}}+\frac{1}{2} \sum_{i, j=1}^{n} \lambda_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} S_{i} S_{j} \frac{\partial^{2} U}{\partial S_{i} \partial S_{j}} \\
& +\sum_{i, j=1}^{n} \rho_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} v_{j} S_{i} \frac{\partial^{2} U}{\partial S_{i} \partial \sigma_{j}}+\frac{1}{2} \sum_{i, j=1}^{n} \eta_{i j} v_{i} v_{j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} \frac{\partial^{2} U}{\partial \sigma_{i} \partial \sigma_{j}}-r U-\Lambda
\end{aligned}
$$

when dropping the $d t$. Let us now take a closer look at the market price of risk. For a risk-neutral market we have $\Lambda=0$, as mentioned above. In a risk-averse market $\Lambda$ could be a linear volatility-price-function in the sense of

$$
\Lambda=\sum_{i=1}^{n} \alpha_{i} \sigma_{i} \frac{\partial U}{\partial \sigma_{i}}
$$

with a $\sigma_{j}$-independent $\alpha_{i}$ for all $i, j=1, \ldots, n$, where we can use

$$
\kappa_{i}\left(\theta_{i}-\sigma_{i}\right)-\alpha_{i} \sigma_{i}=\left(\kappa_{i}+\alpha_{i}\right)\left(\frac{\kappa_{i} \theta_{i}}{\kappa_{i}+\alpha_{i}}-\sigma_{i}\right)=\tilde{\kappa}_{i}\left(\tilde{\theta}_{i}-\sigma_{i}\right)
$$

Dropping the tilde-signs of $\tilde{\kappa}_{i}$ and $\tilde{\theta}_{i}$ leads to the risk neutral/risk-adjusted multidimensional Heston partial differential equation

$$
\begin{aligned}
0= & \frac{\partial U}{\partial t}+\sum_{i=1}^{n} r S_{i} \frac{\partial U}{\partial S_{i}}+\sum_{i=1}^{n} \kappa_{i}\left(\theta_{i}-\sigma_{i}\right) \frac{\partial U}{\partial \sigma_{i}}+\frac{1}{2} \sum_{i, j=1}^{n} \lambda_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} S_{i} S_{j} \frac{\partial^{2} U}{\partial S_{i} \partial S_{j}} \\
& +\sum_{i, j=1}^{n} \rho_{i j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} v_{j} S_{i} \frac{\partial^{2} U}{\partial S_{i} \partial \sigma_{j}}+\frac{1}{2} \sum_{i, j=1}^{n} \eta_{i j} v_{i} v_{j} \sqrt{\sigma_{i}} \sqrt{\sigma_{j}} \frac{\partial^{2} U}{\partial \sigma_{i} \partial \sigma_{j}}-r U .
\end{aligned}
$$

## Appendix C

## Coefficients for Version 2 and

## Version 4

In this section we give the coefficients of the semi-discrete schemes for Version 2 and Version 4. We do not include the coefficients for Version 1, as this version always resulted in a second-order numerical convergence error in the numerical study.

## C. 1 Coefficients Application EHOC scheme Version 2

When discretising equation (2.25) with the central difference operator in $x$ - and in $y$ direction, we get the following coefficients for the Version 2 scheme

$$
\begin{aligned}
\hat{K}_{i-1, j \pm 1}= & \frac{v y \varphi_{x}^{2} \varphi_{x x}}{12 h} \pm \frac{y \varphi_{x}^{3} \kappa}{12 h} \pm \frac{\varphi_{x}^{4} \kappa \theta r}{12 v^{2} y}-\frac{v y \varphi_{x}}{12 h^{2}}-\frac{v y \varphi_{x x}}{24 h} \pm \frac{y \varphi_{x}^{4} \kappa}{24}+\frac{\varphi_{x}^{2} r}{12 h} \pm \frac{\varphi_{x x} \kappa \varphi_{x}^{2} \theta}{24 v} \\
& -\frac{v y \varphi_{x}^{2}}{24 h} \pm \frac{\varphi_{x}^{4} r}{24 y} \mp \frac{\varphi_{x}^{2} r}{12 y} \mp \frac{y \varphi_{x x} \kappa \varphi_{x}^{2}}{24} \mp \frac{\kappa \varphi_{x}^{3} \theta}{12 h v} \mp \frac{\varphi_{x}^{4} \kappa \theta}{24 v} \mp \frac{\varphi_{x}^{4} \kappa r}{12 v} \\
& +\rho\left[\mp \frac{\varphi_{x}^{2}\left(\frac{v y}{2}-r\right) \varphi_{x x}}{24} \pm \frac{v y \varphi_{x} \varphi_{x x x}}{48} \mp \frac{v \varphi_{x}^{2}}{12 y} \mp \frac{v y \varphi_{x x}^{2}}{48} \pm \frac{v \varphi_{x}^{4}}{24 y} \mp \frac{\varphi_{x}^{4} \kappa}{24} \pm \frac{v y \varphi_{x}^{2}}{4 h^{2}}\right. \\
& \left. \pm \frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)}{6 h} \pm \frac{v y \varphi_{x} \varphi_{x x}}{12 h}+\frac{\varphi_{x}^{4} \kappa(\theta-v y)}{6 h v}\right] \\
& +\rho^{2}\left[-\frac{v y \varphi_{x}^{3}}{6 h^{2}} \mp \frac{v \varphi_{x}^{2} \varphi_{x x}}{8}-\frac{v y \varphi_{x}^{2} \varphi_{x x}}{12 h}\right], \\
\hat{K}_{i+1, j \pm 1}= & -\hat{K}_{i-1, j \pm 1} \pm \frac{y \varphi_{x}^{3} \kappa}{6 h}-\frac{v y \varphi_{x}}{6 h^{2}} \mp \frac{\kappa \varphi_{x}^{3} \theta}{6 h v} \pm \frac{\rho \varphi_{x}^{3}\left(\frac{v y}{2}-r\right)}{3 h} \pm \frac{\rho v y \varphi_{x} \varphi_{x x}}{6 h}-\frac{\rho^{2} v y \varphi_{x}^{3}}{3 h^{2}} \\
\hat{K}_{i, j \pm 1}= & -\frac{v y \varphi_{x}^{3}}{2 h^{2}} \pm \frac{y \varphi_{x}^{3} \kappa}{3 h} \mp \frac{\kappa \varphi_{x}^{3} \theta}{3 h v}+\frac{v \varphi_{x}^{3}}{6 y} \mp \frac{y \varphi_{x} h \varphi_{x x}^{2} \kappa}{8} \mp \frac{y \varphi_{x}^{3} h \kappa \varphi_{x x}}{8}-\frac{\varphi_{x}^{5} \kappa \theta}{4 v y}-\frac{\varphi_{x}^{5} \kappa^{2} \theta^{2}}{6 v^{3} y} \\
& -\frac{v y \varphi_{x}^{2} \varphi_{x x x}}{8} \mp \frac{h \varphi_{x}^{3} \kappa}{6 y} \mp \frac{h \varphi_{x}^{3} \kappa \varphi_{x x} \theta r}{4 v^{2} y}-\frac{\varphi_{x}^{3} \varphi_{x x} r}{4}-\frac{v \varphi_{x}^{5}}{12 y}-\frac{y \varphi_{x}^{5} \kappa^{2}}{6 v} \mp \frac{\varphi_{x}^{5} h \kappa^{2}}{12 v} \\
& +\frac{v y \varphi_{x} \varphi_{x x}^{2}}{8}+\frac{v y \varphi_{x}^{3} \varphi_{x x}}{8} \pm \frac{\varphi_{x}^{5} h \kappa}{12 y}+\frac{\varphi_{x}^{5} \kappa^{2} \theta}{3 v^{2}} \pm \frac{h y \varphi_{x}^{2} \kappa \varphi_{x x x}}{8}+\frac{\kappa \varphi_{x}^{3} \theta}{3 v y} \pm \frac{h \varphi_{x}^{3} \kappa \varphi_{x x} \theta}{8 v}
\end{aligned}
$$

$$
\begin{aligned}
& \pm \frac{h \varphi_{x}^{3} \kappa \varphi_{x x} r}{4 v} \pm \frac{\varphi_{x} h \varphi_{x x}^{2} \kappa \theta}{8 v} \pm \frac{\varphi_{x}^{5} h \kappa^{2} \theta}{12 v^{2} y}-\mp \frac{h \varphi_{x}^{2} \kappa \varphi_{x x x} \theta}{8 v}+\frac{v y \varphi_{x}}{6 h^{2}}+\frac{\varphi_{x}^{5} \kappa}{12} \\
& \rho\left[\frac{v \varphi_{x}^{3} \varphi_{x x}}{4} \pm \frac{h \varphi_{x}^{3} \kappa(\theta-v y) \varphi_{x x}}{4 v y} \mp \frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)}{3 h} \mp \frac{v y \varphi_{x} \varphi_{x x}}{6 h}\right]+\rho^{2} \frac{v y \varphi_{x}^{3}}{3 h^{2}}, \\
\hat{K}_{i \pm 1, j}= & \mp \frac{h \varphi_{x x} v}{12 y} \mp \frac{h \varphi_{x} \varphi_{x x x} r}{24} \mp \frac{h \varphi_{x}^{2} v}{12 y} \pm \frac{v y \varphi_{x}^{2}}{6 h} \pm \frac{v y \varphi_{x}^{2} \varphi_{x x}}{6 h}+\frac{\varphi_{x}^{3} r}{6} \pm \frac{h \varphi_{x x}^{2} r}{6}+\frac{v y \varphi_{x x x}}{24} \\
& -\frac{v \varphi_{x}^{3}}{12 y} \pm \frac{h \varphi_{x x} v \varphi_{x}^{2}}{24 y} \mp \frac{h v y \varphi_{x}^{2} \varphi_{x x}}{24}-\frac{v y \varphi_{x}^{3}}{24} \pm \frac{h \varphi_{x}^{2} \kappa \varphi_{x x} \theta}{24 v y}+\frac{v y \varphi_{x} \varphi_{x x}}{24} \pm \frac{h v y \varphi_{x x x x}}{48} \\
& \mp \frac{h v y \varphi_{x x}^{2}}{12}+\frac{v \varphi_{x}}{6 y}-\frac{\varphi_{x} \varphi_{x x} r}{12}+\frac{\kappa \varphi_{x}^{3}}{12} \mp \frac{h \varphi_{x}^{4} \kappa}{24} \pm \frac{v y \varphi_{x x}}{6 h} \pm \frac{\varphi_{x}^{4} h v}{24 y} \mp \frac{h \varphi_{x}^{2} \kappa \varphi_{x x}}{24} \\
& \pm \frac{h \varphi_{x}^{2} \varphi_{x x} r}{6}-\frac{\varphi_{x}^{3} r^{2}}{6 v y} \pm \frac{h \varphi_{x}^{4} \kappa \theta}{24 v y} \mp \frac{\varphi_{x}^{2} h \varphi_{x x} r^{2}}{6 v y}-\frac{\kappa \varphi_{x}^{3} \theta}{12 v y} \pm \frac{h v y \varphi_{x} \varphi_{x x x}}{48} \mp \frac{\varphi_{x}^{2} r}{3 h} \\
& \mp \frac{h v y \varphi_{x x} \varphi_{x x x}}{16 \varphi_{x}}-\frac{v y \varphi_{x}}{3 h^{2}}+\rho^{2}\left[\frac{v y \varphi_{x}^{3}}{3 h^{2}} \mp \frac{v y \varphi_{x}^{2} \varphi_{x x}}{6 h}\right]+\rho\left[\frac{v \varphi_{x}^{3}}{12}+\frac{v \varphi_{x} \varphi_{x x}}{4}\right. \\
& \left.\mp \frac{h \varphi_{x x} v \varphi_{x}^{2}}{24} \mp \frac{h v \varphi_{x x}^{2}}{8} \mp \frac{h \varphi_{x}^{2}\left(\frac{v y}{2}-r\right) \varphi_{x x}}{6 y}-\frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)}{6 y} \pm \frac{\varphi_{x}^{4} \kappa(\theta-v y)}{3 h v}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{K}_{i, j}= & -\frac{\kappa \varphi_{x}^{3}}{6}+\frac{v y \varphi_{x}^{2} \varphi_{x x x}}{4}-\frac{v y \varphi_{x} \varphi_{x x}^{2}}{4}-\frac{\varphi_{x}^{5} \kappa}{6}+\frac{v \varphi_{x}^{5}}{6 y}-\frac{v \varphi_{x}^{3}}{6 y}-\frac{v y \varphi_{x x x}}{12}+\frac{2 v y \varphi_{x}}{3 h^{2}} \\
& +\frac{v y \varphi_{x}^{3}}{h^{2}}-\frac{2 \varphi_{x}^{5} \kappa^{2} \theta}{3 v^{2}}+\frac{\varphi_{x}^{3} \varphi_{x x} r}{2}+\frac{\varphi_{x} \varphi_{x x} r}{6}+\frac{\varphi_{x}^{5} \kappa \theta}{2 v y}+\frac{y \varphi_{x}^{5} \kappa^{2}}{3 v}-\frac{\varphi_{x}^{3} r}{3}-\frac{v y \varphi_{x}^{3} \varphi_{x x}}{4} \\
& -\frac{v y \varphi_{x} \varphi_{x x}}{12}-\frac{\kappa \varphi_{x}^{3} \theta}{2 v y}-\frac{v \varphi_{x}}{3 y}+\frac{\varphi_{x}^{5} \kappa^{2} \theta^{2}}{3 v^{3} y}+\frac{v y \varphi_{x}^{3}}{12}+\frac{\varphi_{x}^{3} r^{2}}{3 v y} \\
& +\rho\left[-\frac{v \varphi_{x}^{3} \varphi_{x x}}{2}-\frac{v \varphi_{x}^{3}}{6}-\frac{v \varphi_{x} \varphi_{x x}}{2}+\frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)}{3 y}\right]-\rho^{2} \frac{2 v y \varphi_{x}^{3}}{3 h^{2}},
\end{aligned}
$$

where $\hat{K}_{i, j}$ is the coefficient of $U_{i, j}(\tau)$. Defining $\hat{M}_{i, j}$ as the coefficient of $\partial_{\tau} U_{i, j}(\tau)$, we get

$$
\begin{aligned}
\hat{M}_{i+1, j \pm 1} & =\hat{M}_{i-1, j \neq 1}= \pm \frac{\rho \varphi_{x}^{4}}{24}, \\
\hat{M}_{i, j \pm 1} & =-\frac{\varphi_{x}^{5}}{12}+\frac{\varphi_{x}^{3}}{6} \mp \frac{\varphi_{x}^{3} h}{6 y} \pm \frac{\varphi_{x}^{5} h}{12 y} \pm \frac{\varphi_{x}^{5} h \kappa(\theta-v y)}{12 v^{2} y}, \\
\hat{M}_{i \pm 1, j} & =\frac{\varphi_{x}^{3}}{12} \mp \frac{\varphi_{x}^{4} h\left(\frac{v y}{2}-r\right)}{12 v y} \pm \frac{\varphi_{x}^{2} h \varphi_{x x}}{8} \mp \frac{\varphi_{x}^{4} h \rho}{12 y} \text { and } \\
\hat{M}_{i, j} & =-\frac{\varphi_{x}^{3} \varphi_{x x} h^{2}\left(\frac{v y}{2}-r\right)}{2 v y}-\frac{\varphi_{x} \varphi_{x x}^{2} h^{2}}{4}+\frac{\varphi_{x}^{5}}{6}+\frac{\varphi_{x}^{3}}{2}+\frac{\varphi_{x}^{2} h^{2} \varphi_{x x x}}{4}-\frac{\rho \varphi_{x}^{3} \varphi_{x x} h^{2}}{2 y} .
\end{aligned}
$$

Using these coefficients for the spatial interior in combination with the treatment of the boundary conditions in Section 2.5.4 yields the Version 2 scheme.

## C. 2 Coefficients Application EHOC scheme Version 4

In this part of the appendix we give the coefficients of the Version 4 scheme. When discretising equation (2.25) with the central difference operator in $x$ - and in $y$-direction, we get

$$
\begin{aligned}
& \hat{K}_{i \pm 1, j}=\frac{v y \varphi_{x}^{3}}{12 h^{2}} \mp \frac{h \varphi_{x x}^{2}\left(\frac{v y}{2}-r\right)}{6} \mp \frac{\varphi_{x}^{4}\left(\frac{v y}{2}-r\right)}{12 h} \pm \frac{5\left(\frac{v y}{2}-r\right) \varphi_{x}^{2}}{12 h} \pm \frac{y h v \varphi_{x x x x}}{48} \mp \frac{h \varphi_{x x} v}{24 y} \\
& -\frac{\varphi_{x} \kappa(\theta-v y)}{12 v y}-\frac{5 v y \varphi_{x}}{12 h^{2}} \pm \frac{5 v y \varphi_{x x}}{24 h}+\frac{v \varphi_{x}}{12 y} \mp \frac{\varphi_{x}^{2} h v}{24 y}-\frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)^{2}}{6 v y}+\frac{v y \varphi_{x x x}}{24} \\
& \pm \frac{\varphi_{x} h\left(\frac{v y}{2}-r\right) \varphi_{x x x}}{24}+\frac{\left(\frac{v y}{2}-r\right) \varphi_{x} \varphi_{x x}}{12} \mp \frac{v y h \varphi_{x x} \varphi_{x x x}}{16 \varphi_{x}} \pm \frac{h \kappa(\theta-v y) \varphi_{x x}}{24 v y} \\
& \pm \frac{v y \varphi_{x}^{2} \varphi_{x x}}{8 h} \mp \frac{\varphi_{x}^{2} h\left(\frac{v y}{2}-r\right)^{2} \varphi_{x x}}{6 v y} \pm \frac{\varphi_{x}^{2} h \kappa(\theta-v y)}{24 v y} \\
& +\rho^{2}\left[\frac{v y \varphi_{x}^{3}}{3 h^{2}} \mp \frac{v y \varphi_{x}^{2} \varphi_{x x}}{6 h}\right]+\rho\left[\frac{v \varphi_{x} \varphi_{x x}}{4} \pm \frac{\varphi_{x}^{4} \kappa(\theta-v y)}{6 h v}-\frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)}{6 y}\right. \\
& \left.+\frac{v \varphi_{x}^{3}}{12} \mp \frac{\varphi_{x}^{2} h\left(\frac{v y}{2}-r\right) \varphi_{x x}}{6 y} \mp \frac{h \varphi_{x x} v \varphi_{x}^{2}}{24} \mp \frac{h v \varphi_{x x}^{2}}{8} \pm \frac{\varphi_{x}^{2} \kappa(\theta-v y)}{6 h v}\right], \\
& \hat{K}_{i, j \pm 1}=\frac{\varphi_{x}^{3} \varphi_{x x}\left(\frac{v y}{2}-r\right)}{4} \pm \frac{\varphi_{x}^{3} h\left(\frac{v y}{2}-r\right) \kappa(\theta-v y) \varphi_{x x}}{4 v^{2} y} \mp \frac{\varphi_{x}^{2} h \kappa(\theta-v y) \varphi_{x x x}}{8 v}-\frac{5 v y \varphi_{x}^{3}}{12 h^{2}} \\
& -\frac{\varphi_{x}^{3} \kappa^{2}(\theta-v y)^{2}}{6 y v^{3}}+\frac{v y \varphi_{x}}{12 h^{2}} \mp \frac{\varphi_{x}^{3} h \kappa}{12 y} \pm \frac{\varphi_{x}^{3} h \kappa^{2}(\theta-v y)}{12 v^{2} y} \mp \frac{5 \kappa \varphi_{x}^{3}(\theta-v y)}{12 v h}+\frac{v y \varphi_{x} \varphi_{x x}^{2}}{8} \\
& +\frac{\kappa \varphi_{x}^{3}(\theta-v y)}{12 v y}+\frac{\kappa \varphi_{x}^{3}}{6} \pm \frac{\varphi_{x} \kappa(\theta-v y)}{12 v h} \pm \frac{\varphi_{x} h \varphi_{x x}^{2} \kappa(\theta-v y)}{8 v}-\frac{v y \varphi_{x}^{2} \varphi_{x x x}}{8}+\frac{\varphi_{x}^{3} v}{12 y} \\
& +\rho^{2} \frac{v y \varphi_{x}^{3}}{3 h^{2}}+\rho\left[\frac{v \varphi_{x}^{3} \varphi_{x x}}{4} \pm \frac{h \varphi_{x}^{3} \kappa(\theta-v y) \varphi_{x x}}{4 v y} \mp \frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)}{3 h} \mp \frac{v y \varphi_{x} \varphi_{x x}}{6 h}\right], \\
& \hat{K}_{i+1, j \pm 1}=\frac{\varphi_{x}^{4}\left(\frac{v y}{2}-r\right)}{24 h}-\frac{v y \varphi_{x}^{2} \varphi_{x x}}{16 h}+\frac{\left(\frac{v y}{2}-r\right) \varphi_{x}^{2}}{24 h}+\frac{v y \varphi_{x x}}{48 h}-\frac{v y \varphi_{x}}{24 h^{2}}-\frac{v y \varphi_{x}^{3}}{24 h^{2}} \mp \frac{\varphi_{x} \kappa(\theta-v y)}{24 v h} \\
& \mp \frac{\kappa \varphi_{x}^{3}(\theta-v y)}{24 v h} \pm \frac{\kappa(\theta-v y)\left(\frac{v y}{2}-r\right) \varphi_{x}^{2}}{24 v^{2} y} \pm \frac{\kappa(\theta-v y) \varphi_{x x}}{48 v} \mp \frac{\left(\frac{v y}{2}-r\right) \varphi_{x}^{2}}{24 y} \pm \frac{v \varphi_{x}^{2}}{48} \\
& \pm \frac{\varphi_{x}^{4} \kappa(\theta-v y)\left(\frac{v y}{2}-r\right)}{24 v^{2} y} \mp \frac{\kappa(\theta-v y) \varphi_{x}^{2} \varphi_{x x}}{16 v} \\
& +\rho^{2}\left[ \pm \frac{v \varphi_{x}^{2} \varphi_{x x}}{8}+\frac{v y \varphi_{x}^{2} \varphi_{x x}}{12 h}-\frac{v y \varphi_{x}^{3}}{6 h^{2}}\right]+\rho\left[\mp \frac{v y \varphi_{x}^{2}}{4 h^{2}} \pm \frac{v \varphi_{x}^{2}}{24 y} \pm \frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)}{6 h}\right. \\
& \pm \frac{\varphi_{x}^{4} \kappa(\theta-v y)}{24 v y} \pm \frac{v y \varphi_{x x}^{2}}{48} \pm \frac{\varphi_{x}^{4} \kappa}{24}-\frac{\varphi_{x}^{2} \kappa(\theta-v y)}{12 h v} \mp \frac{\varphi_{x}^{2} \kappa(\theta-v y)}{24 v y} \mp \frac{v y \varphi_{x} \varphi_{x x x}}{48} \\
& \left. \pm \frac{v y \varphi_{x} \varphi_{x x}}{12 h} \pm \frac{\varphi_{x}^{2}\left(\frac{v y}{2}-r\right) \varphi_{x x}}{24}-\frac{\varphi_{x}^{4} \kappa(\theta-v y)}{12 h v}\right], \\
& \hat{K}_{i-1, j \pm 1}=-\hat{K}_{i+1, j \pm 1}-\frac{v y \varphi_{x}}{12 h^{2}}-\frac{v y \varphi_{x}^{3}}{12 h^{2}} \mp \frac{\varphi_{x} \kappa(\theta-v y)}{12 v h} \mp \frac{\kappa \varphi_{x}^{3}(\theta-v y)}{12 v h} \\
& -\rho^{2} \frac{v y \varphi_{x}^{3}}{3 h^{2}} \pm \rho\left[\frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)}{3 h} \pm \frac{v y \varphi_{x} \varphi_{x x}}{6 h}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{K}_{i, j}= & \frac{v y \varphi_{x}^{2} \varphi_{x x x}}{4}-\frac{\varphi_{x}^{3} \varphi_{x x}\left(\frac{v y}{2}-r\right)}{2}-\frac{v y \varphi_{x} \varphi_{x x}^{2}}{4}-\frac{\varphi_{x}^{3} v}{6 y}-\frac{\varphi_{x}^{3} \kappa(\theta-v y)}{6 v y}-\frac{\kappa \varphi_{x}^{3}}{3}-\frac{v \varphi_{x}}{6 y} \\
& +\frac{\varphi_{x}^{3} \kappa^{2}(\theta-v y)^{2}}{3 y v^{3}}+\frac{5 v y \varphi_{x}}{6 h^{2}}+\frac{5 v y \varphi_{x}^{3}}{6 h^{2}}-\frac{\left(\frac{v y}{2}-r\right) \varphi_{x} \varphi_{x x}}{6}-\frac{v y \varphi_{x x x}}{12}+\frac{\varphi_{x}^{3}\left(\frac{v y}{2}-r\right)^{2}}{3 v y} \\
& +\frac{\varphi_{x} \kappa(\theta-v y)}{6 v y}-\rho^{2} \frac{2 v y \varphi_{x}^{3}}{3 h^{2}}+\rho\left[-\frac{v \varphi_{x} \varphi_{x x}}{2}+\frac{\varphi_{x}^{3}(1 / 2 v y-r)}{3 y}-\frac{v \varphi_{x}^{3}}{6}-\frac{v \varphi_{x}^{3} \varphi_{x x}}{2}\right]
\end{aligned}
$$

where $\hat{K}_{i, j}$ is the coefficient of $U_{i, j}(\tau)$. Defining $\hat{M}_{i, j}$ as the coefficient of $\partial_{\tau} U_{i, j}(\tau)$, we get

$$
\begin{aligned}
\hat{M}_{i+1, j \pm 1} & =\hat{M}_{i-1, j \mp 1}= \pm \rho \frac{\varphi_{x}^{4}}{24} \\
\hat{M}_{i \pm 1, j} & =\frac{\varphi_{x}^{3}}{12} \mp \frac{\varphi_{x}^{4} h\left(\frac{v y}{2}-r\right)}{12 v y} \pm \frac{\varphi_{x}^{2} h \varphi_{x x}}{8} \mp \rho \frac{\varphi_{x}^{4} h}{12 y} \\
\hat{M}_{i, j \pm 1} & =\frac{\varphi_{x}^{3}}{12} \pm \frac{\varphi_{x}^{3} h \kappa(\theta-v y)}{12 v^{2} y} \mp \frac{\varphi_{x}^{3} h}{12 y} \text { and } \\
\hat{M}_{i, j} & =\frac{2 \varphi_{x}^{3}}{3}-\frac{\varphi_{x}^{3} \varphi_{x x} h^{2}\left(\frac{v y}{2}-r\right)}{2 v y}-\frac{\varphi_{x} \varphi_{x x}^{2} h^{2}}{4}+\frac{\varphi_{x}^{2} h^{2} \varphi_{x x x}}{4}-\rho \frac{\varphi_{x}^{3} \varphi_{x x} h^{2}}{2 y} .
\end{aligned}
$$

Using these coefficients for the spatial interior in combination with the treatment of the boundary conditions in Section 2.5.4 yields the Version 4 scheme.

## Appendix D

## General coefficients

## three-dimensional HOC scheme

In this part of the appendix we present all the coefficients of $\hat{K}_{k, l, m}$ of $U_{k, l, m}$ for $k \in$ $\left\{i_{1}-1, i_{1}, i_{1}+1\right\}, l \in\left\{i_{2}-1, i_{2}, i_{2}+1\right\}$ and $m \in\left\{i_{3}-1, i_{3}, i_{3}+1\right\}$ of the high-order compact scheme in the three-dimensional case. The differential equation (3.1) is discretised at the point $\left(x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right) \in \stackrel{\stackrel{\circ}{G}}{h}$ (3) according to Section 3.4.2 and we thus have

$$
\begin{align*}
& \hat{K}_{i_{1}, i_{2}, i_{3}}=\frac{b_{23}[a]_{x_{2}} c_{3}}{6 a^{2}}+\frac{b_{13}[a]_{x_{1}} c_{3}}{6 a^{2}}-\frac{\left[c_{3}\right]_{x_{3}}}{3}-\frac{c_{1}^{2}}{6 a}-\frac{c_{3}^{2}}{6 a}-\frac{[a]_{x_{1} x_{1}}}{2}-\frac{[a]_{x_{2} x_{2}}}{2}-\frac{[a]_{x_{3} x_{3}}}{2} \\
& +\frac{b_{12}[a]_{x_{2}} c_{1}}{6 a^{2}}+\frac{b_{13}[a]_{x_{3}}[a]_{x_{1}}}{a^{2}}+\frac{b_{23}[a]_{x_{3}}[a]_{x_{2}}}{a^{2}}+\frac{b_{23}[a]_{x_{3}} c_{2}}{6 a^{2}}+\frac{b_{12}[a]_{x_{1}}[a]_{x_{2}}}{a^{2}} \\
& -\frac{b_{13}\left[c_{3}\right]_{x_{1}}}{6 a}-\frac{c_{1}[a]_{x_{1}}}{6 a}+\frac{b_{23}^{2}}{3 a h^{2}}-\frac{b_{12}[a]_{x_{1} x_{2}}}{2 a}-\frac{c_{2}[a]_{x_{2}}}{6 a}+\frac{b_{13}^{2}}{3 a h^{2}}-\frac{c_{2}^{2}}{6 a} \\
& -\frac{c_{3}[a]_{x_{3}}}{6 a}-\frac{b_{13}[a]_{x_{1} x_{2}}}{2 a}-\frac{b_{23}\left[c_{2}\right]_{x_{3}}}{6 a}-\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{6 a}-\frac{b_{23}[a]_{x_{2} x_{3}}}{2 a}-\frac{b_{13}\left[c_{1}\right]_{x_{3}}}{6 a}  \tag{D.1}\\
& +\frac{b_{12}^{2}}{3 a h^{2}}+\frac{b_{13}[a]_{x_{3}} c_{1}}{6 a^{2}}-\frac{b_{12}\left[c_{1}\right]_{x_{2}}}{6 a}+\frac{[a]_{x_{1}}^{2}}{a}+\frac{[a]_{x_{3}}^{2}}{a}+\frac{[a]_{x_{2}}^{2}}{a}-\frac{b_{23}\left[c_{3}\right]_{x_{2}}}{6 a} \\
& -\frac{4 a}{h^{2}}+\frac{b_{12}[a]_{x_{1}} c_{2}}{6 a^{2}}-\frac{\left[c_{1}\right]_{x_{1}}}{3}-\frac{\left[c_{2}\right]_{x_{2}}}{3}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}-1, i_{3}}=\frac{b_{13}[a]_{x_{3}} b_{12}}{24 a^{2} h} \mp \frac{b_{23}[a]_{x_{3}} b_{12}}{24 a^{2} h} \mp \frac{\left[b_{12}\right]_{x_{1} x_{1}}}{48} \mp \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{48} \mp \frac{\left[b_{12}\right]_{x_{3} x_{3}}}{48}-\frac{c_{2}}{12 h} \\
& \pm \frac{b_{12} c_{2}}{12 a h} \pm \frac{b_{12}[a]_{x_{1}} c_{1}}{48 a^{2}} \pm \frac{b_{12}[a]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a^{2}} \mp \frac{b_{12}^{2}[a]_{x_{1}}}{24 a^{2} h} \pm \frac{b_{23}[a]_{x_{2}}\left[b_{12}\right]_{x_{3}}}{48 a^{2}} \\
& +\frac{b_{12}[a]_{x_{1}}}{12 a h} \mp \frac{b_{12}[a]_{x_{2}}}{12 a h} \pm \frac{b_{12}[a]_{x_{2}} c_{2}}{48 a^{2}} \pm \frac{b_{23}[a]_{x_{3}} c_{1}}{48 a^{2}} \pm \frac{b_{23}[a]_{x_{3}}\left[b_{12}\right]_{x_{2}}}{48 a^{2}} \\
& -\frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a h} \pm \frac{b_{13}[a]_{x_{3}}\left[b_{12}\right]_{x_{1}}}{48 a^{2}} \pm \frac{b_{13}[a]_{x_{3}} c_{2}}{48 a^{2}} \pm \frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a h} \pm \frac{b_{23}\left[b_{12}\right]_{x_{3}}}{24 a h} \\
& \pm \frac{\left[b_{12}\right]_{x_{2}}}{12 h}-\frac{b_{13}\left[b_{12}\right]_{x_{3}}}{24 a h} \pm \frac{b_{13} b_{23}}{12 a h^{2}}+\frac{[a]_{x_{2}} b_{12}^{2}}{24 a^{2} h} \mp \frac{b_{12}}{6 h^{2}}+\frac{a}{6 h^{2}}-\frac{\left[b_{12}\right]_{x_{1}}}{12 h}
\end{align*}
$$

$$
\begin{align*}
& \mp \frac{b_{13}\left[c_{2}\right]_{x_{3}}}{48 a} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a} \mp \frac{b_{23}\left[c_{1}\right]_{x_{3}}}{48 a} \mp \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a} \pm \frac{[a]_{x_{1}} c_{2}}{24 a} \pm \frac{c_{1}}{12 h}  \tag{D.2}\\
& \mp \frac{b_{13}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a} \mp \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a} \pm \frac{[a]_{x_{3}}\left[b_{12}\right]_{x_{3}}}{24 a} \mp \frac{c_{3}\left[b_{12}\right]_{x_{3}}}{48 a} \pm \frac{[a]_{x_{2}} c_{1}}{24 a} \\
& \mp \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a} \pm \frac{b_{12}[a]_{x_{2}}\left[b_{12}\right]_{x_{1}}}{48 a^{2}} \pm \frac{b_{13}[a]_{x_{1}}\left[b_{12}\right]_{x_{3}}}{48 a^{2}} \mp \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a}-\frac{b_{12} c_{1}}{12 a h} \\
& +\frac{b_{12}^{2}}{12 a h^{2}} \mp \frac{b_{23}\left[b_{12}\right]_{x_{2} x_{3}}}{48 a} \pm \frac{[a]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a} \pm \frac{[a]_{x_{2}}\left[b_{12}\right]_{x_{2}}}{24 a} \mp \frac{c_{1} c_{2}}{24 a} \\
& \mp \frac{\left[c_{1}\right]_{x_{2}}}{24} \mp \frac{\left[c_{2}\right]_{x_{1}}}{24}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}, i_{3}}= \pm \frac{b_{23}[a]_{x_{3}} b_{12}}{12 a^{2} h} \pm \frac{b_{23}[a]_{x_{2}} b_{13}}{12 a^{2} h} \mp \frac{h b_{12}[a]_{x_{1}}\left[c_{1}\right]_{x_{2}}}{24 a^{2}} \mp \frac{h b_{23}[a]_{x_{2}}\left[c_{1}\right]_{x_{3}}}{24 a^{2}}+\frac{c_{1}^{2}}{12 a} \\
& \mp \frac{h b_{13}[a]_{x_{3}}\left[c_{1}\right]_{x_{1}}}{24 a^{2}} \mp \frac{h b_{23}[a]_{x_{3}}\left[c_{1}\right]_{x_{2}}}{24 a^{2}} \pm \frac{h\left[c_{1}\right]_{x_{3} x_{3}}}{24} \pm \frac{h\left[c_{1}\right]_{x_{2} x_{2}}}{24} \pm \frac{h\left[c_{1}\right]_{x_{1} x_{1}}}{24} \\
& \pm \frac{h c_{1}\left[c_{1}\right]_{x_{1}}}{24 a}+\frac{[a]_{x_{1} x_{1}}}{12}+\frac{[a]_{x_{3} x_{3}}}{12}-\frac{b_{13}[a]_{x_{3}} c_{1}}{12 a^{2}} \mp \frac{b_{13}\left[b_{13}\right]_{x_{1}}}{12 a h} \pm \frac{h c_{3}\left[c_{1}\right]_{x_{3}}}{24 a} \\
& \mp \frac{h b_{13}[a]_{x_{1}}\left[c_{1}\right]_{x_{3}}}{24 a^{2}} \pm \frac{h c_{2}\left[c_{1}\right]_{x_{2}}}{24 a} \pm \frac{h b_{13}\left[c_{1}\right]_{x_{1} x_{2}}}{24 a} \mp \frac{h[a]_{x_{3}}\left[c_{1}\right]_{x_{3}}}{12 a} \mp \frac{\left[b_{12}\right]_{x_{2}}}{6 h} \\
& \mp \frac{h b_{12}[a]_{x_{2}}\left[c_{1}\right]_{x_{1}}}{24 a^{2}} \mp \frac{b_{23}\left[b_{13}\right]_{x_{2}}}{12 a h} \pm \frac{b_{13}^{2}[a]_{x_{1}}}{12 a^{2} h}+\frac{b_{13}\left[c_{1}\right]_{x_{3}}}{12 a} \mp \frac{c_{3} b_{13}}{6 a h}+\frac{[a]_{x_{2} x_{2}}}{12} \\
& \pm \frac{h b_{23}\left[c_{1}\right]_{x_{2} x_{3}}}{24 a} \pm \frac{h b_{12}\left[c_{1}\right]_{x_{1} x_{2}}}{24 a} \pm \frac{b_{13}[a]_{x_{3}}}{6 a h}-\frac{b_{12}[a]_{x_{2}} c_{1}}{12 a^{2}} \mp \frac{h[a]_{x_{1}}\left[c_{1}\right]_{x_{1}}}{12 a}  \tag{D.3}\\
& \mp \frac{b_{12} c_{2}}{6 a h} \pm \frac{b_{12}^{2}[a]_{x_{1}}}{12 a^{2} h} \pm \frac{b_{12}[a]_{x_{2}}}{6 a h} \mp \frac{b_{12}\left[b_{12}\right]_{x_{1}}}{12 a h} \mp \frac{b_{23}\left[b_{12}\right]_{x_{3}}}{12 a h} \pm \frac{c_{1}}{6 h}+\frac{a}{3 h^{2}} \\
& -\frac{b_{13}[a]_{x_{3}}[a]_{x_{1}}}{6 a^{2}}-\frac{b_{23}[a]_{x_{3}}[a]_{x_{2}}}{6 a^{2}} \mp \frac{\left[b_{13}\right]_{x_{3}}}{6 h}-\frac{b_{12}[a]_{x_{1}}[a]_{x_{2}}}{6 a^{2}}-\frac{c_{1}[a]_{x_{1}}}{12 a} \\
& -\frac{b_{13}^{2}}{6 a h^{2}}-\frac{b_{12}^{2}}{6 a h^{2}}+\frac{c_{3}[a]_{x_{3}}}{12 a}+\frac{b_{13}[a]_{x_{1} x_{2}}}{12 a}+\frac{b_{23}[a]_{x_{2} x_{3}}}{12 a}-\frac{[a]_{x_{3}}^{2}}{6 a}-\frac{[a]_{x_{1}}^{2}}{6 a} \\
& +\frac{c_{2}[a]_{x_{2}}}{12 a}+\frac{b_{12}[a]_{x_{1} x_{2}}}{12 a}+\frac{\left[c_{1}\right]_{x_{1}}}{6}+\frac{b_{12}\left[c_{1}\right]_{x_{2}}}{12 a}-\frac{[a]_{x_{2}}^{2}}{6 a} \mp \frac{h[a]_{x_{2}}\left[c_{1}\right]_{x_{2}}}{12 a}, \\
& \hat{K}_{i_{1}, i_{2} \pm 1, i_{3}}= \pm \frac{b_{13}[a]_{x_{3}} b_{12}}{12 a^{2} h} \mp \frac{h b_{13}[a]_{x_{1}}\left[c_{2}\right]_{x_{3}}}{24 a^{2}} \mp \frac{h b_{12}[a]_{x_{1}}\left[c_{2}\right]_{x_{2}}}{24 a^{2}}+\frac{[a]_{x_{3} x_{3}}}{12}+\frac{\left[c_{2}\right]_{x_{2}}}{6} \\
& \pm \frac{b_{13}[a]_{x_{1}} b_{23}}{12 a^{2} h} \mp \frac{h b_{13}[a]_{x_{3}}\left[c_{2}\right]_{x_{1}}}{24 a^{2}}-\frac{b_{13}[a]_{x_{3}}[a]_{x_{1}}}{6 a^{2}}-\frac{b_{12}[a]_{x_{1}}[a]_{x_{2}}}{6 a^{2}}-\frac{b_{23}^{2}}{6 a h^{2}} \\
& \pm \frac{c_{2}}{6 h} \mp \frac{h b_{23}[a]_{x_{3}}\left[c_{2}\right]_{x_{2}}}{24 a^{2}} \mp \frac{h b_{12}[a]_{x_{2}}\left[c_{2}\right]_{x_{1}}}{24 a^{2}} \mp \frac{h b_{23}[a]_{x_{2}}\left[c_{2}\right]_{x_{3}}}{24 a^{2}}+\frac{[a]_{x_{1} x_{1}}}{12} \\
& \mp \frac{h[a]_{x_{1}}\left[c_{2}\right]_{x_{1}}}{12 a} \pm \frac{b_{12}[a]_{x_{1}}}{6 a h} \mp \frac{b_{12} c_{1}}{6 a h} \mp \frac{b_{12}\left[b_{12}\right]_{x_{2}}}{12 a h} \mp \frac{b_{13}\left[b_{12}\right]_{x_{3}}}{12 a h} \pm \frac{[a]_{x_{2}} b_{12}^{2}}{12 a^{2} h} \\
& \mp \frac{\left[b_{12}\right]_{x_{1}}}{6 h} \mp \frac{b_{23} c_{3}}{6 a h} \pm \frac{h b_{12}\left[c_{2}\right]_{x_{1} x_{2}}}{24 a} \pm \frac{h b_{23}\left[c_{2}\right]_{x_{2} x_{3}}}{24 a} \pm \frac{h b_{13}\left[c_{2}\right]_{x_{1} x_{2}}}{24 a}+\frac{a}{3 h^{2}} \\
& \pm \frac{h c_{2}\left[c_{2}\right]_{x_{2}}}{24 a} \pm \frac{b_{23}[a]_{x_{3}}}{6 a h}-\frac{b_{23}[a]_{x_{3}} c_{2}}{12 a^{2}} \mp \frac{b_{13}\left[b_{23}\right]_{x_{1}}}{12 a h} \mp \frac{b_{23}\left[b_{23}\right]_{x_{2}}}{12 a h}+\frac{c_{2}^{2}}{12 a}
\end{align*}
$$

$$
\begin{align*}
& \pm \frac{h c_{3}\left[c_{2}\right]_{x_{3}}}{24 a} \mp \frac{h[a]_{x_{3}}\left[c_{2}\right]_{x_{3}}}{12 a} \pm \frac{h c_{1}\left[c_{2}\right]_{x_{1}}}{24 a} \pm \frac{[a]_{x_{2}} b_{23}^{2}}{12 a^{2} h}+\frac{[a]_{x_{2} x_{2}}}{12}-\frac{b_{12}^{2}}{6 a h^{2}} \\
& -\frac{b_{12}[a]_{x_{1}} c_{2}}{12 a^{2}}+\frac{c_{1}[a]_{x_{1}}}{12 a}+\frac{b_{12}[a]_{x_{1} x_{2}}}{12 a}-\frac{c_{2}[a]_{x_{2}}}{12 a} \pm \frac{h\left[c_{2}\right]_{x_{1} x_{1}}}{24}+\frac{c_{3}[a]_{x_{3}}}{12 a} \\
& +\frac{b_{13}[a]_{x_{1} x_{2}}}{12 a}+\frac{b_{23}\left[c_{2}\right]_{x_{3}}}{12 a}+\frac{b_{12}\left[c_{2}\right]_{x_{1}}}{12 a} \pm \frac{h\left[c_{2}\right]_{x_{2} x_{2}}}{24}-\frac{[a]_{x_{1}}^{2}}{6 a} \pm \frac{h\left[c_{2}\right]_{x_{3} x_{3}}}{24} \\
& \mp \frac{\left[b_{23}\right]_{x_{3}}}{6 h}+\frac{b_{23}[a]_{x_{2} x_{3}}}{12 a}-\frac{[a]_{x_{3}}^{2}}{6 a}-\frac{[a]_{x_{2}}^{2}}{6 a}-\frac{b_{23}[a]_{x_{3}}[a]_{x_{2}}}{6 a^{2}} \mp \frac{h[a]_{x_{2}}\left[c_{2}\right]_{x_{2}}}{12 a} \text {, } \\
& \hat{K}_{i_{1} \pm 1, i_{2}+1, i_{3}}=-\frac{b_{13}[a]_{x_{3}} b_{12}}{24 a^{2} h} \pm \frac{\left[b_{12}\right]_{x_{1} x_{1}}}{48} \pm \frac{\left[b_{12}\right]_{x_{2} x_{2}}}{48} \pm \frac{\left[b_{12}\right]_{x_{3} x_{3}}}{48}+\frac{b_{12} c_{1}}{12 a h}-\frac{b_{12}[a]_{x_{1}}}{12 a h} \\
& \pm \frac{b_{12} c_{2}}{12 a h} \mp \frac{b_{12}[a]_{x_{1}} c_{1}}{48 a^{2}} \mp \frac{b_{12}[a]_{x_{1}}\left[b_{12}\right]_{x_{2}}}{48 a^{2}} \mp \frac{b_{12}^{2}[a]_{x_{1}}}{24 a^{2} h} \mp \frac{b_{23}[a]_{x_{2}}\left[b_{12}\right]_{x_{3}}}{48 a^{2}} \\
& \mp \frac{b_{23}[a]_{x_{3}} b_{12}}{24 a^{2} h} \mp \frac{b_{12}[a]_{x_{2}}\left[b_{12}\right]_{x_{1}}}{48 a^{2}} \mp \frac{b_{12}[a]_{x_{2}} c_{2}}{48 a^{2}}+\frac{b_{13}\left[b_{12}\right]_{x_{3}}}{24 a h} \mp \frac{b_{12}[a]_{x_{2}}}{12 a h} \\
& +\frac{b_{12}\left[b_{12}\right]_{x_{2}}}{24 a h} \mp \frac{b_{13}[a]_{x_{3}}\left[b_{12}\right]_{x_{1}}}{48 a^{2}} \mp \frac{b_{13}[a]_{x_{3}} c_{2}}{48 a^{2}} \pm \frac{b_{12}\left[b_{12}\right]_{x_{1}}}{24 a h} \pm \frac{b_{23}\left[b_{12}\right]_{x_{3}}}{24 a h} \\
& \mp \frac{b_{13}[a]_{x_{1}}\left[b_{12}\right]_{x_{3}}}{48 a^{2}} \mp \frac{b_{23}[a]_{x_{3}}\left[b_{12}\right]_{x_{2}}}{48 a^{2}} \mp \frac{b_{23}[a]_{x_{3}} c_{1}}{48 a^{2}} \mp \frac{b_{13} b_{23}}{12 a h^{2}}-\frac{[a]_{x_{2}} b_{12}^{2}}{24 a^{2} h} \\
& \pm \frac{b_{23}\left[b_{12}\right]_{x_{2} x_{3}}}{48 a}+\frac{c_{2}}{12 h} \pm \frac{b_{12}}{6 h^{2}} \pm \frac{c_{1}}{12 h} \mp \frac{[a]_{x_{1}} c_{2}}{24 a}+\frac{\left[b_{12}\right]_{x_{1}}}{12 h} \pm \frac{\left[b_{12}\right]_{x_{2}}}{12 h}  \tag{D.5}\\
& +\frac{a}{6 h^{2}} \pm \frac{b_{13}\left[c_{2}\right]_{x_{3}}}{48 a} \pm \frac{b_{12}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a} \pm \frac{b_{23}\left[c_{1}\right]_{x_{3}}}{48 a} \pm \frac{b_{12}\left[c_{1}\right]_{x_{1}}}{48 a}+\frac{b_{12}^{2}}{12 a h^{2}} \\
& \pm \frac{b_{13}\left[b_{12}\right]_{x_{1} x_{2}}}{48 a} \pm \frac{c_{1}\left[b_{12}\right]_{x_{1}}}{48 a} \mp \frac{[a]_{x_{3}}\left[b_{12}\right]_{x_{3}}}{24 a} \pm \frac{c_{3}\left[b_{12}\right]_{x_{3}}}{48 a} \pm \frac{b_{12}\left[c_{2}\right]_{x_{2}}}{48 a} \\
& \mp \frac{[a]_{x_{2}} c_{1}}{24 a} \mp \frac{[a]_{x_{1}}\left[b_{12}\right]_{x_{1}}}{24 a} \mp \frac{[a]_{x_{2}}\left[b_{12}\right]_{x_{2}}}{24 a} \pm \frac{c_{1} c_{2}}{24 a} \pm \frac{\left[c_{1}\right]_{x_{2}}}{24} \pm \frac{\left[c_{2}\right]_{x_{1}}}{24} \\
& \pm \frac{c_{2}\left[b_{12}\right]_{x_{2}}}{48 a}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}-1, i_{3}-1}= \pm \frac{\left[b_{13}\right]_{x_{2}}}{48 h} \mp \frac{b_{13}}{24 h^{2}} \pm \frac{\left[b_{12}\right]_{x_{3}}}{48 h} \pm \frac{\left[b_{23}\right]_{x_{1}}}{48 h} \pm \frac{b_{12}\left[b_{13}\right]_{x_{1}}}{96 a h} \pm \frac{b_{13}\left[b_{12}\right]_{x_{1}}}{96 a h} \\
& \pm \frac{b_{23}\left[b_{12}\right]_{x_{2}}}{96 a h} \pm \frac{c_{3} b_{12}}{48 a h} \pm \frac{b_{13} c_{2}}{48 a h} \mp \frac{b_{13} b_{23}}{24 a h^{2}} \pm \frac{b_{23}\left[b_{13}\right]_{x_{3}}}{96 a h}+\frac{b_{12} b_{13}}{24 a h^{2}} \\
& \mp \frac{b_{12}}{24 h^{2}} \mp \frac{[a]_{x_{2}} b_{13}}{48 a h} \mp \frac{[a]_{x_{3}} b_{12}}{48 a h} \mp \frac{b_{13}[a]_{x_{1}} b_{12}}{48 a^{2} h} \mp \frac{[a]_{x_{1}} b_{23}}{48 a h} \pm \frac{b_{23} c_{1}}{48 a h}  \tag{D.6}\\
& \mp \frac{b_{23} b_{12}}{24 a h^{2}} \mp \frac{b_{13}[a]_{x_{3}} b_{23}}{48 a^{2} h} \mp \frac{b_{12}[a]_{x_{2}} b_{23}}{48 a^{2} h}+\frac{b_{23}}{24 h^{2}} \pm \frac{b_{13}\left[b_{23}\right]_{x_{3}}}{96 a h} \\
& \pm \frac{b_{12}\left[b_{23}\right]_{x_{2}}}{96 a h} \text {, } \\
& \hat{K}_{i_{1} \pm 1, i_{2}+1, i_{3}+1}= \pm \frac{\left[b_{13}\right]_{x_{2}}}{48 h} \pm \frac{b_{13}}{24 h^{2}} \pm \frac{\left[b_{12}\right]_{x_{3}}}{48 h} \pm \frac{\left[b_{23}\right]_{x_{1}}}{48 h} \pm \frac{b_{12}\left[b_{13}\right]_{x_{1}}}{96 a h} \pm \frac{b_{13}\left[b_{12}\right]_{x_{1}}}{96 a h} \\
& \pm \frac{b_{23} b_{12}}{24 a h^{2}} \mp \frac{b_{13}[a]_{x_{3}} b_{23}}{48 a^{2} h} \mp \frac{b_{12}[a]_{x_{2}} b_{23}}{48 a^{2} h}+\frac{b_{23}}{24 h^{2}} \pm \frac{b_{13}\left[b_{23}\right]_{x_{3}}}{96 a h} \pm \frac{b_{12}\left[b_{23}\right]_{x_{2}}}{96 a h} \\
& \pm \frac{b_{12}}{24 h^{2}} \mp \frac{[a]_{x_{2}} b_{13}}{48 a h} \mp \frac{[a]_{x_{3}} b_{12}}{48 a h} \mp \frac{b_{13}[a]_{x_{1}} b_{12}}{48 a^{2} h} \mp \frac{[a]_{x_{1}} b_{23}}{48 a h} \pm \frac{b_{23} c_{1}}{48 a h} \tag{D.7}
\end{align*}
$$

$$
\begin{align*}
& \pm \frac{b_{23}\left[b_{12}\right]_{x_{2}}}{96 a h} \pm \frac{c_{3} b_{12}}{48 a h} \pm \frac{b_{13} c_{2}}{48 a h} \pm \frac{b_{13} b_{23}}{24 a h^{2}}+\frac{b_{12} b_{13}}{24 a h^{2}} \pm \frac{b_{23}\left[b_{13}\right]_{x_{3}}}{96 a h}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}, i_{3}-1}=\mp \frac{\left[c_{3}\right]_{x_{1}}}{24} \mp \frac{b_{13}}{6 h^{2}}-\frac{\left[b_{13}\right]_{x_{1}}}{12 h} \mp \frac{b_{23}[a]_{x_{2}} b_{13}}{24 a^{2} h} \mp \frac{\left[b_{13}\right]_{x_{1} x_{1}}}{48}-\frac{c_{3}}{12 h} \pm \frac{\left[b_{13}\right]_{x_{3}}}{12 h} \\
& \mp \frac{\left[b_{13}\right]_{x_{3} x_{3}}}{48}+\frac{a}{6 h^{2}} \pm \frac{[a]_{x_{3}}\left[b_{13}\right]_{x_{3}}}{24 a} \mp \frac{b_{12}\left[c_{3}\right]_{x_{2}}}{48 a} \pm \frac{[a]_{x_{1}}\left[b_{13}\right]_{x_{1}}}{24 a} \mp \frac{c_{1} c_{3}}{24 a} \\
& \mp \frac{b_{13}\left[c_{3}\right]_{x_{3}}}{48 a} \mp \frac{b_{13}\left[c_{1}\right]_{x_{1}}}{48 a} \mp \frac{c_{1}\left[b_{13}\right]_{x_{1}}}{48 a} \mp \frac{b_{23}\left[b_{13}\right]_{x_{2} x_{3}}}{48 a} \pm \frac{[a]_{x_{2}}\left[b_{13}\right]_{x_{2}}}{24 a} \\
& \mp \frac{c_{3}\left[b_{13}\right]_{x_{3}}}{48 a} \pm \frac{b_{13}\left[b_{13}\right]_{x_{1}}}{24 a h} \pm \frac{b_{23}\left[b_{13}\right]_{x_{2}}}{24 a h} \mp \frac{b_{13}^{2}[a]_{x_{1}}}{24 a^{2} h} \pm \frac{c_{3} b_{13}}{12 a h} \mp \frac{b_{13}[a]_{x_{3}}}{12 a h} \\
& +\frac{b_{12}[a]_{x_{2}} b_{13}}{24 a^{2} h} \pm \frac{c_{1}}{12 h}+\frac{b_{13}^{2}}{12 a h^{2}} \mp \frac{b_{13}\left[b_{13}\right]_{x_{1} x_{2}}}{48 a} \mp \frac{b_{23}\left[c_{1}\right]_{x_{2}}}{48 a} \pm \frac{b_{23} b_{12}}{12 a h^{2}} \\
& \pm \frac{[a]_{x_{1}} c_{3}}{24 a} \mp \frac{\left[b_{13}\right]_{x_{2} x_{2}}}{48} \mp \frac{c_{2}\left[b_{13}\right]_{x_{2}}}{48 a} \pm \frac{[a]_{x_{3}} c_{1}}{24 a} \pm \frac{b_{23}[a]_{x_{2}} c_{1}}{48 a^{2}}+\frac{[a]_{x_{3}} b_{13}^{2}}{24 a^{2} h} \\
& \pm \frac{b_{13}[a]_{x_{1}} c_{1}}{48 a^{2}} \pm \frac{b_{12}[a]_{x_{1}}\left[b_{13}\right]_{x_{2}}}{48 a^{2}} \pm \frac{b_{13}[a]_{x_{1}}\left[b_{13}\right]_{x_{3}}}{48 a^{2}} \pm \frac{b_{23}[a]_{x_{3}}\left[b_{13}\right]_{x_{2}}}{48 a^{2}}  \tag{D.8}\\
& \pm \frac{b_{23}[a]_{x_{2}}\left[b_{13}\right]_{x_{3}}}{48 a^{2}} \mp \frac{\left[c_{1}\right]_{x_{3}}}{24} \pm \frac{b_{12}[a]_{x_{2}}\left[b_{13}\right]_{x_{1}}}{48 a^{2}}+\frac{b_{13}[a]_{x_{1}}}{12 a h}-\frac{c_{1} b_{13}}{12 a h} \\
& \pm \frac{b_{12}[a]_{x_{2}} c_{3}}{48 a^{2}}-\frac{b_{13}\left[b_{13}\right]_{x_{3}}}{24 a h} \pm \frac{b_{13}[a]_{x_{3}} c_{3}}{48 a^{2}}-\frac{b_{12}\left[b_{13}\right]_{x_{2}}}{24 a h} \mp \frac{b_{12}\left[b_{13}\right]_{x_{1} x_{2}}}{48 a} \\
& \pm \frac{b_{13}[a]_{x_{3}}\left[b_{13}\right]_{x_{1}}}{48 a^{2}}, \\
& \hat{K}_{i_{1}, i_{2} \pm 1, i_{3}-1}=\mp \frac{\left[c_{3}\right]_{x_{2}}}{24} \mp \frac{b_{23}}{6 h^{2}}-\frac{\left[b_{23}\right]_{x_{2}}}{12 h}-\frac{c_{3}}{12 h} \mp \frac{\left[b_{23}\right]_{x_{1} x_{1}}}{48} \mp \frac{\left[b_{23}\right]_{x_{2} x_{2}}}{48} \mp \frac{[a]_{x_{2}} b_{23}^{2}}{24 a^{2} h} \\
& \pm \frac{[a]_{x_{3}}\left[b_{23}\right]_{x_{3}}}{24 a} \mp \frac{b_{13}[a]_{x_{1}} b_{23}}{24 a^{2} h} \mp \frac{\left[b_{23}\right]_{x_{3} x_{3}}}{48}+\frac{b_{12}[a]_{x_{1}} b_{23}}{24 a^{2} h} \pm \frac{b_{23}\left[b_{23}\right]_{x_{2}}}{24 a h} \\
& \mp \frac{b_{12}\left[c_{3}\right]_{x_{1}}}{48 a} \mp \frac{b_{23}\left[c_{2}\right]_{x_{2}}}{48 a} \mp \frac{b_{23}\left[c_{3}\right]_{x_{3}}}{48 a} \pm \frac{[a]_{x_{2}} c_{3}}{24 a} \pm \frac{[a]_{x_{1}}\left[b_{23}\right]_{x_{1}}}{24 a} \mp \frac{c_{2} c_{3}}{24 a} \\
& \mp \frac{c_{3}\left[b_{23}\right]_{x_{3}}}{48 a} \mp \frac{b_{12}\left[b_{23}\right]_{x_{1} x_{2}}}{48 a} \mp \frac{b_{13}\left[c_{2}\right]_{x_{1}}}{48 a} \mp \frac{b_{13}\left[b_{23}\right]_{x_{1} x_{2}}}{48 a} \pm \frac{[a]_{x_{2}}\left[b_{23}\right]_{x_{2}}}{24 a} \\
& \pm \frac{c_{2}}{12 h}+\frac{a}{6 h^{2}} \pm \frac{b_{23} c_{3}}{12 a h} \mp \frac{b_{23}[a]_{x_{3}}}{12 a h} \pm \frac{b_{13}\left[b_{23}\right]_{x_{1}}}{24 a h}+\frac{b_{23}^{2}}{12 a h^{2}} \pm \frac{[a]_{x_{3}} c_{2}}{24 a} \\
& \mp \frac{b_{23}\left[b_{23}\right]_{x_{2} x_{3}}}{48 a} \mp \frac{c_{2}\left[b_{23}\right]_{x_{2}}}{48 a} \mp \frac{\left[c_{2}\right]_{x_{3}}}{24} \pm \frac{b_{12} b_{13}}{12 a h^{2}}-\frac{c_{2} b_{23}}{12 a h} \pm \frac{b_{23}[a]_{x_{3}} c_{3}}{48 a^{2}}  \tag{D.9}\\
& \pm \frac{b_{23}[a]_{x_{3}}\left[b_{23}\right]_{x_{2}}}{48 a^{2}} \pm \frac{b_{12}[a]_{x_{1}} c_{3}}{48 a^{2}} \pm \frac{b_{13}[a]_{x_{1}}\left[b_{23}\right]_{x_{3}}}{48 a^{2}} \pm \frac{b_{23}[a]_{x_{2}}\left[b_{23}\right]_{x_{3}}}{48 a^{2}} \\
& \pm \frac{b_{12}[a]_{x_{2}}\left[b_{23}\right]_{x_{1}}}{48 a^{2}}+\frac{b_{23}[a]_{x_{2}}}{12 a h} \pm \frac{b_{12}[a]_{x_{1}}\left[b_{23}\right]_{x_{2}}}{48 a^{2}} \pm \frac{b_{13}[a]_{x_{3}}\left[b_{23}\right]_{x_{1}}}{48 a^{2}} \\
& \pm \frac{b_{23}[a]_{x_{2}} c_{2}}{48 a^{2}} \pm \frac{b_{13}[a]_{x_{1}} c_{2}}{48 a^{2}}-\frac{b_{23}\left[b_{23}\right]_{x_{3}}}{24 a h}-\frac{b_{12}\left[b_{23}\right]_{x_{1}}}{24 a h}+\frac{b_{23}^{2}[a]_{x_{3}}}{24 a^{2} h} \\
& \pm \frac{\left[b_{23}\right]_{x_{3}}}{12 h} \mp \frac{c_{1}\left[b_{23}\right]_{x_{1}}}{48 a},
\end{align*}
$$

$$
\begin{align*}
& \hat{K}_{i_{1} \pm 1, i_{2}+1, i_{3}-1}= \pm \frac{[a]_{x_{2}} b_{13}}{48 a h} \mp \frac{\left[b_{13}\right]_{x_{2}}}{48 h} \pm \frac{b_{12}}{24 h^{2}} \mp \frac{c_{3} b_{12}}{48 a h} \pm \frac{b_{13} b_{23}}{24 a h^{2}}-\frac{b_{23}}{24 h^{2}} \mp \frac{\left[b_{12}\right]_{x_{3}}}{48 h} \\
& \mp \frac{b_{23} b_{12}}{24 a h^{2}} \pm \frac{b_{13}[a]_{x_{3}} b_{23}}{48 a^{2} h} \pm \frac{b_{12}[a]_{x_{2}} b_{23}}{48 a^{2} h} \pm \frac{[a]_{x_{1}} b_{23}}{48 a h} \mp \frac{b_{23} c_{1}}{48 a h} \mp \frac{b_{13} c_{2}}{48 a h} \\
& \pm \frac{[a]_{x_{3}} b_{12}}{48 a h} \mp \frac{b_{13}}{24 h^{2}}-\frac{b_{12} b_{13}}{24 a h^{2}} \mp \frac{\left[b_{23}\right]_{x_{1}}}{48 h} \mp \frac{b_{12}\left[b_{13}\right]_{x_{1}}}{96 a h} \mp \frac{b_{13}\left[b_{12}\right]_{x_{1}}}{96 a h}  \tag{D.10}\\
& \mp \frac{b_{23}\left[b_{12}\right]_{x_{2}}}{96 a h} \mp \frac{b_{12}\left[b_{23}\right]_{x_{2}}}{96 a h} \pm \frac{b_{13}[a]_{x_{1}} b_{12}}{48 a^{2} h} \mp \frac{b_{13}\left[b_{23}\right]_{x_{3}}}{96 a h} \mp \frac{b_{23}\left[b_{13}\right]_{x_{3}}}{96 a h}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}-1, i_{3}+1}=\mp \frac{\left[b_{13}\right]_{x_{2}}}{48 h} \mp \frac{\left[b_{12}\right]_{x_{3}}}{48 h} \pm \frac{[a]_{x_{3}} b_{12}}{48 a h} \mp \frac{b_{12}\left[b_{13}\right]_{x_{1}}}{96 a h} \mp \frac{b_{13}\left[b_{12}\right]_{x_{1}}}{96 a h}-\frac{b_{12} b_{13}}{24 a h^{2}} \\
& -\frac{b_{23}}{24 h^{2}} \mp \frac{b_{12}}{24 h^{2}} \pm \frac{[a]_{x_{2}} b_{13}}{48 a h} \pm \frac{b_{13}[a]_{x_{1}} b_{12}}{48 a^{2} h} \pm \frac{[a]_{x_{1}} b_{23}}{48 a h} \mp \frac{b_{12}\left[b_{23}\right]_{x_{2}}}{96 a h} \\
& \pm \frac{b_{23} b_{12}}{24 a h^{2}} \pm \frac{b_{13}[a]_{x_{3}} b_{23}}{48 a^{2} h} \pm \frac{b_{12}[a]_{x_{2}} b_{23}}{48 a^{2} h} \mp \frac{b_{13}\left[b_{23}\right]_{x_{3}}}{96 a h} \mp \frac{b_{23}\left[b_{13}\right]_{x_{3}}}{96 a h}  \tag{D.11}\\
& \mp \frac{b_{23} c_{1}}{48 a h} \mp \frac{\left[b_{23}\right]_{x_{1}}}{48 h} \pm \frac{b_{13}}{24 h^{2}} \mp \frac{b_{23}\left[b_{12}\right]_{x_{2}}}{96 a h} \mp \frac{c_{3} b_{12}}{48 a h} \mp \frac{b_{13} c_{2}}{48 a h} \mp \frac{b_{13} b_{23}}{24 a h^{2}}, \\
& \hat{K}_{i_{1} \pm 1, i_{2}, i_{3}+1}= \pm \frac{\left[c_{3}\right]_{x_{1}}}{24}+\frac{a}{6 h^{2}} \pm \frac{b_{13}}{6 h^{2}}+\frac{c_{3}}{12 h}-\mp \frac{b_{23}[a]_{x_{2}} b_{13}}{24 a^{2} h} \pm \frac{\left[b_{13}\right]_{x_{1} x_{1}}}{48} \pm \frac{\left[b_{13}\right]_{x_{3}}}{12 h} \\
& \pm \frac{\left[b_{13}\right]_{x_{2} x_{2}}}{48} \mp \frac{[a]_{x_{3}}\left[b_{13}\right]_{x_{3}}}{24 a} \pm \frac{b_{12}\left[c_{3}\right]_{x_{2}}}{48 a} \pm \frac{b_{13}\left[c_{3}\right]_{x_{3}}}{48 a} \mp \frac{[a]_{x_{1}}\left[b_{13}\right]_{x_{1}}}{24 a} \\
& \mp \frac{[a]_{x_{3}} c_{1}}{24 a} \pm \frac{b_{13}\left[c_{1}\right]_{x_{1}}}{48 a} \pm \frac{c_{1}\left[b_{13}\right]_{x_{1}}}{48 a} \pm \frac{b_{23}\left[b_{13}\right]_{x_{2} x_{3}}}{48 a} \mp \frac{[a]_{x_{1}} c_{3}}{24 a} \pm \frac{c_{1} c_{3}}{24 a} \\
& \pm \frac{c_{3}\left[b_{13}\right]_{x_{3}}}{48 a} \pm \frac{b_{12}\left[b_{13}\right]_{x_{1} x_{2}}}{48 a} \pm \frac{b_{13}\left[b_{13}\right]_{x_{1}}}{24 a h} \pm \frac{b_{23}\left[b_{13}\right]_{x_{2}}}{24 a h} \mp \frac{b_{13}^{2}[a]_{x_{1}}}{24 a^{2} h} \\
& +\frac{\left[b_{13}\right]_{x_{1}}}{12 h} \pm \frac{c_{2}\left[b_{13}\right]_{x_{2}}}{48 a} \pm \frac{\left[b_{13}\right]_{x_{3} x_{3}}}{48} \mp \frac{[a]_{x_{2}}\left[b_{13}\right]_{x_{2}}}{24 a} \pm \frac{c_{3} b_{13}}{12 a h} \mp \frac{b_{13}[a]_{x_{3}}}{12 a h} \\
& \mp \frac{b_{13}[a]_{x_{1}} c_{1}}{48 a^{2}} \mp \frac{b_{12}[a]_{x_{1}}\left[b_{13}\right]_{x_{2}}}{48 a^{2}} \mp \frac{b_{13}[a]_{x_{1}}\left[b_{13}\right]_{x_{3}}}{48 a^{2}} \mp \frac{b_{23}[a]_{x_{3}}\left[b_{13}\right]_{x_{2}}}{48 a^{2}} \\
& -\frac{b_{12}[a]_{x_{2}} b_{13}}{24 a^{2} h} \pm \frac{c_{1}}{12 h}+\frac{b_{13}^{2}}{12 a h^{2}} \pm \frac{b_{13}\left[b_{13}\right]_{x_{1} x_{2}}}{48 a} \pm \frac{b_{23}\left[c_{1}\right]_{x_{2}}}{48 a} \mp \frac{b_{23} b_{12}}{12 a h^{2}} \\
& \mp \frac{b_{13}[a]_{x_{3}}\left[b_{13}\right]_{x_{1}}}{48 a^{2}} \mp \frac{b_{23}[a]_{x_{2}}\left[b_{13}\right]_{x_{3}}}{48 a^{2}} \mp \frac{b_{12}[a]_{x_{2}}\left[b_{13}\right]_{x_{1}}}{48 a^{2}} \mp \frac{b_{12}[a]_{x_{2}} c_{3}}{48 a^{2}} \\
& \pm \frac{\left[c_{1}\right]_{x_{3}}}{24}-\frac{b_{13}[a]_{x_{1}}}{12 a h}+\frac{b_{13}\left[b_{13}\right]_{x_{3}}}{24 a h} \mp \frac{b_{13}[a]_{x_{3}} c_{3}}{48 a^{2}}+\frac{b_{12}\left[b_{13}\right]_{x_{2}}}{24 a h}+\frac{c_{1} b_{13}}{12 a h} \\
& \mp \frac{b_{23}[a]_{x_{2}} c_{1}}{48 a^{2}}-\frac{[a]_{x_{3}} b_{13}^{2}}{24 a^{2} h}, \\
& \hat{K}_{i_{1}, i_{2}, i_{3} \pm 1}=-\frac{b_{23}[a]_{x_{2}} c_{3}}{12 a^{2}}-\frac{b_{13}[a]_{x_{1}} c_{3}}{12 a^{2}} \mp \frac{\left[b_{23}\right]_{x_{2}}}{6 h} \mp \frac{\left[b_{13}\right]_{x_{1}}}{6 h} \pm \frac{h\left[c_{3}\right]_{x_{1} x_{1}}}{24} \pm \frac{h\left[c_{3}\right]_{x_{3} x_{3}}}{24} \\
& \pm \frac{h\left[c_{3}\right]_{x_{2} x_{2}}}{24}+\frac{c_{3}^{2}}{12 a}+\frac{[a]_{x_{1} x_{1}}}{12}+\frac{[a]_{x_{2} x_{2}}}{12}+\frac{[a]_{x_{3} x_{3}}}{12} \pm \frac{b_{12}[a]_{x_{1}} b_{23}}{12 a^{2} h} \pm \frac{c_{3}}{6 h} \\
& +\frac{\left[c_{3}\right]_{x_{3}}}{6} \mp \frac{h b_{13}[a]_{x_{1}}\left[c_{3}\right]_{x_{3}}}{24 a^{2}}-\frac{b_{13}[a]_{x_{3}}[a]_{x_{1}}}{6 a^{2}}-\frac{b_{12}[a]_{x_{1}}[a]_{x_{2}}}{6 a^{2}}+\frac{c_{1}[a]_{x_{1}}}{12 a} \\
& \pm \frac{b_{12}[a]_{x_{2}} b_{13}}{12 a^{2} h} \mp \frac{h b_{12}[a]_{x_{1}}\left[c_{3}\right]_{x_{2}}}{24 a^{2}} \mp \frac{h b_{23}[a]_{x_{2}}\left[c_{3}\right]_{x_{3}}}{24 a^{2}} \mp \frac{h b_{23}[a]_{x_{3}}\left[c_{3}\right]_{x_{2}}}{24 a^{2}}
\end{align*}
$$

$$
\begin{align*}
& \mp \frac{h b_{13}[a]_{x_{3}}\left[c_{3}\right]_{x_{1}}}{24 a^{2}} \mp \frac{h b_{12}[a]_{x_{2}}\left[c_{3}\right]_{x_{1}}}{24 a^{2}}+\frac{a}{3 h^{2}}-\frac{b_{23}[a]_{x_{3}}[a]_{x_{2}}}{6 a^{2}}+\frac{b_{13}\left[c_{3}\right]_{x_{1}}}{12 a} \\
& +\frac{b_{12}[a]_{x_{1} x_{2}}}{12 a}+\frac{c_{2}[a]_{x_{2}}}{12 a}-\frac{b_{13}^{2}}{6 a h^{2}}-\frac{c_{3}[a]_{x_{3}}}{12 a}+\frac{b_{13}[a]_{x_{1} x_{2}}}{12 a} \pm \frac{h c_{2}\left[c_{3}\right]_{x_{2}}}{24 a}  \tag{D.13}\\
& +\frac{b_{23}[a]_{x_{2} x_{3}}}{12 a}+\frac{b_{23}\left[c_{3}\right]_{x_{2}}}{12 a} \mp \frac{c_{2} b_{23}}{6 a h} \pm \frac{b_{23}[a]_{x_{2}}}{6 a h} \mp \frac{b_{23}\left[b_{23}\right]_{x_{3}}}{12 a h} \mp \frac{b_{12}\left[b_{23}\right]_{x_{1}}}{12 a h} \\
& \pm \frac{[a]_{x_{3}} b_{13}^{2}}{12 a^{2} h} \pm \frac{b_{13}[a]_{x_{1}}}{6 a h} \mp \frac{b_{13}\left[b_{13}\right]_{x_{3}}}{12 a h} \mp \frac{b_{12}\left[b_{13}\right]_{x_{2}}}{12 a h} \mp \frac{c_{1} b_{13}}{6 a h} \pm \frac{h b_{13}\left[c_{3}\right]_{x_{1} x_{2}}}{24 a} \\
& \pm \frac{h c_{3}\left[c_{3}\right]_{x_{3}}}{24 a} \pm \frac{h b_{23}\left[c_{3}\right]_{x_{2} x_{3}}}{24 a} \mp \frac{h[a]_{x_{1}}\left[c_{3}\right]_{x_{1}}}{12 a} \mp \frac{h[a]_{x_{2}}\left[c_{3}\right]_{x_{2}}}{12 a} \mp \frac{h[a]_{x_{3}}\left[c_{3}\right]_{x_{3}}}{12 a} \\
& \pm \frac{h b_{12}\left[c_{3}\right]_{x_{1} x_{2}}}{24 a}-\frac{[a]_{x_{1}}^{2}}{6 a}-\frac{[a]_{x_{3}}^{2}}{6 a}-\frac{[a]_{x_{2}}^{2}}{6 a}-\frac{b_{23}^{2}}{6 a h^{2}} \pm \frac{b_{23}^{2}[a]_{x_{3}}}{12 a^{2} h} \pm \frac{h c_{1}\left[c_{3}\right]_{x_{1}}}{24 a}
\end{align*}
$$

and

$$
\begin{align*}
& \hat{K}_{i_{1}, i_{2} \pm 1, i_{3}+1}= \pm \frac{\left[c_{3}\right]_{x_{2}}}{24} \pm \frac{b_{23}}{6 h^{2}}+\frac{\left[b_{23}\right]_{x_{2}}}{12 h}+\frac{c_{3}}{12 h} \pm \frac{\left[b_{23}\right]_{x_{1} x_{1}}}{48} \pm \frac{\left[b_{23}\right]_{x_{2} x_{2}}}{48} \pm \frac{\left[b_{23}\right]_{x_{3} x_{3}}}{48} \\
& \pm \frac{b_{12}\left[c_{3}\right]_{x_{1}}}{48 a} \mp \frac{[a]_{x_{3}}\left[b_{23}\right]_{x_{3}}}{24 a} \pm \frac{b_{23}\left[c_{2}\right]_{x_{2}}}{48 a} \pm \frac{b_{23}\left[c_{3}\right]_{x_{3}}}{48 a} \mp \frac{[a]_{x_{2}} c_{3}}{24 a} \pm \frac{c_{2} c_{3}}{24 a} \\
& \pm \frac{c_{3}\left[b_{23}\right]_{x_{3}}}{48 a} \pm \frac{b_{12}\left[b_{23}\right]_{x_{1} x_{2}}}{48 a} \pm \frac{b_{13}\left[c_{2}\right]_{x_{1}}}{48 a} \pm \frac{b_{13}\left[b_{23}\right]_{x_{1} x_{2}}}{48 a} \mp \frac{[a]_{x_{2}}\left[b_{23}\right]_{x_{2}}}{24 a} \\
& \mp \frac{b_{13}[a]_{x_{1}} b_{23}}{24 a^{2} h} \mp \frac{[a]_{x_{1}}\left[b_{23}\right]_{x_{1}}}{24 a} \mp \frac{[a]_{x_{3}} c_{2}}{24 a}-\frac{b_{12}[a]_{x_{1}} b_{23}}{24 a^{2} h} \pm \frac{b_{23}\left[b_{23}\right]_{x_{2} x_{3}}}{48 a} \\
& +\frac{c_{2} b_{23}}{12 a h} \pm \frac{c_{2}}{12 h}+\frac{a}{6 h^{2}} \pm \frac{b_{23} c_{3}}{12 a h} \mp \frac{b_{23}[a]_{x_{3}}}{12 a h} \pm \frac{b_{13}\left[b_{23}\right]_{x_{1}}}{24 a h} \pm \frac{b_{23}\left[b_{23}\right]_{x_{2}}}{24 a h} \\
& \mp \frac{[a]_{x_{2}} b_{23}^{2}}{24 a^{2} h}+\frac{b_{23}^{2}}{12 a h^{2}} \pm \frac{c_{2}\left[b_{23}\right]_{x_{2}}}{48 a} \pm \frac{c_{1}\left[b_{23}\right]_{x_{1}}}{48 a} \mp \frac{b_{12} b_{13}}{12 a h^{2}}-\frac{b_{23}[a]_{x_{2}}}{12 a h}  \tag{D.14}\\
& \mp \frac{b_{23}[a]_{x_{3}}\left[b_{23}\right]_{x_{2}}}{48 a^{2}} \mp \frac{b_{23}[a]_{x_{3}} c_{3}}{48 a^{2}} \mp \frac{b_{13}[a]_{x_{1}}\left[b_{23}\right]_{x_{3}}}{48 a^{2}} \mp \frac{b_{23}[a]_{x_{2}}\left[b_{23}\right]_{x_{3}}}{48 a^{2}} \\
& \mp \frac{b_{23}[a]_{x_{2}} c_{2}}{48 a^{2}} \mp \frac{b_{12}[a]_{x_{1}}\left[b_{23}\right]_{x_{2}}}{48 a^{2}} \mp \frac{b_{13}[a]_{x_{3}}\left[b_{23}\right]_{x_{1}}}{48 a^{2}} \mp \frac{b_{12}[a]_{x_{2}}\left[b_{23}\right]_{x_{1}}}{48 a^{2}} \\
& +\frac{b_{23}\left[b_{23}\right]_{x_{3}}}{24 a h}+\frac{b_{12}\left[b_{23}\right]_{x_{1}}}{24 a h}-\frac{b_{23}^{2}[a]_{x_{3}}}{24 a^{2} h} \pm \frac{\left[b_{23}\right]_{x_{3}}}{12 h} \pm \frac{\left[c_{2}\right]_{x_{3}}}{24} \mp \frac{b_{13}[a]_{x_{1}} c_{2}}{48 a^{2}} \\
& \mp \frac{b_{12}[a]_{x_{1}} c_{3}}{48 a^{2}} \text {. }
\end{align*}
$$
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