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Abstract

Microfabricated ion traps are an important tool in the development of scalable quantum
systems. Tremendous advancements towards an ion quantum computer were made in
the past decade and most requirements for a quantum computer have been fulfilled in
individual experiments. Incorporating all essential capabilities in a fully scalable system
will require the further advancement of established quantum information technologies and
development of new trap fabrication techniques.

In my thesis I will discuss the theoretical background and experimental setup required
for the operation of ion traps. Measurement of the important ion trap heating rate was
performed in the setup and I will discuss the results in more detail.

I will give a review of microfabrication processes used for the fabrication of traps, outlining
advantages, disadvantages and issues inherent to the processes. Following the review I will
present my work on a concept for a scalable ion trap quantum system based on microwave
quantum gates and shuttling through X-junctions.

Many of the required building blocks, including ion trap structures with current-carrying
wires intended to create strong magnetic field gradients for microwave gates were investi-
gated further. A novel fabrication process was developed to combine current-carrying wires
with advanced multilayered ion trap structures. Several trap designs intended for proof of
principle experiments of high fidelity microwave gates, advanced detection techniques and
shuttling between electrically disconnected ion traps will be presented. Also the electrode
geometry of an optimized X-junction design with strongly suppressed rf barrier height will
be presented.

Further, I developed several modifications for the experimental setup to extend the existing
capabilities. A plasma source capable of performing in-situ cleans of the trap electrode
surfaces, which has been demonstrated to dramatically reduce the heating rate in ion
traps, was incorporated. I will also present a vacuum system modification designed to
cool ion traps with current-carrying wires and transport the generated heat out of the
vacuum system. In addition a novel low-noise, high-speed, multichannel voltage control
system was developed by me. The device can be used in future experiments to precisely
shuttle ions from one trapping zone to another and also to shuttle ions through ion trap
junctions.

Lastly I will outline the process optimization and microfabrication of my ion trap designs.
A novel fabrication process which makes use of the extremely high thermal conductivity of
diamond substrates and combines it with thick copper tracks embedded in the substrate
was developed. Large currents will be passed through the wires creating a strong and
controllable magnetic field gradient. Ion trap designs with isolated electrodes connected
via buried wires can be placed on top of the current-carrying wires, allowing the most
advanced electrode designs to be fabricated with current-carrying wires.
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Chapter 1

Introduction

Quantum information technology holds tremendous potential to advance research fields,

computational methods and modern communication technologies. Simulations based on

quantum bits (qubits) and quantum operations (entanglement gates) can be used to ef-

ficiently simulate quantum systems, impossible for classical computers, as proposed by

Feynman [1] over 30 years ago. Since then many basic quantum simulations of material

properties [2–8] have been realized and many different applications of quantum systems

have been investigated to simulate theoretical models [9–12]. The knowledge gained from

large scale quantum simulations has great potential to extend our knowledge of basic

physical principles, lead to the development of more advanced theoretical models and

ultimately result in new technologies and materials.

Extending Feynman’s idea of universal quantum simulators Deutsch proposed a universal

quantum computer [13], which can be seen as the quantum equivalent to the universal

Turing machine (UTM) [14]. It can perform tasks and solve algorithms efficiently, which

would be impossible for a UTM, making use of the quantum nature of the device. Conse-

quentially many algorithms to be used by a quantum computer were proposed, including

algorithms by Shor [15] and Grover [16] and many others [17–20].

Shor’s algorithm allows for the efficient factorizing of large numbers and has been imple-

mented in small scale quantum systems [21, 22]. Grover’s algorithm improves the search

of very large unstructured databases and has also been demonstrated in a quantum sys-

tem [23]. Large scale realization of both algorithms would have great impact on to-

day’s information technology. Searching of large unstructured databases is an important

part of finding relevant information in the world wide web or large metadata databases.
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Grover’s algorithm provides a dramatic speed up compared to current classical algorithms,

but not comparable to the exponential gain of Shor’s algorithm [24]. The efficient fac-

torization of large numbers would make it possible to decipher the commonly used RSA

encryption technology [25], allowing most of today’s encryptions to be circumvented [26].

Quantum systems also provide a method to achieve absolutely secure communication

channels. Using two entangled qubits and transmitting information via quantum state

teleportation results in perfectly safe communication, due to the no-cloning theorem. It

states that unknown quantum states can’t be cloned [27] and therefore transmitted in-

formation cannot be intercepted without detection [28, 29]. Quantum systems allowing

for secure communication, based on the no-cloning theorem, have been experimentally

demonstrated in the laboratory [30, 31] and recently between satellites and a ground sta-

tion [32].

The tremendous achievements and possibilities of quantum systems has motivated great

research efforts towards the realization and optimization of quantum simulators and uni-

versal quantum computers by many research groups in different fields of physics. Char-

acterizing the progress of different quantum system technologies towards this goal helps

to identify promising technologies and outline major goals for future developments. Such

a characterization can be made by making use of the requirements placed on quantum

systems to realize a universal quantum computer. D. P. DiVincenzo presented a discus-

sion [33] summing up the requirements a system must fulfill to become a universal quantum

system:

State initializations of the qubits in a simple fiducial state needs to be performed.

Decoherence time of qubits in the system needs to be much longer than the gate times.

Universal gates for one and two qubits operations [34].

Readout of any arbitrary qubit in the system.

Physical scalability with well characterized quantum bits.

Among the many quantum systems being researched, some of the most promising ap-

proaches [35] include: neutral atom systems, most prominently based on atoms trapped

in optical lattices [36], magneto-optical traps (MOTs) [37] or optical cavity hybrid sys-

tems [38]; superconductor based systems with qubits making use of Josephson junc-

tions [39–41]; photonic quantum systems based on linear optics [42, 43] or weak cross-

Kerr coupling [44]; and trapped ion quantum systems [45–47], which can be grouped into
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systems addressing physical scalability with the movement of trapped ions [48] or hybrid

systems using ion-photon entanglement [49].

Possibly the most promising of all is the trapped ion quantum system, making use of

traps providing means to store and manipulate ionized atoms, well isolated from the

environment. Ion trap systems have achieved almost all of the required criteria [50,51] and

allow for a physically scalable system. Robust and high fidelity state preparation [52]

and readout [53–55] of qubits with long decoherence times [56] and fast universal

gates [45, 51, 57, 58] have been demonstrated. Additionally many advances in the field of

error correction [59–64] have been made.

This success is based on a well developed tool kit which has its origin in the development of

an electrodynamic mass spectrometer by W. Paul in 1953 [65,66], which was also used to

trap ions [67,68] shortly after. Commonly used ion trap technologies are the Paul [65,66]

and Penning traps [69,70]; only Paul traps will be considered for scalable ion trap systems

in this thesis. To improve the accuracy of spectroscopy measurements, laser cooling of

trapped ions was developed [71, 72], followed by the first experimental demonstration of

a two qubit quantum gate [45] and theoretical work towards the realization of large scale

ion trap architectures [73].

A theoretical discussion of the principles of ion traps, the atomic structure of the ion

used and basics of quantum operations will be given in chapter 2. Asymmetric ion trap

geometries, stable trapping and laser cooling of ions will be discussed in detail. The

defining characteristic of asymmetric (also known as surface) ion traps is that all electrodes

are placed below the trapping zone in one plane. The electrode geometry is asymmetric

with respect to the trap centre, unlike symmetric traps where the electrodes are placed

symmetrically in planes above and below the trapping centre. Asymmetric traps have

the disadvantage of lower trap depth compared to symmetric traps with similar applied

potentials and ion electrode distances. Due to the electrode configuration they allow

laser access in almost the entire plane parallel to the surface and also provide free optical

access to the trapped ion from above the surface. Also the fabrication of asymmetric

traps is based on standard microfabrication technologies without the need for extremely

thick dielectric layers between electrodes [74], giving them an advantage in relative ease

of fabrication.

In chapter 3 the operation of a macroscopic ion trap and the necessary experimental setup

will be discussed. I then outline a number of experiments performed in the described trap,
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including trapping of different isotopes, measurement of the secular frequencies in all trap

axes and determination of the heating rate of the system.

Chapter 4 will give an overview of microfabricated surface ion traps, based on work done

by the author for [75]. Important considerations concerning the electrical properties of an

ion trap will be discussed. Causes of micromotion and models explaining the anomalous

heating found in ion traps will be outlined. Then an overview of fabrication technologies

commonly used in trap fabrications will be discussed and the advantages, disadvantages

and underlying problems of these different processes will be analyzed. A new fabrication

process developed by the author more suitable for the desired trap structures will also be

introduced.

Chapter 5 will present a concept for a scalable ion quantum system. Physical scalability

of ion trap quantum systems came into reach after the development of the first microfabri-

cated ion trap [76,77] and the demonstration of shuttling of ions through junctions [78–81]

shortly after. Gates making use of strong magnetic field gradients and microwave transi-

tions have been realized recently [82, 83] and hold the promise of dramatically improving

the scalability of the ion trap quantum systems [84]. In chapter 5 entanglement require-

ments and error rates of quantum error codes that are used to form logical qubits will be

analyzed. Logical qubits are made up of a large number of physical qubits and use an error

correction code to perform ∼ 1016 error protected quantum operations, enough for any

quantum algorithm or simulation proposed so far [85]. Depending on the fidelity rate of

physical qubit operations more than 1000 physical qubits will be necessary to achieve one

logical qubit. Based on the requirements of the used error correction code a scalable ion

trap architecture will be presented in 5. The architecture is based on a two-dimensional

array of X-junctions with entanglement zones as illustrated in Fig. 1.1. Individual build-

ing blocks of the array will be discussed in detail and required technology developments

identified.

Based on a newly developed fabrication process detailed ion trap designs will be presented

and resulting mask designs will be outlined in chapter 6. Individual design steps, the

design process and process limitations will be described. The optimization of an X-junction

electrode for minimal rf barrier height, development of current-carrying wire structures

intended to generate large magnetic field gradients and designs motivated by the scalable

architecture outlined in chapter 5 will be presented. Trapping parameters and numerically

simulated electric fields of the traps in question will be described.
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Figure 1.1: Illustration showing a two-dimensional trapping array made up of X-junctions
forming a two-dimensional grid. Ions can be shuttled from one junction arm to another
and joined with ions from other junctions in entanglement zones. In the inset a more
detailed view of an entanglement gate based on magnetic field gradients is given.

In chapter 7 additions to the experimental system, including an argon sputter gun, an

in-vacuum system designed to transport heat away from ion traps with current-carrying

wires and a new multichannel voltage control system, will be presented. The argon plasma

source can be used to perform in situ cleans of the trap electrodes, which has been shown

to dramatically reduce the heating rate in ion traps [86, 87]. The in-vacuum heat trans-

port system is required to operate traps with current-carrying wires without overheating

them. Additionally the heat bridge should also allow the trap to be cooled to cryogenic

temperatures from the outside of the vacuum system. The voltage control system is based

on low-noise components and can generate high speed, high voltage arbitrary waveforms

intended for ion shuttling.

Lastly the process optimization and microfabrication of the developed ion trap designs will

be presented in chapter 8. The novel fabrication process was developed at the Southamp-

ton Nanofabrication Centre and makes use of highly thermally conductive diamond sub-

strates and combines it with thick copper tracks embedded in the substrate. Individual

process steps will be described in detail and results presented.
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Chapter 2

Ion Trapping and the Yb Ion

In this chapter the basic electromagnetic principles behind the operation of Paul traps [67]

will be explained. Paul traps with surface trap electrode geometries, where all electrodes

are placed in one plane [75, 77], will be investigated in more detail. Analytical and nu-

merical methods to obtain the electric fields for these traps will be given and results

presented. Laser cooling and atomic levels of the Ytterbium (Yb) ion will be discussed

and the requirements to perform quantum gates will be briefly outlined. The fundamentals

of microfabricated ion trap designs and experiments were reviewed in ‘Microfabricated ion

traps’ [75] and this chapter is partially based on work for this publication.

2.1 Electric Fields and Ion Motion in Paul Traps

Gauss’s Law states that the divergence of an electric field E(x) in free space must be zero

∇·E(x) = 0, with E(x) = ∇·Φ(x) resulting in ∇2Φ(x) = 0, which is the Laplace equation

and is also stated by Earnshaw’s Theorem [88]. As a direct result the electrostatic force

F(x) stemming from an electric potential Φ(x) must be divergenceless and cannot hold a

point charge in a stable equilibrium. Looking at the two-dimensional potential Fig. 2.1

(b) of hyperbolic shaped electrodes Fig. 2.1 (a) one can see that a saddle potential with

confining saddle points in one direction and unstable points in the other is generated.

Stable trapping of ions in all three dimensions is not possible using solely static electric

potentials.

To circumvent this limitation an alternating potential φ(t) is applied to the electrodes,

which results in a rotation of the created saddle potential and as will be shown later in this
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Figure 2.1: (a) Hyperbolic shaped electrodes, opposite plates have the same potential
φ and obverse plates will have the same potential with inverse polarity −φ. (b) Two-
dimensional saddle potential with stable trapping in one direction.

chapter, when averaged over time this results in a stable trapping potential as shown Fig.

2.2. Using this, stable trapping of ions in two [65] or three dimensions [67] is possible. Most

modern ion traps [75,89,90] use a combination of two-dimensional confinement provided by

an oscillating potential Φ(t) and confinement in the third dimension via static potentials.

Figure 2.2: Time averaged trapping potential generated by an alternating potential φ(t)
applied to the hyperbolic electrodes.

2.1.1 Ion Motion in the Pseudopotential Approximation

To investigate how the ion behaves inside such an electric potential we will derive and solve

the equations of motion for the ion. The calculations will follow the derivations presented
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in [66], [70] and [91].

We start with a simple homogenous electric field Eh generated by two parallel plates as

shown in Fig. 2.3 (a) with an alternating potential φ(t) = V cos (Ωt) + U applied to one

of the plates, where Ω is the drive frequency, V the voltage amplitude of the alternating

potential and U a static voltage added as an offset to the oscillating voltage. The one

dimensional equation of motion of the trapped ion of mass m and charge e in the x-axis

is then:

mẍ(t)− eEh cos (Ωt) + eEs = 0 (2.1)

The static electric field Es arises from the static voltage offset U applied to the electrodes

and can be kept at zero in most ion trap experiments [89]. For most of the following

derivation Es will therefore be neglected. The solution for equation 2.1 can be gained by

direct integration to be

x(t) = x0 − a cos (Ωt) for U = 0 (2.2)

with a being the constant amplitude of the oscillation equal to a = eEh
mΩ2 . Plotting the

ion motion inside the parallel plates Fig. 2.3 (b) it can be seen that averaged over time

there is no force acting on the ion as it is only oscillating back and forth, returning to the

starting point x0 after one oscillation period Fig. 2.3 (b).

A non-zero time averaged force acting on the ion is required for trapping and can be

obtained by slightly bending the plates Fig. 2.3 (c). The generated electric field becomes

inhomogeneous Eih(x). Corresponding differential equations of motion can generally not

be solved analytically and require numerical solutions [91].

In the present case of a weakly inhomogeneous field a few assumptions and approximations

can be made to solve the equation without relying on numerical techniques. The field

variations of Eih(x) in x have to be smooth and the frequency Ω has to be high enough

to keep the amplitude a = eEih
mΩ2 of the oscillation small compared to the motion of the

ion caused by the inhomogeneity of the field. We can then replace Eh in equation 2.1

with Eih(x) and solve the new equation by superimposing a slow drift term xs with a fast

oscillating term xf = −a(t) cos (Ωt), which results in
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Ω Ω

Ω Ω

Figure 2.3: (a) Parallel plates with applied potential φ and corresponding E field. (b) Ion
motion x(t) vs time and the time averaged motion in red. (c) Slightly bent parallel plates
with the same applied potential φ and now inhomogeneous electric field. (d) Ion motion
x(t) vs time in the inhomogeneous field and time averaged motion in red.
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x(t) = xs(t)− a(t) cos (Ωt) (2.3)

with the now time-dependent amplitude a(t). We then approximate the inhomogeneous

electric field Eih(x) with a 1st order Taylor Series expansion:

Eih(xs − a(t) cos (Ωt)) = Eih(xs)− a(t)
∂(Eih(xs) cos (Ωt))

∂x
(2.4)

Due to the assumed slow variation of the field we can also assume that ȧ << Ωa and

ẍs << Ωẋs. Substituting equation 2.3 and 2.4 into the equation of motion 2.1 results in

the following equation for the ion motion inside the slightly bent parallel plates:

mẍs(t) +mΩ2a(t) cos (Ωt) = eEih(xs) cos (Ωt)− ea(t)
∂(Eih(xs) cos2 (Ωt))

∂x
(2.5)

Assuming that the amplitude a(t) varies in time only due to the motion of the ion along

xs(t) we can replace a(t) with a(xs). Now if we time average the equation over one period

with, 〈cos2 (Ωt)〉 = 1/2 and 〈cos(Ωt)〉 = 0 equation 2.5 takes the form:

〈mẍs(t)〉 = −1

2
ea(xs)

∂Eih(xs)

∂x
(2.6)

Substituting a(xs) = eEih(xs)
mΩ2 and using the general vector analysis relation,

E∇E =
1

2
∇(E ∗E) (2.7)

we can further simplify equation 2.6 to:

〈mẍs(t)〉 = − e2

4mΩ2

∂E2
ih

∂x
(2.8)

The force F = mẍs(t) arises from the alternating inhomogeneous electric field Eih and

its direction is determined by the gradient
∂E2

ih
∂x . The electric force on the ion will always

point towards the weakest points of the field Eih. Making the following substitution

ψ(xs) =
e2

4mΩ2
E2
ih (2.9)
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the equation of motion can be brought into the form,

〈mẍs(t)〉 = −∂ψ(xs)

∂x
(2.10)

The time-independent potential ψ(xs) describes the time averaged ion motion Fig. 2.3 (d)

for the discussed case. This effective potential ψ is commonly called the pseudopotential

[70], and also includes the neglected static term from equation 2.1, with Es = −∂Φs
∂x and

Eih = −∂Φih
∂x taking the form:

ψ(xs) =
e2

4mΩ2

∂Φ2
ih

∂x
+ eΦs (2.11)

The solution to the equation of motion is now trivial as the pseudopotential is time-

independent and the corresponding ion motion is illustrated in Fig. 2.3 (d). If the solution

for the slow drift term xs is overlaid with the fast oscillating term xf = −a(t) cos (Ωt),

where a(t) represents the time-dependent amplitude of the oscillation in the inhomoge-

neous electric field, the motion becomes the oscillating trajectory shown in Fig. 2.3 (d).

Although the introduced pseudopotential was only derived for one dimension it can also

be generalized to three dimensions, as demonstrated in [70,92,93].

2.1.2 Mathieu Equations and Stability Parameters

We now come back to the inhomogeneous saddle potential presented in Fig. 2.2 created by

the two-dimensional hyperbolic electrodes shown in Fig. 2.1 (a) and derive the equations

of motion for an ion trapped in this potential. The hyperbolic potential allows for the

equations of motion to be solved analytically and a detailed description of the trapped

ion motion without approximations can be made. The following derivations are based

on derivations presented in [66]. We start with the general three-dimensional electric

quadrupole potential:

Φ =
φ(t)

2r2
0

(αx2 + βy2 + γz2) (2.12)

Where φ(t) is the oscillating potential applied to the hyperbolic electrodes, r0 is the

distance between trap centre and the closest electrode point, see Fig. 2.2 (b). In the

present case of a two-dimensional potential the general quadrupole equation can also be
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simplified with γ = 0 and to satisfy Laplace’s equation ∇ · Φ = 0 we set α = 1 = −β.

Consequentially opposite plates will be kept at potential φ(t) and obverse plates will

have the same potential with inverse polarity −φ(t) [65]. The resulting two-dimensional

inhomogeneous hyperbolic potential then takes the form:

Φ =
φ(t)

2r2
0

(x2 − y2) (2.13)

We can write the applied potential as φ0(t) = U+V cos (Ωt), Ω is again the drive frequency,

V the alternating voltage amplitude and U the static offset. The force acting on the

trapped ion, also known as pondermotive force, can be derived as F = −e∇Φ(x, y, t).

When time averaged, the force F will not vanish due to the inhomogeneous nature of Φ

and will have a net component pointing towards the weakest region of the potential, which

in this case is the centre of the trap [66]. Considering that the movement of the ion in the

x and y direction is uncoupled, we can then write the equations of motion for the trapped

ion as,

ẍ(t) +
e

mr2
0

(U − V cos (Ωt))x = 0 (2.14)

and

ÿ(t) +
e

mr2
0

(U − V cos (Ωt))y = 0 (2.15)

These equations are uncoupled linear differential equations of second order with a periodic

coefficient (cos (Ωt)), which puts them in the category of Mathieu equations [94, 95]. The

general Mathieu equation has the form:

d2i

dζ2
+ (ai − 2qi cos (2ζ))i = 0 (2.16)

If we make the following substitutions,

i = [x, y], ax = −ay =
4eU

mr2
0Ω2

T

, qx = −qy =
2eV

mr2
0Ω2

T

, ζ =
Ω2
T t

2
(2.17)

the equations of motion are brought into the same form. Mathieu equations have an

infinite number of solutions, but only stable periodic solutions result in trapping of ions.
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Other solutions would lead to the loss of a trapped ion. The Floquet theorem [95] can

be used to obtain stable solutions which are illustrated as stability regions in the a and

q space Fig. 2.4. The marked areas represent regions, where a and q give stable periodic

solutions, the region boundaries represent periodic but unstable solutions. Where regions

of stability for the x and y motion overlap, stable trapping of the ion is possible, further

illustrated in the inset of Fig. 2.4.

For the case of a 6= 0, where a static offset voltage U is applied to the electrodes, a solution

for x and y is given in [89] for the region ai < q2
i << 1, i ∈ x, y. An approximation for

the more common case of ai = 0 and q2
i << 1, i ∈ x, y can be made and we can write the

equation of motion in the x-axis as [75],

x(t) = x0 cos (ωxt) [1 +
qx
2

cos (Ωt)] (2.18)

where ωx is the so-called secular frequency in the x-axis and equal to:

ωx =
Ω

2

√
ax +

q2
x

2
(2.19)

Plotting the resulting motion versus time in Fig. 2.5 (a) illustrates that the ion motion

consists of a large oscillation known as the secular motion, overlaid with a faster oscillating

micromotion. The micromotion oscillating with frequency Ω, the drive frequency, is caused

by the ion feeling the fast alternating potential, whenever the ion is not at the nil of the

potential. This micromotion is commonly called intrinsic micromotion. When the ion is

pushed out of the rf nil by a static potential we speak of extrinsic micromotion.

Comparing the solution for x(t) with the solution 2.3 used to solve the ion’s equation of

motion in an inhomogeneous electric field in section 2.1.1, we can see that micromotion

corresponds to the fast oscillating term xf (t) = x0 cos (ωxt)
qx
2 cos (Ωt). Due to the confin-

ing nature of the hyperbolic quadrupole potential the slow drift term in equation 2.3 is

now an oscillation around the trap center. In Fig. 2.5 (b) the x and y movement during

one oscillation period ∆t = 1
ωx

inside the trapping potential shown in 2.5 (c) is plotted for

different starting points. The plot illustrates the oscillation close to the centre and also

the increase in micromotion with distance from the center.
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a

q

Figure 2.4: (a) Stability diagram showing the regions of stable solutions for motion along
the x-axis (red) and y-axis (black) in a, q space. The inset (b) shows the main stability
region for both axes marked as blue.
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a.u.

s

Figure 2.5: (a) Ion motion (blue) along the x-axis vs time, the large oscillation (red) is
overlaid with a higher frequency micromotion. (b) Ion motion in x and y-axis during
one oscillation period for two different starting points. The increase of micromotion with
distance from the centre becomes visible. (c) Illustration of the same motion with the trap
electrodes and potential (not to scale).
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Looking at the previously introduced time-averaged harmonic pseudopotential for this

case given in [89] and shown in Fig. 2.2:

ψ(r) =
1

2q
mω2

r (x
2 + y2) (2.20)

Making the approximation ωr ∼ ωx, that the secular frequency is similar1 in x and y-axis,

the equation of motion in the pseudopotential approximation, using equation 2.1 is equal

to,

ẍ(t) = ω2
xx (2.21)

As expected the slow oscillating drift term xs from equation 2.3 is a solution to this

equation. The pseudopotential approximation allows for an accurate description of the

secular motion and will be used almost exclusively for the following trap simulations.

Nevertheless the stability parameters of the Mathieu equation still need to be calculated

and have to be inside a stable trapping region.

2.1.3 Analytical Simulations of Electric Fields in Surface Traps

In the previous discussion of the ion motion we used electrode geometries with known

analytic functions describing the electric fields. Unfortunately most ion trap geometries

don’t have analytic functions describing the trapping fields. Numerical simulations are

required to find the electric fields and commonly used methods will be discussed in section

2.1.4. Fortunately, for surface trap geometries an approximation can be made that provides

a method to obtain the electric field analytically. Such analytical methods were presented

in [96] and [97].

Deriving Electric Fields of Surface traps

Certain approximations have to be made for this approach, starting with the so-called

gapless-plane approximation. We assume that the electrodes occupy the entire surface

plane z = 0 (extending infinitely in this plane) and that the gaps between the electrodes

are infinitely small. The gapless plane approximation provides accurate results only if the

1will be identical in a perfect symmetric hyperbolic potential
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gaps are much smaller than the electrode size. When calculating the field inside junctions

where gaps can have the same size as electrodes, this method is less accurate.

Following the derivation given in [96] the potential Φi(x
′) at the surface of electrode i,

with x′ = (x, y, 0), must be equal to the potential φi applied to the electrode and must be

constant over the entire electrode surface S with area a. The potential Φi(x), x = (x, y, z)

must be zero if z → ∞ and have a finite value for x → ∞ and y → ∞ [96]. While not

being a strict requirement, for the rest of the derivation it will also be assumed that all

electrodes have a rectangular shape shown in Fig. 2.6.

Figure 2.6: Rectangular shaped electrode with coordinates, x1, y1, x2, y1, x1, y2 and x2, y2.

The potential Φ(x)i created by a rectangular electrode i of width xi = x2,i − x1,i and

height yi = y2,i − y1,i , see Fig. 2.6, held at the potential φi while all other electrodes are

held at 0 V was derived in [96] and the potential of the rectangular electrode i is equal to:

Φi(x) = { φi
2π
{arctan

[
(x2,i − x)(y2,i − y)

z
√
z2 + (x2,i − x)2 + (y2,i − y)2

]
(2.22)

− arctan

[
(x1,i − x)(y2,i − y)

z
√
z2 + (x1,i − x)2 + (y2,i − y)2

]
(2.23)

− arctan

[
(x2,i − x)(y1,i − y)

z
√
z2 + (x2,i − x)2 + (y1,i − y)2

]
(2.24)

+ arctan

[
(x1,i − x)(y1,i − y)

z
√
z2 + (x1,i − x)2 + (y1,i − y)2

]
}} (2.25)
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This provides only a solution for the potential created by one electrode, to acquire a

solution of Φ(x) for the entire electrode geometry, all individual electrode potentials Φi(x)

have to be added together:

Φ(x) =
∑
i

Φi(x) (2.26)

Basis Function Technique

This method of combining individual electrode potentials to acquire the collective potential

of the entire geometry is commonly known as the basis function technique. Analytically

and numerically acquired electric fields of trap electrodes can be combined to form the

entire trap geometry using this technique. A justification for this method will be briefly

outlined following the proof given in [98].

The potential on the surface S with area a is again Φ(x′) and the solution for the potential

Φ(x) with the previously discussed boundary conditions 2.1.3, is given by [98]:

Φ(x) =
1

4πε0

∫
V
ρ(x′)G(x,x′)d3x′ − 1

4π

∮
S

Φ(x′)
∂G(x,x′)

∂n′
da′ (2.27)

Where n is normal to the surface S and G(x,x′) is the Green function. The first term of

the equation is a volume integral over the charge ρ(x) inside the boundary. In an empty

ion trap the volume integral of Φ(x) will vanish. The second term is a surface integral

over the surface potential Φ(x′) multiplied by the normal derivative of the Green function.

As it is possible to write the potential on the surface Φ(x′) as a sum of the individual

electrode potentials, with the rest of the electrodes kept at zero:

Φ(x′) =
∑
i

Φi(x
′) (2.28)

the total potential can then be written as:

Φ(x) = − 1

4π

∑
i

∮
Si

Φi(x
′)
∂Gi(x,x

′)

∂n′i
da′ (2.29)

From this equation it becomes clear that the total potential of Φ(x) is indeed the sum of

the potentials Φi created by individual electrodes i. In the previously discussed boundary
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conditions it is assumed that the voltages across each individual electrode is static and

the total potential of the electrode geometry can be written as

Φ(x) =
∑
i

ViΘi, Θi = − 1

4π

∮
Si

∂Gi(x,x
′)

∂n′i
da′ (2.30)

with Θi being the basis function of the ith electrode with a voltage of 1V applied, other

electrodes being held at 0 V. As implied by the boundary conditions, the justification of

the basis function technique is only valid for electrostatic fields. For a typical ion trap the

drive frequency will be on the order of or lower than 100 MHz, resulting in a minimum

wavelength of 3 × 106 µm. The rf electrodes in an ion trap usually have a length on

the order of 10 − 100 × 103 µm, which is several orders of magnitude smaller than the

wavelength of the applied rf potential and therefore this assumption can be made.

Two-Dimensional Potentials of Linear Surface Traps

Using the described basis function technique and equation 2.22, the potential of a surface

trap geometry can now be assembled using individual rectangular electrodes. In most

surface traps [75, 77, 99, 100] the alternating potential is used to provide confinement in

two dimensions and the confinement in the third is provided by a static potential, with the

exception of two-dimensional trapping arrays [101, 102]. For the following investigation

of trap depth and directions of principle motion in linear traps, only the alternating two-

dimensional pseudopotential will be of interest. We therefore simplify equation 2.22 for

two dimensions and the electrodes will be extended to infinite y1 → −∞ and y2 → ∞ in

y-direction, resulting in:

Φ(x, z) =
φ

π
{arctan

[
(x2 − x)

z

]
− arctan

[
(x1 − x)

z

]
} (2.31)

We start by calculating the pseudopotential for a trap geometry made up of two rf and

three dc rails, also known as a 5-wire geometry [75], and illustrated in Fig. 2.7 (a). Making

use of the basis function technique we can find the pseudopotential for this geometry:

ψ(x, z) =
e2

4mΩ2
(∇(Φ(x, z)a1,a2 + Φ(x, z)b1,b2))2 (2.32)

Here e is the charge of the trapped ion, which is commonly equal to the elementary
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charge. In Fig. 2.7 (a) the resulting pseudopotential for an example case is plotted

in two dimensions, showing a potential minimum at x0 where the ion is trapped and

the so-called escape point x∞, at which the ion leaves the trapping potential should it

acquire enough energy Ξ to reach it. For this example the applied potential is equal to

φ = 200 cos (2π 31 ∗ 106t). The potential plotted along the z-axis at x = 0 shown in

Fig. 2.7 (b) illustrates this in more detail and also shows the trap depth as the potential

distance between z0 and z∞, Ξ = 0.11 eV. Inset in Fig. 2.7 (b) shows a magnified section

of the potential at the trapping point z0. The potential lines are fitted with a parabolic

function and the corresponding secular frequency is equal to ωz = 2π × 2.408 MHz.

0.05

0.1

0.15

0.2

2.408

Figure 2.7: (a) shows the two-dimensional pseudopotential of a 5 wire geometry, the
escape point z∞ and rf node z0 are marked. The potential applied to the green marked rf
electrodes (a1-a2, b1-b2) is of amplitude Vrf = 200 V and frequency Ω = 2π × 31 MHz.
All other electrodes (marked blue) are kept a 0 V. (b) Shows the two-dimensional potential
at x = 0. A magnified version at z0 is shown in the inset.

This method was used to investigate different electrode geometries and the corresponding

trap depths in [103]. They showed that the equation for the trap depth for an ion height

h is given by:

Ξ =
e2V 2

rf

π2mΩ2
rfh

2
κ with h =

√
abc(a+ b+ c)

b+ c
(2.33)

Here κ is a geometric factor with a = b1 − a2, b = a2 − a1, c = b2 − b1 and given by:

κ =

[
2
√
abc(a+ b+ c)

(2a+ b+ c)(2a+ b+ c+ 2
√
a(a+ b+ c))

]
(2.34)

Using equation 2.33 we can estimate the trap depth for the electrodes described in Fig. 2.7

to be 0.108 eV, which is in agreement with the depth that was read off the potential shown

in Fig. 2.7 (b). For symmetric rf electrodes b = c and setting the ratio of b/a = 3.7 gives
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the highest geometric factor κ = 0.023 and the maximum depth that can be achieved

for a given ion height h. Such high ratios b/a = 3.7 between rf rail separation and

width however lead to wide rf rails and consequentially to a higher capacitance of the rf

electrodes. Depending on the vertical structure of the trap the capacitance can become

so high that it leads to a dramatic decrease in the rf resonator performance as shown

in [104]. Rf resonators are used to apply low-noise high voltage potentials to ion traps

and are essential for the trap operation. As presented in [103], ratios of at least b/a = 1.5

maintain a high κ = 0.0177 without the trap depth dropping below 75% of the original

value.

Besides trap depth and secular frequency the angle between principal axis and trap surface

normal can be investigated. Principal axes are the axes of secular motion of the ion in the

trap and for the present case Fig. 2.7, of symmetric electrodes, normal and parallel to the

trap surface. While the principal axis angles are not important for trapping an ion, they

become critical when trying to efficiently laser cool the ion in all axis.

Principal Axis Rotation

To cool all uncoupled ion motions there needs to be a component of the laser cooling beam

along all axes of motion. As the cooling beams are generally parallel to the surface (to

avoid light scattering from the trap surface) a principal axis normal to the surface will

not be cooled. The principal axis can be rotated using asymmetric rf rails (b = 300 µm,

c = 100 µm for example) and all axes will be cooled. The pseudopotential of a trap

with asymmetric rf electrodes is shown in Fig. 2.8 (a) and the rotation is clearly visible.

Another option to rotate the principal axis without widening one rf rail is to combine

the rf quadrupole potential with a dc quadrupole potential, using four dc voltage rails

as presented in [100]. The pseudopotential for this case is shown in Fig. 2.8 (b). Two

inner dc electrodes of width 10 µm and two outside the rf rails of width 25 µm, with less

than 2 V applied result in a 16.29 ◦ rotation. For this configuration almost any arbitrary

rotation controllable via the applied dc potentials can be achieved and the capacitance

does not increase due to wider rf rails.

Hessian Matrix

To calculate the exact rotation angle with respect to the trap surface one can make use

of the Hessian Matrix H [105]. The Hessian matrix contains the second derivatives of a
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Figure 2.8: (a) Rotated pseudopotential for an asymmetric electrode geometry with 3:1 rf
electrode width ratio, resulting in a rotation of 8.51 ◦. (b) Principal axis rotation using
four dc rails (red), achieving a rotation of 16.29 ◦ with < 2 V applied to the electrodes.

multi variable function, in the case of an ion trap the pseudopotential ψ at the rf node

x0, z0, and is a real and symmetric matrix. The two-dimensional Hessian Matrix H for ψ

is,

H(ψ(x, z)) =

 ∂2ψ
∂2x

(x0, z0) ∂2ψ
∂x∂z (x0, z0)

∂2ψ
∂z∂x(x0, z0) ∂2ψ

∂2x
(x0, z0)

 (2.35)

and represents the potential curvature at the rf node x0, z0. The eigenvector emax cor-

responding to the largest eigenvalue λmax showing the direction of largest curvature, the

eigenvector emin with the smallest eigenvalue λmin the direction of least curvature. The

eigenvectors are orthogonal to each other2 and are aligned with the principal axes of

motion. Since the eigenvalues λi give the curvature of the field in the direction of the

eigenvector ei they can also be used to determine the frequency of the secular motion

ωsec,i in the corresponding principal axis with the relationship [80]:

ωsec,i =

√
m

λi
(2.36)

Now to determine the angle α between the surface normal n and the eigenvector ei we

can use the dot product of two vectors

cosα =
n · ei
‖n‖‖ ei‖

(2.37)

with ‖n‖ =
√

n · n . The rotation angle for the example presented in Fig. 2.8 (a) is

α = 8.51 ◦, with corresponding secular frequencies ωx = 2π × 2.17 MHz and ωz = 2π ×
2H is a real symmetric matrix
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2.15 MHz. Using a static quadrupole to rotate the axes as shown in Fig. 2.8 (b) the

following values were calculated: α = 16.29 ◦, ωx = 2π × 2.58 MHz and ωz = 2π ×

2.21 MHz.

We can also compare the secular frequencies derived from the Hessian matrix eigenvalues

λi for the symmetric case shown in Fig 2.7, ωz = 2π×2.41 MHz with the secular frequency

equation 2.19 given for the pseudopotential approximation with a = 0:

ωx,hyp =
eV√

2mΩR2
= 2π × 8.71 MHz (2.38)

The rather large discrepancy is not entirely unexpected as the equation 2.19 for ωx,hyp and

the q-parameter equation 2.17 were defined for a perfect quadrupole field. In the following

section discrepancies and issues caused by deviations from the perfect hyperbolic field will

be discussed in more detail.

Perturbations in Surface Trap Potentials

In [106] this discrepancy was investigated further and a geometric factor η was defined to

compare values of q and ω for non-hyperbolic traps with the values given by the pseu-

dopotential approximation. The geometric factor is defined as η = ωx,hyp/ωx = qx,hyp/qx.

As previously discussed the secular frequencies can be obtained by determining the Hes-

sian matrix eigenvalues at the trapping position of the simulated pseudopotential. The

geometric factor does not have to be considered for this calculation. When calculating the

q-parameter using equation 2.17, the pseudopotential approximation can not be used and

the resulting value will be false if η is not taken into consideration. Using a more basic

definition of qx = 2
√

2 ωx/Ω given in [107] that only depends on the drive frequency Ω

and the secular frequency ωx, this issue can be avoided.

A different effect caused by deviations from a perfect quadrupole potential arises if fields

of higher order3 Nper > 2 cause perturbations and instabilities of the ion motion at certain

frequencies [108]. These instabilities can occur when the secular frequencies are equal to:

nxωx + nzωz = Ω, with Nper =| nx | + | nz | and nx, nz ε N (2.39)

Using the relation between a and q parameter and the secular frequency given in equation

3Nquadrupole = 2
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2.19, a new stability diagram can be plotted which contains the possible instabilities,

dramatically complicating it as shown in Fig. 2.9.

Figure 2.9: Modified Stability diagram with lines representing instability caused by per-
turbations to the quadrupole field of order N.

Higher order fields Nper > 6 are of smaller magnitude and were experimentally not ob-

served in [108]. Although the instability lines become denser for q < 0.5 this region is

preferable for trapping, since the perturbations will not affect trapping.

Additionally the pseudopotentials of the previously discussed asymmetric electrode geome-

tries will vary significantly from a perfect quadrupole potential at positions corresponding

to the trap depth. If we look at the pseudopotential of an asymmetric trap along the

z-axes at x = 0 shown in Fig. 2.10 we can see that there are two positions zmin and zexit

that correspond to a potential value of Ξ. Position zmin is commonly not considered to be

of importance for trapping, but investigations presented in [109,110] have shown that the

ion trajectory can become unstable at this point if the deviation from a perfect quadrupole

is too large.



25

0.2

0.4

0.6

0.8

Figure 2.10: Adiabaticity parameter and pseudopotential plotted for x = 0 vs ion height
and potential barrier height at zexit = 0.18eV . At zmin,Ξ = 0.51 the adiabaticity param-
eter θnorm(x0, zmin) is larger then 0.4 and stable trapping is not possible.

The instabilities are caused by the increasing inhomogeneity of the electric field. The inho-

mogeneity of the trapping field E(x, y, z), can be quantified using a so-called adiabaticity

parameter θ, that depends on the gradient of the electric field defined in [91]:

θ =
2e | ∇E(x, y, z) |

mΩ2
=

2e | 4Φ(x, y, z) |
mΩ2

(2.40)

In a homogenous field θ is zero, in a perfect quadrupole potential as shown in Fig. 2.2 it

is constant, and for the pseudopotential ψ(x, z) shown in Fig. 2.7 it is a function of x and

z.

At the rf nil position (x0, z0) the field shown in Fig. 2.7 is a perfect quadrupole field

and we will normalize the adiabaticity parameter to θ(x, z)norm = θ(x, z)/θ(x0, z0). For

values of θnorm(x, z) q, larger then 0.4 it has been shown theoretically [91], [109] and

experimentally [110] that the ion trajectories become unstable and the ion can be lost

despite sufficient trap depth and suitable stability parameters a = 0, q < 0.5.

If we plot θnorm(x0, z) q and the pseudopotential ψ(x0, z), see Fig. 2.10, it can be seen

that θnorm(x0, zmin) q = 0.514, stable trapping is not possible although the ion’s energy is

below the trap depth. To achieve the maximum trap depth the q-parameter needs to be
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lowered from 4 q = 0.293 to q = 0.228, which brings the value of θnorm(x0, zmin) q below

0.4 and the maximum trap depth is again determined by the pseudopotential value at the

exit point zexit .

2.1.4 Numerical Simulations of Electric fields

For many linear ion trap structures the analytical method described and used in the last

section is sufficient. For complex trapping structures with large gaps and non rectangular

shaped electrodes its use is limited. In the centre of junctions, where several linear trapping

sections are combined, the gaps are typically of the same size as the electrodes and the

analytical method is insufficient. In these cases a numerical simulation has to be used to

obtain the electric field of the ion trap geometry.

Comparison between Numerical Simulations and Analytical Approximation

A comparison between pseudopotentials acquired using the analytic gapless plane approx-

imation method and a numerical method of a linear section with large gaps is shown in

Fig. 2.11. For the numerical simulation a linear section with 5 µm high electrodes, 10 µm

wide gaps between the 70 µm wide rf rails, 20 µm wide central ground rail and outer

ground electrodes was simulated. This structure also has a ground plate placed 10 µm be-

low the surface of the electrodes. In the analytical approximation two 70 µm wide rf rails

separated by 40 µm were used. For both simulations the trap voltage is set to V = 120 V

and drive frequency is Ω = 2π × 55 MHz. The two pseudopotentials are compared in Fig.

2.11.

The comparison highlights the issues when using a gapless plane approximation, the ion

height differs greatly between the two potentials z0,An = 42.4 µm, z0,Num = 35.9 µm, also

the derived secular frequencies ωz,An = 2π × 3.83 MHz, ωz,Num = 2π × 5.05 MHz and

trap depth Ξz,An = 0.08 eV, Ξz,Num = 0.11 eV vary greatly. For this comparison extreme

geometries were used, more common gap widths and electrode size would give more similar

results for both methods.

4to lower the q parameter the drive frequency was changed from Ω = 2π × 30 MHz to Ω = 2π × 34
MHz
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Figure 2.11: Comparison of the pseudopotential between the analytic gapless plane ap-
proximation (70 µm wide rf rails, marked green, separated by a 40 µm ground rail, marked
blue) and a numerical method. For the numerical approach an electrode geometry with
10 µm gaps between 70 µm wide rf rails, 20 µm wide central ground rail and an additional
ground plate 10 µm below the electrodes was simulated.
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Numerical Simulation Tools

The two most commonly used numerical methods for ion trap simulations are the boundary

element method (BEM) and finite element method (FEM) [98,111,112]. A brief description

of both methods will explain why the BEM was used for almost all simulations in this

thesis.

FEM simulations determine the electric field of electrodes by laying a mesh over the defined

volume of interest V, in our case the entire trapping region and electrodes. For each node

of the mesh, Laplace’s equation under the corresponding Dirichlet boundaries conditions

is solved. The electric field of the trap is obtained by adding up all individual results [98].

The computationally challenging part is to solve large three-dimensional sparse matrices.

Also the resulting fields will have unphysical discontinuities between nodes, which need to

be smoothed. Depending on the volume and simulation accuracy unreasonable amounts

of calculations need to be performed [112].

The BEM simulates the electric field inside a volume of interest created by charge distri-

butions on the boundary of the volume. In contrast to the FEM the mesh is now placed

on the boundaries. For each individual area of the mesh the Laplace’s equation of the cor-

responding Dirichlet problem is solved. Solving these requires a two-dimensional matrix

inversion, which is the challenging part of this method. The solutions for each mesh point

can then be used to accurately express the electric field at any point inside the volume of

interest. The BEM is optimized for geometries, like ion trap electrode geometries, where

all relevant structures are placed on the boundaries.

The electric field produced by the BEM is more accurate and shows no discontinuities

caused by laying a mesh over the volume of interest. Additionally only two-dimensional

instead of three-dimensional matrices have to be solved, making BEM the quicker method

[112].

Several commercial programs are available that perform BEM simulations. One of the

most popular tools for ion trap simulation is Charged Particle Optics (CPO) 5, which was

used when designing the macroscopic trap used for experiments described in section 3.5.1

by Robin Sterling [113].

For the design process of microfabricated ion traps presented in this thesis a program

known as the BEMSolver was used. This tools is based on the CERN tool Root and com-

5by Electronoptics
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bines a matrix inversion technique with a tool to read in the electrode structures from a

.dxf file. Compared to CPO it makes it possible to shift the design process to a CAD pro-

gram like AutoCAD and is also able to simulate a larger amount of individual polygons. As

an example Fig. 2.12 (a) shows a junction designed in AutoCAD and the pseudopotential

in Fig. 2.12 (b) visualized from the BEMSolver output using Mathematica.

a) b)

Figure 2.12: (a) Junction structure designed in AutoCAD consisting of four-sided ‘3D
Polygons’. The file is read in by the BEMSolver and the electric field is simulated in a
defined region. (b) The output data from the BEMSolver can be visualized using Mathe-
matica. Here a 3D plot shows the pseudopotential in x and y-direction at the ion height.

2.2 Manipulation of Ion Motional States

The pseudopotential presented in the last sections can be approximated with a harmonic

potential well for ions with low motional energy. To describe the uncoupled motion in

one axis of motion a one-dimensional quantum harmonic oscillator can be used. The

Hamiltonian for such an oscillation is:

H = ~ω(a†a+
1

2
) = ~ω(N +

1

2
) (2.41)

Here ω is the secular frequency, a† and a are operators which raise and lower the motional

state of the ion respectively. The operators can be expressed as a†|n〉 =
√
n+ 1|n + 1〉

and a|n〉 =
√
n|n − 1〉. When an ion moves up one motional level it gains one motional

quantum of kinetic energy ~ω. In equation 2.41 the number operator N represents the

ion’s total number of motional quanta.

Based on the quantum harmonic oscillator description of the ion motion we can now
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discuss mechanisms that lower or increase the number of motional quanta for the ion’s

motion.

2.2.1 Doppler Cooling of Motional States

Laser cooling reduces an ion’s motional quanta number using the momentum transfer of

photons to the ions. A semi-classical description of laser cooling is given below, following

[114]. For any momentum transfer between a photon and the ion a two-level dipole

transition has to be excited. We assume a two-level system with transition frequency

νtrans, whose upper state has a width Γ = 1
τ , with a decay time τ on the order of 10−6 sec

and laser light at frequency νlaser. If the ion absorbs a photon it gains its momentum

p = ~k, where k is the wavevector of the photon. The system is now in the upper state

and due to spontaneous emission it will scatter a photon in an arbitrary direction after

〈t〉 = τ . The photons are scattered in a random direction and the resulting momentum

transfer will average to zero over time.

To simplify further calculations only the cooling of motion in the x-direction will be

considered. The wavevector in the x-direction will be kx. The steady-state population

ρexcited of the excited state is given by [114],

ρexcited(vx) =
s/2

1 + s+ (2∆eff/Γ)
(2.42)

s is the so-called saturation parameter and depends on the intensity I of the cooling beam

s = I/Isat, Isat is a constant of the transition. The effective frequency shift of the ion

from resonance is ∆eff = νtrans − νlaser + ∆Dop. The ion’s velocity vx with respect to the

wavevector kx results in a Doppler shift of the laser frequency experienced by the ion,

∆Dop = −kxvx (2.43)

The rate of scatter events is then given by R(vx) = Γρexcited(vx). Each scattering event

exerts a force F = ~kx onto the ion, pushing it away from the laser direction. If the

scattering rate were to be higher while the ion is moving towards the cooling beam than

when moving away the net momentum transfer from photon scattering would reduce the

motional energy of the ion.

During one secular oscillation of the ion the Doppler shift oscillates between the positive
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and negative value of the maximum Doppler shift ∆Dop, max =
√

2E/m·kz, which depends

on the motional energy E and mass m of the ion.

The probability PDoppler(∆Dop) of a certain Doppler shift during the oscillation is presented

in Fig. 2.13. Overlapping the Doppler shift probability with the Lorentzian transition line

profile L = Γ
√

1 + s illustrates that the probability of a photon absorption is higher when

the ion has a Doppler shift corresponding to movement towards the beam (region marked

red) then when moving away (blue) if the laser beam is detuned to a shorter frequency

then the dipole transition. The ion loses motional energy and is cooled.

Figure 2.13: Doppler shift probability PDoppler(∆Dop) and Lorentzian transition line width
L. Centre of the probability PDoppler(∆Dop) is shifted by ∆laser = νtrans − νlaser equal to
the laser detuning from resonance. Red areas mark the overlap of Doppler probability of
the ion moving towards the beam with L, blue area for the ion moving away from the
beam.

The ion will continue to cool until the Doppler cooling rate reduces to equal the heating

rate, caused by isotropic emission of the absorbed photons [115] during cooling.

(
dE

dt

)
recoil

=
4(~kz)2

×
32m

dN

dt
(2.44)

An equilibrium between heating and cooling is reached for a detuning of ∆laser = Γ
2 and

the resulting limit of the Doppler cooling is equal to [115],
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E =
1

2
~νtrans = kBT (2.45)

2.2.2 Heating of Motional States

In addition to photon recoil there exist other sources of heating caused by electric noise,

which increase the ion’s motional energy during periods without cooling. Most quantum

operations have to be performed without a cooling beam and if the electric noise causes

too much heating, the fidelity of these operations can be severely reduced. Detailed de-

scriptions of the influence of electric field noise on heating rates based on the perturbation

theory were given in [116] and [117]. Electric field noise power spectral density SE(ω) is

related to the increase in number of motional quanta dN/dt according to:

dN

dt
=

q2

4m~ω

(
SE(ω) +

ω2

2Ω2
SE(Ω± ω)

)
(2.46)

The second term SE(Ω ± ω) only occurs in the two radial axes, and is caused by pertur-

bations at frequencies Ω ± ω. Commonly the dominant source of electric field noise at

frequencies Ω± ω will be the rf voltage source, other noise sources are heavily filtered at

frequencies above ω and due to the commonly very low ratio ω2/(2 × Ω2) this term can

be neglected if a high quality rf source is used. The heating rate is then given by:

dN

dt
=

q2

4m~ω
SE(ω) (2.47)

Inherent to any electric circuit a temperature dependent noise, called Johnson noise, will

be present. The noise is induced by the voltage generating circuits and additional noise

is picked up from external sources on the wiring to the electrodes. The noise density

corresponding to Johnson noise can be described as 4kBTR(ω), which depends on the

temperature T and frequency dependent resistance R(ω). Noise densities Ssupply(ω) and

Sexternal(ω) correspond to noise inherent to voltage supplies connected to dc electrodes

and electromagnetic interference picked up on the wiring of the dc electrodes. Both can

only be determined experimentally.

If the ion trap field noise density SE(ω) is caused by these noise sources it would scale with

a r−2
0 dependency, r0 being the distance of the trapping centre to the closest electrode.

When measuring the electric field noise scaling in an ion trap it was found that it scales
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with ∼ r−4
0 as presented in [118]. An additional term Sanomalous(ω) must be added and we

can write the heating rate as [116]:

dN

dt
=

q2

4m~ω

(
4kBTR(ω)

r2
0

+ Ssupply(ω, r) + Sexternal(ω, r) + Sanomalous(ω, r)

)
(2.48)

The additional term Sanomalous(ω) is commonly dominant over the previously discussed

noise densities and the cause is not yet fully understood. The related motional heating is

commonly known as anomalous heating. There are indications that the noise is indepen-

dent of the supplied voltage and depends on the trap electrode temperature [118–120] and

possibly chemical composition of the electrode surfaces [86, 87, 121]. The corresponding

field noise also shows a SE ∝ 1/ω dependency and so the heating rate scales with ∝ 1/ω2.

A more detailed investigation into causes of field noise will be given in chapter 3.

2.3 Internal States of Yb Ions and Yb Quantum Information

Processing

In this thesis the 171Yb+ and 174Yb+ ions will be used and the internal states relevant to

Doppler cooling and quantum information processing will be discussed next. Similar to

other commonly used ions Yb+ has one orbiting electron in the most outer shell, making

it a hydrogenic ion and resulting in a simple level structure [75]. Ytterbium isotopes with

even atomic mass numbers 176Yb+, 174Yb+, 172Yb+, 170Yb+ have no nuclear spin and

therefore energy levels without hyperfine splitting. Isotopes with uneven atomic mass

numbers have a nuclear spin and hyperfine split levels.

The high natural abundance of 174Yb+ (31.83%, [122]) and lack of hyperfine levels makes

it an ideal isotope for initial trapping and first experiments, but less suitable for quantum

information processing.

Hyperfine levels of 171Yb+ can be used as quantum bits. Commonly either hyperfine levels

171Yb+, 43Ca+, 9Be+, 111Cd+, 25Mg+ or the optical transitions 40Ca+, 88Sr+, 172Yb+

between the ground state and a metastable state [75] of ions are used as qubit states.

Hyperfine states have lifetimes of years, optical metastable states on the order of seconds.
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2.3.1 Photoionization of Yb Atoms and Relevant Energy Levels

The relevant energy level diagram for ionizing Yb via photoionization is similar for all

isotopes and is shown in Fig. 2.14. Photoionization has compared to electron impact

ionization the benefit that the ion can be ionized directly in the trapping centre and no

charge built up on trap electrodes can occur. Photoionization is used to obtain Yb+

from a neutral Yb beam based on a two stage ionization process, rather then using the

direct transition at λionize = 199 nm. Laser sources at 199nm are more expensive and

complicated to operate compared with semiconductors diode lasers that can be used for

two stage ionization. The ytterbium atom is excited to the 1P1 state from the ground

state 1S0 and then ionized by any laser of wavelength λ < 394 nm. The exact wavelength

of the 1S0 →1 P1 transition will vary from isotope to isotope, wavelengths for important

Yb isotopes can be found in [123].

Ionization Continuum

Figure 2.14: Energy level diagram for the photo-ionization of neutral Yb atoms [124].
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2.3.2 Energy Levels used for Doppler Cooling of Yb Ions

The transition used to Doppler cool 174Yb+ is the 2S1/2 ↔2 P1/2 dipole transition shown

in Fig. 2.15, with a transition wavelength of ∼ 369nm. Linewidth and decay rate of the

transition is Γ/2π = 19.6 MHz, allowing for fast cooling and fluorescence detection. The

two level transition is complicated by a potential decay into 2D3/2 from the 2P1/2 state

with a 0.5% probability. To bring the ion back into the 2S1/2 state the 2D3/2 ↔3 D[3/2]1/2

transition is driven using a laser at ∼ 935nm, allowing further decay from 3D[3/2]1/2 to

2S1/2. Under certain conditions, usually caused by collision of the ion with background

gas, the ion can be transferred from 2D3/2 to the 2F7/2 state where it would go dark

and remain until eventually lost. To avoid this scenario another laser at 638 nm is used

depopulating the 2F7/2 state via the 2F7/2 ↔3 D[5/2]5/2 transition from which the ion

decays back to 2D3/2 state.

To efficiently Doppler cool 174Yb+ ions three different lasers at 369 nm, 935 nm and

638 nm are used to drive the three transitions. All of these wavelengths can be produced

directly with semiconductor diodes, which reduces cost and complexity of the required

laser setup.

The cooling transitions for 171Yb+ varies from the 174Yb+ transitions due to the nonzero

nuclear spin causing a splitting of the states. Figure 2.16 shows the energy levels of 171Yb+

relevant for Doppler cooling. We can see that the dipole transition levels are split into

hyperfine levels. The two hyperfine levels 2S1/2 | F = 0〉 and 2S1/2 | F = 1〉 have long

lifetimes and can be efficiently addressed with laser and microwaves making them ideal

qubits for quantum information processing.

As the ion can now decay into the 2S1/2 | F = 0〉 state the dipole transition 2S1/2 ↔2 P1/2

can not be driven by a single wavelength anymore. Sidebands applied to the 369 nm laser

at 14.7 GHz can drive the 2S1/2 | F = 0〉 ↔2 P1/2 | F = 1〉 transition. Sidebands applied

to the 935 nm laser at 2.21 GHz are used to drive the 2D3/2 | F = 2〉 ↔3 D[3/2]1/2 | F = 1〉

transition. The 638nm laser wavelength is scanned to depopulate both 2F7/2 hyperfine

levels.
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Figure 2.15: Relevant internal states of 174Yb+ Doppler cooling with the life times of the
relevant states. Laser driven dipole transitions are shown as solid lines with corresponding
transition wavelength. Possible state decays are shown as dashed line with branching ratios
and decay rates [124].
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Figure 2.16: Internal states for 171Yb+ Doppler cooling including the hyperfine splitting
and possible decays [124].
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2.3.3 Microwave Based Motional State Coupling

To entangle the previously discussed qubit states 2S1/2 | F = 0〉 and 2S1/2 | F = 1〉 of

two 171Yb+ ions the internal qubit states can be coupled to shared motional states of ions

trapped in the same harmonic potential well. Coupling motional states to internal states

requires the ions to be in so-called Lamb-Dicke regime reached when [125],

η2(2n+ 1) << 1 (2.49)

where η = kx0 is the Lamb Dicke parameter, x0 the amplitude of the secular motion, k

the wavevector of an applied laser beam and n the ions motional quanta number. Addi-

tionally motional sidebands of the ions corresponding to the quantized Doppler shift need

to be resolved. The strength of the sidebands is directly proportional to the Lamb Dicke

parameter η, which needs to be on order of η = 0.01 [126] to resolve the sidebands.

If we try to resolve the sidebands of 171Yb+ using microwaves instead of lasers, the Lamb-

Dicke parameter becomes extremely small due to η = kµx with kµ ∼ 2π/2 · 107 nm

compared to a laser driven transition klaser ∼ 2π/369 nm. This will prevent any sideband

cooling and coupling of motional and internal states. A way to enhance the Lamb-Dicke

parameter for microwaves was proposed in [127], by placing the ion in a magnetic field

gradient 4B.

The gradient adds a position dependent component to the Zeeman splitting of the hyperfine

levels during the secular motion and therefore increases/decreases the frequency difference

between the hyperfine levels during on oscillation, as shown in Fig. 2.17. The motion

dependent frequency shift depends on the strength of the gradient.

Figure 2.17: The gradient and therefore position dependent Zeeman shifts are illustrated
for the magnetic field sensitive state F = 1.
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A new effective Lamb-Dicke parameter ηeff =
√
η2 + ε2

c , where εc depends on the strength

of the magnetic field gradient can be introduced. Experimentally a high enough ηeff

was achieved to perform quantum operations with microwaves and resolve the sidebands

[82, 83]. Due to the position depend shift of the hyperfine level we can also individually

address qubit states of ions in a chain. Tuning the microwaves to the specific splitting

will result in the state transition of only one ion in the chain, while the others are largely

unaffected.

The absolute B-field strength created by current wires or permanent magnets for this

scheme is on the order of 10-20 Gauss. This is expected to have a negligible effect on the

trap stability and is only marginally larger than the strength of applied magnetic fields

during normal trap operation [90].
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Chapter 3

Ion Trapping Setup and Initial

Experiments

Laser and imaging systems, vacuum chambers and voltage supply systems required to trap

ions will be described in the following chapter. A macroscopic ion trap was used for initial

Yb+ trapping and various experiments including heating measurements presented in [90].

The model used for the heating measurements will be explained and results discussed in

more detail.

3.1 Laser Systems and Locking

Ionizing and cooling Yb ions requires several lasers operating at different wavelengths

(369 nm, 399 nm, 638 nm, 935 nm) as described in section 2.2.1 and 2.3.1. An additional

laser at 780 nm is used as a reference to stabilize the others. All of the required wavelengths

are accessible via direct diode lasers, but to generate light at 369 nm a sophisticated diode

cooling setup is required. Instead a commercial frequency doubling system was used,

based on a direct diode and tapered amplifier generating light at 738 nm, which is then

frequency doubled.

Diode lasers are semiconductor devices that make use of an active region (in most cases

a quantum well structure) were electrons and holes, supplied via highly doped p and n-

regions, recombine. Applying an electric field across the laser structure forces the electrons

and holes into the active region, resulting in the necessary population inversion and spon-

taneous emission of photons at wavelengths corresponding to the bandgap in the active
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region as shown in Fig. 3.1 (a). When the wave guiding structure and active layer are

placed in a cavity, see Fig. 3.1 (b), stimulated emission becomes dominant as the losses of

the propagating cavity modes are compensated by the electrical pumping and the system

starts to lase.

Figure 3.1: (a) Bandgap structure across the laser structure. At the quantum well the gap
between conduction and valence band is the lowest. Holes and electrons will recombine
there. The applied voltage forces the holes and electrons into the well resulting in pop-
ulation inversion (more holes on the left side and more electrons on the right side). (b)
Horizontal structure of the laser with the two cavity mirrors.

The emission wavelength of the laser is determined by the active layer emission peak and

length of the cavity, such a diode is also called Fabry-Perot laser. The emission spectrum

is ∼ 2 ∗ 106 MHz broad, which is unsuitable for ion trap experiments where linewidths of

a few MHz and sometimes as narrow as several Hz are necessary.

3.1.1 External Cavity Diode Lasers (ECDL) and Frequency Doubling

System

External Cavity Stabilization

Several methods can be used to stabilize and narrow the linewidth of semiconductor lasers,

for this thesis only the so-called external cavity method is used and will be discussed

further [128].

This technique stabilizes and narrows the linewidth by placing the laser diode inside an

additional external cavity. The front cavity mirror is made up of an angled refractive

diffraction grating, which reflects part of the beam back into the laser. The back mirror of

the laser cavity works as the second mirror. The diverging beam profile of the laser diode

requires that the beam is collimated using an aspheric lens before the grating.
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Now cavity modes of both cavities will have to overlap to achieve efficient lasing. The

internal laser cavity can be tuned by changing the laser current and temperature, causing

a change of the laser waveguide refractive index. The external cavity is tuned by mounting

the diffraction grating on a piezoelectric actuator (PN PSt 150/4/5bS, Piezomechanik

GmbH) allowing us change the grating angle and wavelength reflected back into the diode.

The active layer gain peak, the cavity mode of the internal cavity and the external cavity

need to be aligned for optimal laser power and narrow linewidth.

Figure 3.2: (a) Schematic of the external cavity diode laser setup, showing the laser diode,
aspheric lens and grating. The violet beam represents the output beam overlapped with
the reflected beam and also reflected out of the laser system. (b) Shows a picture of the
in-house build ECDL. Laser diode is marked with (1), Collimating aspherical lens is (2),
the diffraction grating is at (3) and the piezo with mount is at position (4).

With the ECDL setup slow drifts due to temperature fluctuations and faster frequency

changes due to vibrations can be compensated if a feedback of the changes is given to

the piezo controller. The ECDL setup is described in more detail by James McLoughlin

in [129].

399 nm Stabilized Direct Diode Laser System

Laser light at 399 nm used for photo-ionization is provided by an in-house built ECDL

system. The setup uses a commercial laser diode (PN DL-4146-301S, Sanyo) driven and

temperature stabilized by a laser controller (PN ITC502, Thorlabs). The diode is placed

inside an external cavity setup, see Fig. 3.2, with diffraction grating (PN GH13-24V) and

aspheric lens (PN A390TM-A, Thorlabs). The laser output of the setup reaches up to

4 mW of stabilized 399 nm laser light.
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369 nm Commercial Stabilized Doubling System

To drive the dipole Doppler cooling transition laser light at 369nm is required, which is

generated by a commercial frequency doubling system (PN TA-SHG 36, Toptica photon-

ics). An ECDL produces light at 738 nm with ∼ 60 mW output power, which is then

amplified by a tapered amplifier to ∼ 350 mW. The light is then frequency doubled by

a SHG (Second Harmonic Generation) crystal (Lithium Triborate). The conversion effi-

ciency of SHG crystals scales with the incident laser intensity, hence the crystal is placed

in a bow-tie cavity. The cavity increase the intensity of light at 738 nm passing through

the crystal and improves the conversion efficiency further via a multi-pass configuration.

Under optimal conditions the doubler system produces up to 60 mW output power of

369 nm light.

When cooling 171Yb+, transitions from both ground-state hyperfine levels need to be

addressed, see Fig. 2.16. We do this by applying sidebands at 14.7 GHz to the laser light.

Such high frequency sidebands can not be applied directly to the laser diode and therefore

an electro optic modulator (EOM) driven with 7.35 GHz is placed between the ECDL and

tapered amplifier, resulting in 14.7 GHz sidebands on the 369 nm light.

935nm Stabilized Direct Diode Laser System

Efficient Doppler cooling requires uninterrupted excitations and decays between the main

dipole transition levels at 369 nm. With a low probability (0.5%) the ion decays to a

different state and needs to be repumped into the ground state of the cooling transition,

see Fig. 2.15. The required laser light for this transition at 935 nm is generated by an

ECDL setup similar to the 399 nm setup. A commercial laser diode (PN RLT940-100GS,

Reithner) is used in combination with an aspheric lens (PN C330TM-B, Thorlabs) and

diffraction grating (PN GH13-1210, Thorlabs). The 935 nm ECDL reaches output powers

of up to 20 mW. Sidebands at 3.08 GHz need to be applied to the 935 nm laser light when

trapping 171Yb+, see Fig. 2.16. Due to the lower frequency the 935 nm laser diode can be

directly modulated by adding an oscillating current, with frequency f = 3.08 GHz, onto

the dc laser current.
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638nm Stabilized Direct Diode Laser System

Should the ion get hit by background gas molecules/atoms it can be knocked into a dark

state with extremely low decay rate. In the dark state the ion can’t be detected or cooled

and will be lost after a certain amount of time due to motional heating. Laser light

at 638 nm (PN DL-6148-030, Sanyo) collimated with an aspheric lens (PN A390TM-B,

Thorlabs) onto a grating (PN GH13-24v, Thorlabs) is used to repump the dark states.

The setup produces frequency stabilized emissions with up to 20 mW of power. The

wavelength is scanned instead of applying sidebands when trapping 171Yb+ as the dark

state is only reached very rarely (on the order of several minutes).

3.1.2 Laser Locking Schemes

All of the used lasers have a tunable external cavity, which can be used to stabilize or

‘lock’ the laser’s emission to a certain wavelength. To lock the lasers a signal is required

which allows the piezo actuators of the cavity to adjust for deviations from the chosen

wavelength.

A stable reference source, in our case a laser at 780 nm, is locked to the stable atomic

transition of rubidium, which are unaffected by temperature changes or vibrations. Sta-

bilised 780 nm reference laser light and 739 nm or 935 nm laser light are send through the

same cavity and transmission peaks of both are compared in a so-called transfer cavity

lock scheme. Laser wavelengths are also measured directly using a wavemeter and the

feedback is used to lock the 399 nm and 638 nm laser.

Transfer Cavity Lock

The transfer cavity lock compares the reference signal at 780 nm, with the 738 nm,

and 935 nm laser output. In principle also the 369 nm or 399 nm laser light can be

compared but cavity mirrors with high reflectivity at both 369 nm and 780 nm would

require a custom optical coating and special mirror substrate, making it very expensive.

The 638 nm laser will be scanned for most experiments and therefore can not be locked

to a single wavelength.

The locking scheme was designed and installed by Robin Sterling and is based on absorp-

tion lines of a neutral Rubidium atom vapour cell providing a stable and precise reference

wavelength. In the described setup an ECDL at 780 nm is used, consisting of a diode
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laser (PN GH0781JA2C, Thorlabs) with aspheric lens (PN GH0781JA2C, Thorlabs) and

grating (PN GR13-185, Thorlabs). The 780 nm is locked to the absorption lines of the 87

Rb 2S1/2 ↔2 P3/2 transition at 780 nm [130].

The 738 nm and 935 nm lasers are locked to the stable 780 nm reference using Fabry-

Perot confocal (FPC) cavities with highly reflective and low transmission loss mirrors.

Polarising beam splitters (PBS) are used to combine the 738 nm or 935 nm laser with

the reference laser and both are sent through a FPC cavity. Using another PBS the

beams are separated again and each sent onto photodiodes (PN Si PIN photodiode S5972,

Hamamatsu). Electronically controlled piezo actuator attached to one of the mirrors are

used to control or modulate the length of the cavity. The 935 nm laser is locked to

the 780 nm reference by modulating the cavity and comparing the resulting transmission

signals with a software proportional, integration and differential (PID) controller. Due to

the slow scanning of the cavity length (∼ 70 Hz) and realtime software processing speed,

the feedback update rate is limited to ∼ 10 Hz.

For the 738 nm laser an improved transfer cavity lock was used, where the 780 nm laser

light is passed through an acoustic optic modulator (AOM) that modulates the wavelength.

The cavity does not have to be scanned anymore and the piezo is only used to stabilize

the cavity length and to keep it on resonance with the 738 nm laser. An in-house built

hardware PID controllers analyze the signals from the photodiodes and feedbacks to the

738 nm laser and cavity piezo with an update rate of ∼ 1 kHz.

The setup and working principal of the transfer cavity lock is described in more detail

in [113].

Wavemeter Lock

Setting the exact wavelength of the 935 nm and 738 nm laser before trapping an ion is

accomplished using a wavemeter (PN HighFinesse W7). Additionally the wavemeter is also

used to lock the 399nm and 638nm laser by sending the measured output wavelengths to

the previously discussed LabView Real-Time computer. The LabView software processes

the data and sends a feedback signal to the laser piezo drivers. The accuracy of the

wavemeter is specified to 60 MHz below 1100 nm and 200 MHz below 370 nm, [90]. To

avoid long term drifts or systematical errors, the wavemeter can be calibrated using the

780 nm reference laser or suitable external laser references.
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Besides setting the laser to the required wavelength before trapping and locking certain

lasers (399 nm, 638 nm) the wavemeter is essential to measuring the exact transition

wavelengths of the cooling transitions of the Yb-isotopes, described in the following section

3.5.3.

3.1.3 Optical Table Setup

A schematic of the entire laser setup during the initial ion trapping experiments is shown

in Fig. 3.3. Small fractions of the laser beams are coupled into multi-mode fibres and sent

to the wavemeter switcher. On the way towards the ion trap the beams are coupled into

single-mode optical fibres. If changes are made to the diffraction grating or otherwise to

the beam angle, only the fibre coupler has to be realigned instead of realigning the entire

optical system. Single-mode fibres also provide spatial output profiles with a gaussian

shape. Flipper mirrors can be used to couple the beams into a second set of fibres leading

to a second experiment. As a result, changing the active setup from one vacuum system to

another only requires small adjustments to the fibre couplers. The schematic also shows

the optical isolators close to the EDCLs (369 nm system has isolators built in), which

make sure that no light is reflected back into the diodes. The EOM is used to modulate

14.7 GHz sidebands onto the 369 nm laser as discussed. The AOM serves as a fast beam

switcher for heating measurement experiments.

3.2 Imaging Setup

Detecting fluorescence of trapped ions during Doppler cooling requires an efficient imag-

ing setup optimized for 369 nm emissions. Collecting scattered photons with minimal

background light, low noise and highest possible efficiency is especially important for high

fidelity state detection experiments. An imaging system suitable for this task was designed

by James Siverns and is explained in more detail in [131]. Efficient photon collection starts

with the appropriate objective lens system and a maximal collection angle. A triplet lens

(PN 54-17-29-369, Special Optics) with a resolution of < 1 µm [131] is positioned 23.54 mm

away from the trapped ions, collecting 2.2% of the emitted photons. The objective has a

magnification at the ions position of Mtriplet = −17.5, and an image distance of 549.7 mm.

At the image distance an iris (PN SM1D12SZ, Thor Labs) acts as a spatial filter reducing

scattered light from the electrodes and other background noise. The iris is followed by an
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Trapped Ion

Figure 3.3: Overview of the laser and locking setup used for the experiments discussed in
this chapter.
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adjustable doublet lens system providing a way to adjust the image size on the detector

via the doublet magnification Mdoublet = −16 → −0.45. Lenses and iris are placed inside

adjustable tubing (PN SM1ZM, Thor Labs) mounted onto a translation stage shown in

Fig. 3.4. The same lens system is also reproduced for the second vacuum system, see Fig.

3.4.

Figure 3.4: Schematic of the imaging setup for two vacuum systems. Flipper mirrors allow
imaging of two vacuum system with the same EMCCD and PMT. Translations stages are
used to exactly position the focus of the imaging system on the trapped ions.

Both imaging tubes end inside a light-proof construction where a first flipper mirror allows

to switch between ion trap systems. Followed by a narrow band 369nm light filter (PN

FF01-370136, Semrock) removing any potential scatter from ambient light or the other

laser sources. A second flipper mirror deflects the collected photons onto a photomulti-

plier tube (PN H8259-01, Hamamatsu) or electron multiplying CCD array (PN iXon 885

EMCCD, Andor) [90].

3.3 Vacuum Systems

Trapped ions can lose information encoded in the qubit states or be entirely lost from

the trap when hit by background gases. To reduce the chance of collisions, ion traps are

housed at a pressure of∼ 10−12 Torr in an ultra high vacuum (UHV) system. Reaching and

maintaining such a pressure requires a sophisticated setup of UHV compatible materials,

special UHV pumps and suitable cleaning and baking procedures.
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Ultra High Vacuum Technologies, Procedures and Pumps

Before designing an UHV system, compatible materials have to be selected. Low out-

gassing rates, tolerance to elevated temperatures during baking at 200◦C, resistance to

the cleaning procedure (ultrasonic acetone cleaning) and low porosity are essential. Com-

monly used materials in UHV systems include oxygen free copper (OFC), low oxygen

stainless steel, aluminium, glass, polyether ether ketone (PEEK), polytetrafluoroethylene

(PTFE), Kapton, non-porous ceramics and ceramic cements.

If a new material has to be used in the UHV system and no references for use at UHV

pressures can be found, one can make a rough estimate of the outgassing rate OR as long as

the Total Mass Loss (TML) and the mass of the material M is known. A large TML data

base for a variety of materials used in vacuum systems, but not UHV systems is published

by the National Aeronautics and Space Administration (http://outgassing.nasa.gov/). An

estimate for OR can be made by following the calculation in [132]:

OR =
mnomTML

Anom

pstdVstd
Mmat∆t

=
TML

M
0.1555 Torr · liter · cm−2 · s−1 (3.1)

Here Mmat is the molar mass of the material and under standard conditions pstd =

760 Torr, Vstd = 22.4 liter·mol, Anom = 0.3167 cm2 and mnom = 2.5 · 10−4 kg. This

allows a rough estimate to be made for materials that have not been used in a UHV

chamber before.

In addition to selecting the correct materials virtual leaks have to be avoided. Structures,

where two plates are pressed against each other can trap air and need to be avoided oth-

erwise gases will gradually leak and prevent the chamber from reaching UHV. Machining

grooves into surfaces and using screws with vent holes will prevent these virtual leaks.

Before assembling the vacuum system, suitable individual parts should be baked at 200◦C

for two weeks under normal atmosphere. During the baking, chamber surfaces will form

thick oxide layers reducing H2 and CO leaking out of the steel when evacuated [133]. All

system parts need to be cleaned thoroughly using an ultrasonic bath with acetone and

isopropyl alcohol (IPA).

After assembly, the system is connected to multiple vacuum pump stages and baking is

repeated under vacuum. The first pump stage uses a diaphragm (PN SA0150MCCF, K.J.

Lesker) and turbo molecular pump (PN M S03525, Pfeiffer Vacuum), reaching pressure as
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low as 10−8 Torr. Turbomolecular pumps use a turbine rotor rotating at 90,000 rpm, with

angled rotor blades forcing molecules hitting the blades towards the outlet of the pump.

Turbomolecular pumps are especially effective when pumping heavy molecules and atoms,

but struggle with very light particles like He and H2.

After reaching at least 10−6 Torr the second pump stage consisting of an ion getter pump

(PN 9191145, Varian) and a titanium sublimation pump (PN 9160050, Varian) can be

activated. Strong electric fields are applied between two plates inside the ion getter pump

ionizing the gas molecules and accelerating them into the titanium cathode of the pump,

where they will be chemically bound. All light and heavy molecules, except noble gases

[134], can be pumped very efficiently with most ion getter pumps.

When the baking procedure is complete the TSP is run for 4-5 days in short cycles1 and

the pressure can be further reduced to 10−12 Torr. This pump evaporates fresh titanium

from filaments onto the chamber walls of the pump. Most molecules and atoms hitting the

fresh titanium stick to the wall (noble gases don’t stick to titanium) and are later buried

under a new layer of titanium.

Measuring such low pressures is possible using a hot filament ion gauge (PN UHV-24p

Bayard-Alpert, Varian). Ion gauges excite and accelerate electrons which ionize the back-

ground gas and lead to a measurable current. One has to keep in mind that the measured

current and therefore measured pressure will depend on the background gas composition.

3.3.1 Vacuum Chambers

Two vacuum chamber designs are currently in use, the first design houses the macroscopic

symmetric trap used for initial trapping and experiments discussed in this chapter, see

Fig. 3.5 (a). A second chamber with larger hemisphere allowing for better optical access

and to house larger mounting structures was designed later and is shown in Fig. 3.5 (b).

The new chamber also features a larger chip bracket that can accommodate 200pin chip

carriers. Modifications to the vacuum system presented in chapter 7 and new ion trap

architectures discussed in chapter 6, were designed to be used with the new chamber.

Vacuum System One

The main chamber of the first vacuum system was constructed by welding a stainless

steel (316L) 4.5” spherical octagon (PN MCF450-SO20008-C Kimball Physics) onto a

1∼1min every 2-3 hours
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Figure 3.5: SolidWorks illustrations with cuts through half the chambers allowing a com-
parison between vacuum system one (a) and vacuum system two (b).
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4.5” Magdeburg hemisphere (PN MCF450-MH10204/8-A Kimball Physics), see Fig. 3.6.

A total of 10 viewports allow for flexible optical access from different angles, making it

possible to house asymmetric and symmetric traps.

Symmetric traps are mounted on a custom carrier mount, asymmetric traps are mounted

on a commercial 101-pin ceramic pin grid array (CPGA) chip carrier (PN PGA10047002,

Global Chip Materials). Both, the chip carrier and custom carrier mount feature the

same pin footprint, and fit into a custom made in-house built chip bracket, see Fig. 3.6

(2). The bracket is constructed from two PEEK plates that sandwich 90 gold coated pin

receptacles (PN 0672-1-15-15-30-27-10-0, Mill-Max ). Kapton insulated copper wires are

crimped to the back of the receptacles on one side, shown in Fig. 3.6 (1) and connected

to two 50 pin D-sub connectors on the other side. These connectors are plugged into

6” D-sub vacuum feedthroughs (PN IFDGG501056A, K.J.Lesker). Pin receptacles and

thick bare copper wires are used to connect the rf electrodes and ground to a high voltage

feedthrough (PN EFT 0521052 from K.J.Lesker). To prevent shorting, ceramic beads (PN

36-4090, RS Components) are used for insulation. Mounting plates and groove grabbers

(PN MCF450-GG-CT02-A, Kimball Physics) attach the chip bracket to the hemisphere.

Four atomic ovens providing a neutral Yb flux are mounted onto the chip bracket, two

are loaded with enriched Yb and two with natural Yb. Asymmetric traps and symmetric

traps require the flux to come from different directions, making four ovens necessary. The

atomic ovens are constructed from a ∼ 20 mm long stainless steel tube (ID 0.0325”), which

is crimped flat at one end and welded shut with a constantan foil. The tubes are filled

either with 90% enriched 171Yb wire (PN OA0036, Oak Ridge National Laboratory) or

natural Yb (PN GO0196, Goodfellow Cambridge Limited). Passing a high current (5-7 A)

through the constantan foil via attached insulated copper wires for several minutes heats

the oven up to 400◦C, which is enough to break the naturally formed oxide layers and

evaporate Yb.

Six 1.33” ConFlat (CF) flange viewports (PN VPZL-133Q, K. J. Lesker) are placed on

the spherical octagon, which are used for optical access to surface traps. Optical access

for symmetric traps is provided via two 1.33” and one 2.75” CF flange viewports (PN

VPZL-275Q, K. J. Lesker) on the hemisphere. A custom designed (by Altaf Nizamani)

4.5” CF flange recessed viewport (manufactured by K. J. Lesker) is used on the front of

the hemisphere. The custom design is required to position the imaging objective 23.54 mm

away from the trap center, which is necessary for a high collection efficiency. All viewports
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are made of UV-grade quartz fused silica glass, which has a custom antireflection (AR)

coating (by Laseroptics), reaching transmissions rates of 97% for all wavelengths used.

The entire system is described in more detail by Altaf Nizamani in [135].

Figure 3.6: Picture of the assembled vacuum system one inside the oven chamber used for
baking. The two insets show the wiring inside of the chamber (1) and the chip bracket
(2).

Vacuum System Two

To house a new experiment [102], a second vacuum system was designed and assembled by

Robin Sterling [113], which was optimized for larger chip carriers and better optical access.

Welding a 6” spherical octagon (PN MCF600-SphOct-F2C8, Kimball Physics) together

with a 6” weldable cluster (PN MCF450-WeldClstr-E1C4, Kimball Physics) increases the

volume of the main chambers dramatically as shown in Fig. 3.5. The increased space is

used to house larger CPGA chip carriers (PN PGA10047002, Global Chip Materials) with

a 200 pin footprint shown in Fig. 3.7(2). The chip bracket was redesigned to fit the larger

carriers and additional adjustment rails were added. Mounting screws are added allowing

a fine adjustment of the chip carrier position and angle with respect to the front window.

Previously used 1.33” viewports were replaced with larger 2.75” ports, otherwise the view-

ports are identical to system one. Also the front window is replaced with a larger custom
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recessed 6” view port in this system. Additionally some of the feedthroughs and pumps

were rearranged and additional SMA feedthroughs were attached to the system. The

entire system is shown in Fig. 3.7.

Figure 3.7: Assembled vacuum system two inside the same baking oven as system one.
Inlets shown the wiring inside the chamber (1) and the chip bracket facing the front
window (2).

3.4 Dc Voltage Supply, Helical Resonator and Trap Char-

acteristics

Generating and delivering stable, noise free rf and dc voltages is essential for the operation

of ion traps. As discussed in section 2.2.2 any electrical noise at frequencies close to the

secular frequencies ω or Ω ± ω, where Ω is the drive frequency, lead to an increase in
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heating rate [116, 117]. Fluctuations of the rf voltage amplitude V or frequency Ω will

additionally cause a change in secular frequencies ω. Fluctuations of the dc voltages result

in changes of the axial secular frequency (ωz) and the ions positions z0.

Static voltages can be heavily filtered using low-pass filters to minimize noise close to

the secular frequencies reaching the dc electrodes. The voltages Ui are supplied by non-

switching bench top power supplies 2.

Generating clean, stable rf voltages with amplitudes on the order of several hundred volts

is necessary to achieve high trap depths as discussed in section 2.1. A resonator circuit

with a very narrow frequency bandpass and high voltage amplification is ideal for this

task. High quality factor (Q) helical resonators can achieve these requirements. Helical

resonators also provide an impedance matching between rf source and ion trap, sufficiently

amplify the input voltage and can reach very high loaded Qs of more than 200 [104]. The

helical resonator used for experiments described in this chapter is shown in Fig. 3.8.

Figure 3.8: Picture (a) shows the entire helical resonator, connectors to the vacuum HV
feedthrough point upwards. Top cover (b) and inside of the resonator (c) are shown next.
The schematic (d) shows a resonator with shield height S.H., diameter S.D., wire diameter
W.D., coil diameter C.D. and coil pitch C.P.

When designing the resonator and calculating the Q, all components of the resonant

circuit have to be considered. A detailed guide on helical resonator and how to design one

suitable for a specific setup is given in [104]. Following the guide we see that the quality

factor Q will be determined by the total inductance L, capacitance C and resistance R of

the resonating system, but can also be expressed in terms of resonant frequency f0 and

2switched mode power supplies have an inherent noise at close to 500kHz and should be avoided in an
ion trap setup if possible
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Shield Height S.H. (mm) 76± 1

Shield Diameter S.D. (mm) 105± 1

Wire diameter W.D. (mm) 52± 2

Coil diameter C.D. (mm) 4.0± 0.1

Coil Pitch C.P. (mm) 7± 3

Number of Turns 7.75

Table 3.1: Table with all relevant helical resonator parameters used for experiments de-
scribed in this chapter [90].

bandpass bandwidth ∆f :

Q =
1

R

√
L

C
=

f0

∆f
and f0 =

1

2π
√
LC

(3.2)

Magnitude of the generated rf voltage V depends on the Q factor, rf power P and geometric

factor κ = (L/C)1/4 defined in [104]:

V = κ
√

2PQ (3.3)

The resonant circuit inductance, capacitance and resistance are affected by the feedthrough,

in-vacuum wiring, chip bracket and carrier, wire bonds and rf electrodes. For the opera-

tion of the macroscopic trap described in the following section 3.5.1, a helical resonator

with the dimensions shown in table 3.1 was used.

A total capacitance of C = 17±2 pF was measured for the entire trapping setup, including

the ion trap, wiring and feedthrough and a resistance between rf electrodes and resonator

was measured to be R ∼ 0.1 Ω. The Q of the entire resonant circuit was measured to be

∼200 at a resonant frequency f0 = 21.49 MHz. After trapping it was possible to exactly

determine the geometric factor κ, from the input power P and exact peak rf voltage3 V

to κ = 12.9± 1.4.

The rf voltage is generated by a commercial function generator (PN HP 8640B, Hewlett

Packard) and amplified using a high power (max output 30W) rf amplifier (PN NP-541,

MiniCircuits). The exact output power is measured using a directional coupler and power

meter (PN NAUS 3, Rhode and Schwarz) placed between the amplifier and the helical

resonator.

Microfabricated asymmetric traps can have much larger trap capacitances of 15-20 pF [113]

3calculated from measured radial secular frequencies, see section 2.1.2
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compared to macroscopic trap capacitances, which commonly have a capacitance on the

order of 1-5 pF. The additional capacitance will reduce the Q of the resonator and a

different design might be necessary to achieve sufficient narrow bandpass filtering. To

limit the impact of large trap capacitances on the Q it is important to keep wiring and

feedthrough capacitance at a minimum. Electrical characteristics of microfabricated ion

traps will be discussed further in chapter 4.

3.5 Macroscopic Ion Trap, Trapping and Initial Experiments

For initial trapping in a new experimental setup a macroscopic ion trap with high ion

electrode distance and large trap depth is ideal. It provides good optical access, large trap

depths and low motional heating. Hence an asymmetric blade trap was designed by Robin

Sterling, achieving a compromise between large ion-electrode-distance and satisfying the

size constraints of the small carrier mount footprint (∼ 3× 3 mm).

3.5.1 Blade Trap

The trap consists of two layers of gold-plated stainless steel electrodes placed symmetrically

around the trap center, see Fig. 3.10. The blade electrodes are separated by 343(14) µm

and 554(14) µm using PEEK spacers, providing enough space for optimal optical access

for the 369 nm laser beam and limiting scattering, show in Fig. 3.9 (a). The dc electrodes

are segmented allowing confinement in the axial direction by applying a static potential

illustrated in Fig. 3.9 (b). Additionally three gold coated steel rods are placed close to

the trap centre allowing the compensation of micromotion caused by stray fields, of which

two are currently connected.

The electrode separation in the x and y-directions is close to symmetric, compared to

microfabricated symmetric traps, where the ratio between electrode separations can be on

the order of 15:1 [76]. This results in an almost hyperbolic potential and the geometric

factor discussed in section 2.1.3 is close to one resulting in maximum trap depth for the

chosen ion-electrode distance.

Minimum separation between rf and dc electrodes is 50 µm, making it possible to apply

very large rf voltages and achieve high trap depths of several eV. The entire electrode

construction is placed on a gold coated steel plate with peek insulations providing shielding

of any possibly exposed dielectric from the trapping zone shown in Fig. 3.10 .
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Figure 3.9: (a) cross-section of the ion trap electrodes showing the dc electrodes in blue,
rf in green and compensation in yellow. (b) three-dimensional drawing of the blade trap
with labelled dc electrodes.

Figure 3.10: Picture of the assembled blade trap with wiring and mounting plate.
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Dc 1 (V) 148.88(1)

Dc 2 (V) 7.36(1)

Dc 3 (V) 25.03(1)

Dc 4 (V) 0 V

Dc 5 (V) 0 V

Dc 6 (V) 0 V

Compensation 1 (V) 169.22(1)

Compensation 2 (V) 169.22(1)

Compensation 3 (V) -2.7 (1)

RF (V) 680 (10)

Table 3.2: Table with dc and rf voltages applied to the electrodes labelled in Fig. 3.9 (b)
for initial trapping and experiments.

During assembly and baking some of the electrodes slightly shifted and resulted in shorting

of one dc electrode to GND. The exact geometry was determined after assembly and baking

using scattered laser light and the imaging system. The measured dimensions, shown in

Fig. 3.9, were then used to simulate the exact trap potential using the earlier discussed

numerical BEM tool CPO 4.

For initial trapping an rf voltage V = 680(10) V and drive frequency ω = 2π× 21.48 MHz

were used and the corresponding simulated pseudopotential of the trap is shown in Fig

3.11. The entire set of voltages applied to the electrodes is summarized in table 3.2.

Low ψ

High ψ

Figure 3.11: Pseudopotential simulations of the blade trap showing the potential in x and
y axis at z0.

4Simulations performed by Robin Sterling
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3.5.2 Initial Trapping

The first 174Yb+ ions were trapped on the 9th of December 2009, and the first experiments

and detailed characterization of the blade trap followed soon after. After trapping 174Yb+

several other isotopes were trapped 176Yb+, 172Yb+, 171Yb+ and 170Yb+. Single and

multi-ion crystals were trapped for several hours, shown in Fig. 3.12, demonstrating the

high trap depth and stable trapping.

Figure 3.12: Pictures showing trapped Yb+ ions. (a) String of three crystallized 171Yb+

ions, (b) longer string containing different Yb isotopes, only 171Yb+ is cooled and fluo-
resces. For (c) and (d) the secular frequency in axial direction was reduced, as a result
Yb+ ions arrange in a zig-zag configuration.
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3.5.3 Measurement of Transition Frequencies of Several Yb Isotopes

Being able to trap the previously mentioned Yb isotopes and having access to a very precise

wavemeter made it possible to determine the exact wavelengths of Doppler-cooling-relevant

transitions. The ionizing transition wavelengths were determined using a different setup

by Altaf Nizamani and James McLoughlin prior to first ion trapping [123].

After trapping new ytterbium isotope the wavelengths for the 369nm and 935nm wave-

length transitions were determined by scanning the respective laser and observing the

fluorescence. At maximum florescence the peak wavelength of the transition is reached

and the wavelength can be read off the wavemeter. To reduce systematic noises and long

term drift effects the wavemeter was calibrated prior to every measurement.

When trapping 171Yb+ the setup needs to be slightly extended. The more complicated

cooling transition diagram described in section 2.3.2 requires the appropriate sidebands

to be applied to the cooling lasers for efficient cooling. Also an external static magnetic

field needs to be applied (∼ 0.5 mT) [90] using a set of Helmholtz coils. The magnetic

field is used to shift the degenerate states of 2S1/2; | F = 1〉 [136], which would otherwise

superimpose to form dark states if driven with a laser of constant polarization. Applying

a magnetic field causes Zeeman shifts of the degenerate states by unequal amounts, which

reduces the population of the dark state.

The transition wavelength can then be measured similar for the other isotopes. Measured

wavelengths for all trapped isotopes are summarized in table 3.3

Isotope 369nm Transition 935nm Transition
170Yb+ 369.52364(6) 935.19751(20)
171Yb+ 369.52604(6) 935.18768(20)
172Yb+ 369.52435(6) 935.18736(20)
174Yb+ 369.52494(6) 935.17976(20)
176Yb+ 369.52550(6) 935.17252(20)

Table 3.3: Doppler cooling transition wavelengths measured for a variety of Yb isotopes
[90].

3.5.4 Measuring Secular Frequencies

Secular frequencies of all motional axes were measured by applying an oscillating potential

of frequency fosc to one of the dc electrodes. The oscillating voltage is generated using an rf

frequency generator and connected to a dc electrode via the filter box. The corresponding
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low-pass filter was temporarily disconnected allowing the high rf modulation to reach the

dc electrode. Frequency fosc is scanned, and when close to a secular frequency causes a

drop in fluorescence and decrystallization of the ion. The oscillating potential excites the

secular motion, increasing its amplitude and consequentially the Doppler shift of the ion.

To improve the accuracy of the measurement, the frequency fosc is scanned towards the

secular frequency from higher (fosc > ω/2π) and lower values (fosc < ω/2π). When the

exact frequency is found, the dialed-in frequency values are confirmed using an oscilloscope.

Using the rf and dc potentials described in section 3.5.1 the secular frequencies were

measured as ωx = 2π × 2.069 ± 0.001 MHz, ωy = 2π × 2.110 ± 0.001 MHz for the radial

frequencies and for the axial frequency ωz = 2π × 1.030± 0.001 MHz, [90].

Based on the these results, known trap dimensions, electric field simulations and the

applied drive frequency Ω ∼ 2π× 21.48 MHz it is then possible to calculate the exact trap

depth Ξ = 4.9(2) eV and applied rf voltage amplitude V= 680(10) V.

3.6 Heating Rate Measurement and Discussion

Following the earlier experiments a heating measurement was performed by detecting

the ion fluorescence during Doppler recooling, based on the model described in [114].

By blocking the cooling beam for a certain ‘delay time’ we let the ion heat up. After

unblocking the cooling beam we observe the fluorescence rate of the ion. Based on the

fluorescence rate evolution during this ‘recooling’ cycle it is possible to determine how

much energy the ion gained during the delay time. Repeating the experiment for several

different delay times we can extrapolate the heating rate.

Similar to section 2.2.2 we will assume that the heating rate is dominated by anomalous

heating, which might depend on the surface quality of the electrodes. It was considered

that ytterbium, deposited onto electrodes during ion loading, could result in a considerably

higher heating rate compared to other ion species. Should the heating rate be much higher

than expected, successful application of sideband cooling might be prevented.

3.6.1 Micromotion Compensation

Before performing a heating rate measurement, extrinsic micromotion caused by static

stray fields pushing the ion out of the rf nil needs to be minimized. Several methods
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to minimize micromotion are described in [137]. The ion is trapped at least 10 min

prior to the compensation, allowing the charge build up caused by the ionized Yb flux to

discharge. Using the camera described in section 3.2 we can directly observe movement of

the ion when reducing or increasing the rf potential. The applied rf voltage is reduced and

potentials on dc electrodes and compensation rods are changed to bring the ion back into

its original position. Afterwards the rf voltage is set back to the original value. The steps

are repeated multiple times while decreasing the rf voltage further, until the ion stays in

the same position.

To confirm the successful micromotion compensation, the power broadened linewidth of

the 369 nm Doppler cooling transition is mapped out. Recording the florescence count of

the ion using the PMT while scanning the wavelength of the 369 nm laser provides the full

width half maximum (FWHM) of the transition linewidth, which is equal to L = Γ
√

1 + s

for a perfectly compensated ion. Micromotion compensation steps were repeated until we

couldn’t reduce the FWHM any further.

The saturation parameter s depends on the intensity of the 369 nm laser beam at the ion’s

position, following s = I/Isat, where Isat is a transition dependent constant. Determining

the exact laser intensity can be difficult, which is why the maximum fluorescence count

was used instead to determine the saturation parameter. The excited state population

ρexcited (section 2.2.1) is proportional to the fluorescence rate during Doppler cooling

dN/dt ∝ Γ · ρexcited. For s → ∞ the population ρexcited will be 1/2. After micromotion

compensation the laser intensity was increased until a maximum fluorescence count was

reached, halving the count rate yields a saturation parameter of s ∼ 1. Repeating the

transition linewidth measurement yielded a FWHM of ∼ 40 MHz, which is significantly

higher than the expected 27.86 MHz. A possible cause for the broader linewidth will be

discussed in section 3.6.2.

3.6.2 Experimental Recording of Fluorescence Curves

The heating measurement makes use of the model described in [114] based on the fluo-

rescence evolution during Doppler recooling. Doppler cooling described in section 2.2.1

will be used as basis for the following description. The model assumes that the observed

fluorescence changes during recooling happen in one dimension. If the secular frequency

in one axis is much lower compared to the other two (ωz << ωx,y) the heating in this axis

will be much higher (dN/dt ∼ ω2) and the assumption can be made. In our ion trap the
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confinement in the axial direction is provided by static potentials and can therefore be

adjusted appropriately. The theoretical background of the model is described in App. A.

Utilizing the model, heating rates for a single trapped 174Yb+ ion and different secular

frequencies in the axial direction ωz were measured. Secular frequencies in the radial

directions were ωx = 2π × 2.069± 0.001 MHz, ωy = 2π × 2.110± 0.001 MHz. The secular

frequency in the axial direction was varied between ωz = (178, 287, 355)±0.001 kHz. After

successful micromotion compensation the 369 nm cooling laser was detuned 6 MHz from

resonance.

Data acquisition and control of the experiment is handled by a special LabView program

running on an FPGA card (PN NI-PXI-7842R, National Instruments). The program was

written by Altaf Nizamani and is able to directly record output signals coming from the

PMT and also to control the acousto-optic modulator (AOM). Fluorescence counts coming

in the form of TTL pulses from the PMT are saved in 50 µs bins on the card’s memory.

The 369 nm beam is turned off by the AOM, allowing the ion to either heat up, or be

Doppler cooled. In Fig. 3.13 the timings for the measurement are illustrated. First the

beam is turned on for 1 sec to make sure the ion is fully recooled, then the beam is

turned off for a variable delay time, the ion is heating up. Now the beam is unblocked and

fluorescence counts are recorded for 4 ms during the recooling period. Data acquisition

starts 1 ms before the beam is turned on to make sure none of the recooling fluorescence

counts are missed.

Figure 3.13: Time schematic illustrating the timings used to measure the gain in motional
quanta of the ion after a certain delay. The measurement period starts 1ms earlier than
the Doppler recooling to account for eventual delays in the data acquisition.
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Delay times (when the cooling beam is blocked) were varied from 1-7 seconds and for each

measurement 500 runs with identical parameters were recorded. Due to the thermal dis-

tribution of the mean starting energy and very low fluorescence count of detected photons

many runs are required to achieve a good fluorescence curve.

After the runs were recorded a second linewidth measurement confirmed that there was

no substantial increase in micromotion.

All fluorescence counts vs time are then added together and the count rate is normalized.

By varying the mean energy in equation A.8 the recorded fluorescence rate is manually

fitted with the curve predicted by the model. In Fig 3.14 the fluorescence counts evolution

is plotted and fitted for a delay time of 5 seconds and a secular frequency of ωz = 2π ×

178(1) kHz. The average degree of motional excitation at the start of the recooling cycle

can then be directly calculated from the mean energy Ē = ~ωn̄ and is equal to n̄ =

61(5)× 104 quanta for the present case in Fig. 3.14.
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Figure 3.14: Normalized count rates summed up from 500 runs for ωz = 178(1) kHz with
a delay time of 5 sec. The average amount of quanta before recooling was determined to
be n̄ = 600, 000.

Standard deviations for each 50 µs bin were calculated and used as basis for the error

analysis of the initial mean energy Ē. This error was used for the rest of the calculations

and is propagated through the rest of the fits and calculations.

Repeating the measurement for delay times of 1,3,7 sec allows us to plot the gained mo-
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tional quanta vs time Fig. 3.15.

Figure 3.15: The gained motional quanta for ωz = 2π×178(1)kHz after a 1,3,5,7 sec delay
time is plotted and fitted with a linear fit. Heating rate derived from the linear fit is equal
to dN/dt = 40.5(8) ∗ 103 quanta/sec. The offset of ∼ 440, 000 quanta will be discussed
later.

The data points can be fitted and the heating rate dN/dt can be extracted. The offset

of quanta will be discussed in detail in section 3.6.2 and will be ignored for the purpose

of deriving the heating rate. From the gradient of the fit a heating rate of dN/dt =

40.5(8)× 103 quanta/sec was derived with equation A.8.

The measurement was repeated for secular frequencies of ωz = 2π × 287(1) kHz and

ωz = 2π × 355(1) kHz. Comparing results from different secular frequencies gives a good

indication if the results follow the expected 1/ω2 dependency. Heating rates corresponding

to the three secular frequencies ωz = 2π × 178(1) kHz, ωz = 2π × 278(1) kHz and ωz =

2π × 355(1) kHz are plotted in a log-log graph and fitted in Fig. 3.16.

To compare this result with other ion traps and ion species we calculate the electric field

noise density S, that would cause such heating and multiply it by the secular frequency

and thereby scale out the ion mass m and secular frequency ωz. A summary of heating

rate results from various experiments [75] is shown in Fig. 3.17 and the result from the

discussed heating measurement is highlighted.

It can be seen in Fig. 3.17 that the heating rate for a Yb ion traps with small ion electrode
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Figure 3.16: Plotting the heating rates for different secular frequencies ωz = 2π ×
178(1) kHz, ωz = 2π × 287(1) kHz and ωz = 2π × 355(1) kHz vs ω with logarithmic
scales illustrates the 1/ω2 dependency of dN/dt.

Our Result

Figure 3.17: Heating rate vs ion electrode distance for different ion trap experiments
marked according to ion species. Experiments performed at cryogenic temperatures show
considerable lower heating rates.
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distance is not significantly higher than for any other ion species.

3.6.3 Micromotion caused by RF Phase Mismatch

Coming back to the quanta offset in Fig. 3.15, after investigating possible causes for the

offset it was concluded that the ion must experience micromotion that can not be compen-

sated, also explaining the higher than expected linewidth L. One source of micromotion

that can not be compensated is rf driven micromotion caused by a phase difference of elec-

tric potentials applied to the two rf electrodes. Phase differences are caused by different

capacitances or path lengths of the connection from the helical resonator to rf electrodes.

In the macroscopic blade trap the rf electrodes are connected to a single pin on the carrier

mount using two wires. One of these wires was ∼ 2 − 3 cm longer than then other one.

This will lead to a phase mismatch of δ ∼ 0.51◦ for 2 cm wire length difference and for a

drive frequency Ω = 2π× 21.48 MHz. This rf phase mismatch has since been corrected by

adjusting the wire lengths.

Following the work in [137, 138] we will investigate the effects of this phase mismatch on

the transition linewidth and heating rate model. Instead of a zero electric field at the

rf nil the phase difference δ will cause an electric field at the ion’s trapping position of

magnitude [138]:

ERFnil = E0 cos Ωt− E0 cos (Ωt+ δ)

≈ E0δ sin Ωt for δ << 1

The non-vanishing oscillating electric field ERFnill will exert a force F = eERFnill = mẍ

onto the ion. The electric field E0 can be determined by obtaining the basis function of

one blade trap rf electrode, all dc electrodes and the second rf electrode are grounded. The

basis function value at the trapping position will then be equal to E0 and was determined

to be 748, 000 V/m. Solving the equation of motion gives the micromotion amplitude

xMM,

xMM = −qE0δ

mΩ2
= 202× 10−9 m (3.5)
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Assuming that the cooling beam enters the trap at a 27◦ angle to the micromotion axis

which is additionally tilted by 59◦ with respect to the table, then the wavevector in direc-

tion of the micromotion will be kMM ≈ 0.46 × 2π/λ. The micromotion oscillation causes

a Doppler shift equal to

kMMvMM = 0.46
2π

λ
xMMΩ ≈ 940× 103 Hz (3.6)

which is of the same order as the shift created by 450,000 motional quanta for ωz =

2π × 178 kHz and needs to be considered for the model.

Another process increasing the amplitude before recooling is a motional displacement

inside the harmonic potential caused by radiation pressure. Implications on the Doppler

recooling heating rate measurement are presented in [139]. Following this work we can

approximate the radiation pressure onto the ion as:

F = ~kzdN/dt(∆) = ~kzΓ
s/2

1 + s+ (2∆/Γ)
(3.7)

After the cooling beam is turned off the radiation pressure vanishes and the displaced ion

starts to oscillate in the harmonic potential. The amplitude of this oscillation will be on

the order of ∼ 20nm as soon as the delay time period starts. In experiments without rf

extrinsic micromotion this amplitude would be a dominant cause of a quanta offset when

determining the heating rate. In the present experiment the rf phase mismatch amplitude

is ∼ 10 higher and we do not investigate the radiation pressure further.

Using the approach in [114], the model can be extended for a three-dimensional case

including micromotion. We will use the same approach but for a one-dimensional case.

The micromotion happens in the radial direction and we’re looking at heating in the

axial direction. Nevertheless it will still affect the Doppler recooling beam and add a

Doppler shift to the transition. The Lorentzian transition profile will have a different

shape due to the micromotion Doppler shift. Following the work in [114] we can replace

the transition L(∆eff ) with a different transition profile R(∆eff ), which includes the

micromotion Doppler shift [140]:

R(∆eff ) =

∞∑
n=−∞

J2
n(β)

1

1 + ((~∆eff/E0) − n(~Ω/E0))2
(3.8)
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Where Jn is the n-th Bessel function, β is the so-called micromotion modulation index,

equal to β =| xMM · kMM |= 1.58. A comparison between the standard Lorentzian

linewidth for 500,000 quanta and the micromotion transition linewidth is shown in Fig.

3.18.

Figure 3.18: Power broadened transition linewidth L and micromotion modulated transi-
tion linewidth R are plotted with the probability density P.

Comparing the fluorescence rate fMM of an ion with 10,000 quanta including micromotion

sidebands and one fhot with 450,000 quanta not including micromotion results in approxi-

mately the same scatter rate fhot
fMM

∼ 1.06. We therefore assume that the offset in Fig. 3.15

is caused by the additional rf micromotion. More accurate calculations are not possible

as the phase difference is only known with very large uncertainty.
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Chapter 4

Microfabrication Techniques

Constructing a scalable ion quantum systems will require the individual traps to be mi-

crofabricated. Mechanically constructed and assembled traps are very useful for many

quantum information experiments, but lack certain capabilities required for scalable sys-

tems. Small, precise and unlimitedly repeatable structures are essential for such a system

and have been the basis for the tremendous success of computer chips, over one billion

transistors can be fabricated and connected on an area of only 160 mm2 1.

When used for the construction of ion traps, it is possible to fabricate large numbers of

trapping zones on a small area, including magnetic field gradients for microwave based

entanglement. Trap electrodes, gaps, buried wires, vertical interconnect access (VIA) di-

mensions and dielectric thicknesses are of similar size as micro-electro-mechanical-systems

(MEMS) features. Standard semiconductor technologies have been modified to create the

larger MEMS structures, and can also be used to fabricate ion traps.

Successful operation and design of microfabricated ion traps requires certain additional

issues to be addressed, when compared to macroscopic traps. As discussed in section

2.1.3, asymmetric designs cannot achieve trap depths as high as symmetric hyperbolic

designs due to a geometric factor. To compensate, larger voltages must be applied to the

asymmetric geometry. In addition, rf and dc electrodes are separated by only a few µm,

which can ultimately result in voltage breakdown between electrodes [141].

When using conductive or semiconducting substrates, rf electrodes have to be electrically

isolated from the substrates using a dielectric layer. Even when using a thick layer on the

order of 10-15 µm the capacitance of the rf electrodes [142] can be strongly increased. This

1Intel Ivy Bridge 4C, 1.2B transistors on a 160 mm2 chips
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leads to additional rf losses in the substrate and increased power dissipation of the trap

structure by adding an additional complex resistance to the resonant circuit. Additional

trap resistances and large rf electrode capacitances will also decrease the quality factor Q

of the resonator discussed in section 3.4.

Shrinking the trap dimensions can be useful when large oscillating magnetic field gradi-

ents are generated at the ions position [83], or strong motional coupling between ions in

individual potential wells is desired [101]. On the other hand it will reduce the ion height,

which is the distance of the trapped ion to the closest electrode and increases the mo-

tional heating in the trap due to the d4 scaling of anomalous heating described in section

2.2.2. Designing structures with exposed dielectrics close to the ion can also lead to charge

build-up, stray electric fields and even higher heating rates [143].

In the following chapter these issues will be addressed and solutions presented. Microfab-

rication techniques and processes successfully used to manufacture ion traps will be briefly

outlined. The following discussion is largely based on work presented in [75].

4.1 Voltage Breakdown and Surface Flashover

High trap depths and secular frequencies can be achieved while maintaining a low q pa-

rameter, by applying very large rf voltages to an ion trap, see section 2.1.2. For initial

trapping of ions high trap depths are essential and by using larger secular frequencies we

can also achieve lower heating rates.

Small electrode-electrode gaps and thin dielectric layers separating electrodes will cause

low breakdown voltages. Breakdown can occur either through a dielectric material (bulk

breakdown), vacuum gaps between electrodes, or across an insulating surface between

electrodes (surface flashover).

Commonly surface flashover occurs well before bulk breakdown and is the dominant factor

limiting the amplitude of the applied rf voltage. The flashover can be explained with

secondary electron emission avalanche effects [141]. Gas molecules on the surface desorb

when electrons hop across the gap and lead to flashover in the desorbed gas layer. The

initial electron emission starts at the interface of electrode, dielectric and vacuum, known

as the triple point, shown in Fig. 4.1. Imperfections or spikes in the electrode structures at

this point increase the electric field locally and will reduce the breakdown voltage. Further,

the dielectric surface, over which flashover occurs, has a strong influence on the maximum
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breakdown voltage. Recent investigations in our group showed that silicon nitride (Si3N4)

deposited in a plasma-enhanced chemical vapor deposition (PECVD) reactor shows an

increase in breakdown voltage of approximately 3.6, compared to a standard silicon dioxide

(SiO2) PECVD layer [141].

Bulk breakdown voltages are usually ∼2.5 times higher than surface breakdown voltages

for the same dielectric material, electrode separation and deposition process [144]. When

very thin dielectrics of ∼1-2 µm are used it can nevertheless become dominant. The

maximum breakdown voltage Vbulk is related to the dielectric strength of an ideal capacitor

by Vbulk = dE, where d is the thickness of the dielectric, illustrated in Fig. 4.1. There

have been many studies into dielectric strengths and an inverse power law Ec ∝ d−n was

found [144–150]. Here n is the scaling parameter and was found to be on the order of

0.5 − 1. Decreasing the dielectric layer thickness will increase the dielectric strength but

ultimately not increase the breakdown voltage if the scaling parameter lies below one.

Before applying high voltages to a microfabricated trap it is recommended to carry out

experimental tests on a similar structures to accurately determine the breakdown param-

eters. When designing traps it is important to avoid sharp corners that can give rise to

large local electric fields, and to use Si3N4 as an insulating surface between rf and dc

electrodes.

triple point

Figure 4.1: Schematic illustrating the paths for bulk and surface breakdown. Surface
breakdown commonly originates from the marked triple Point.
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4.2 RF Electrode Capacitance, Power Dissipation and Loss

Tangent

When scaling up ion trap systems the increasing resistance R and capacitance C of the

electrodes and rf losses in the dielectrics become more important. Also the inductance L

of long on-chip rf electrode connections has to be evaluated. The power dissipation PD

of resistive electrode structures and lossy dielectrics can result in dramatic heating and

even destruction of the trap. Large rf electrode capacitances and resistances will strongly

affect the quality factor Q of the resonant circuit [104] (see section 3.4). Resonator size

will increase with rf electrode capacitance and resistance to unpractical levels [104].

A simple linear trap, shown in Fig. 4.2, will be used to illustrate the following calculations

for values of C, R, L and PD. Two gold rf electrodes of width w = 250 µm, thickness

t = 5 µm and length l = 10 mm are placed on a diamond layer with dielectric constant

εr = 5.7. RF electrodes are separated from dc electrode by s = 5 µm on each side and

from a ground plate by h = 300 µm. An rf potential of frequency ω = 2π × 20 MHz and

amplitude V=200 V is applied to the rf electrodes.

Figure 4.2: Example of an ion trap structure used to illustrate the calculations of C, R, L
and PD values.

4.2.1 Capacitance Calculation of RF Electrodes

To calculate the rf electrode capacitance of an ion trap we approximate the rf and dc

electrode structure as a coplanar waveguide (CPW) with ground plate placed on the back

of the trap substrates. The capacitance C of one rf electrode will consist of the capacitance

to ground CGND and capacitance CStrip between rf and dc electrodes. Following the

derivation in [151], capacitance CGND between a metal strip and ground layer separated
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by a dielectric is given by

CGND =
3ε0l(εr + 1.41)

ln 5.98h
0.8w+t

(4.1)

where ε0 is the vacuum permittivity constant. We can derive the capacitance CGND

for one rf electrode to CGND = 0.87 pF. Capacitance between rf and dc electrodes will

be approximated as the capacitance between two microstrips sitting on a dielectric with

εr = 1. Based on the calculations in [152] we can write

CStrip = ε0εr
K(k1)

K ′(k1)
l (4.2)

the ratio between K(k1) and K ′(k1) is equal to

K(k1)

K ′(k1)
= π ln

(
2

1 + (1− k2)1/4

1− (1− k2)1/4

)−1

for 0 ≤ k ≤ 1√
2

=
1

π
ln

(
2

1 + k

1− k

)
for

1√
2
≤ k ≤ 1

where k = w
w+2S [152]. Capacitance for the entire trap structure will be Ctotal = 2 ×

CGND + 4× CStrip ≈ 2.34 pF.

4.2.2 Inductance Calculation of RF Electrodes

In a similar way the inductance of the rf electrodes is approximated with the inductance

between two plates representing the rf electrode and ground layer L = (µ0µrlh)/w [153],

where µ0 is the vacuum permeability. The inductance between rf and dc electrodes is ap-

proximated with the inductance between two wires L = µ0l/(π cosh [ sw ]) [154]. Assuming

µr ≈ 1 we can calculate the total impedance for both rf electrodes to

Ltotal =
µ0µrlh

2w
+

lµ0

4π cosh [ sw ]
≈ 8.04 nH (4.3)
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4.2.3 Resistance of RF Electrode

Before calculating the resistance R of the electrode we have to evaluate if the skin effect

will be of importance as it would reduce the area of current flow. Skin depth δ for metals

can be calculated according to

δ =

√
2ρ

2πfµ0µr
(4.4)

Here ρ is the material specific resistance and equal to ρ = 22.14 nΩ·m for gold, f =

Ω/(2π) = 20 MHz and δ = 16.74 µm. If the trap electrodes are made of gold and the trap

is operated below 50 MHz, then the skin depth will be on the order of 10 µm and can

therefore be ignored. Resistance R is then simply calculated to R = 0.18 Ω with

R =
ρl

wt
(4.5)

4.2.4 Loss Tangent of the Dielectric Layer

The loss tangent tan δ represents the ratio between lossy resistance and lossless reactance in

a capacitor. Loss tangent resistance is fundamentally caused by changing the polarization

of dielectrics in an oscillating field, which causes friction on a molecular level converting

electrical energy into heat. The loss tangent will depend on the dielectric material used,

frequency of the oscillating field [155–158] and temperature of the dielectric [157, 159].

Values are often studied in the GHz range for microwave integrated circuit applications

[160], diode structures at kHz range [159, 161, 162] and sometimes in the MHz range

[161–163]. The loss tangent for the diamond used in the trap structure is ∼ 0.01 at room

temperature [157,158].

The loss tangent will also result in a serial equivalent conductance of the dielectric Layer.

Before deriving the power dissipated in the trap PD, this conductance of the dielectric

needs to be calculated. To account for the loss tangent dielectric losses, a complex per-

mittivity ε, with ε = ε′ + iε′′ is used. Lossless parts are represented by ε′ and lossy parts

by ε′′. By substituting this into Ampere’s circuital law and rearranging we obtain [164]

∇×H =
[(
σ + Ωε′′

)
− iΩε′

]
E (4.6)

where σ is the conductivity of the dielectric for an applied alternating current and Ω is
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the drive frequency. The effective conductance is represented by σ′ = σ + Ωε′′. The ratio

of the conduction to displacement current densities is equal to the loss tangent tan δ

tan δ =
σ + Ωε′′

Ωε′
(4.7)

For a good dielectric the conductivity σ is much smaller then Ωε′′ and we can then make

the following approximation: tan δ = ε′′/ε′. For a parallel plate capacitor the real and

imaginary parts of the permittivity can be expressed as [161]

ε′ =
Cd

ε0A
, ε′′ =

Gd

ε0ΩA
(4.8)

Substituting this into the approximated loss tangent expression, the conductance can be

expressed as

G = ΩC tan δ (4.9)

4.2.5 Power Dissipation in Ion Trap Structures

Now that we have derived and acquired values for capacitance C, inductance L, resistance

R and dielectric conductance G, the power dissipation in the trap PD can be calculated

using a simple lumped circuit model, as shown in Fig. 4.3.

Figure 4.3: The rf electrode modelled with electrode resistance RTrap, capacitance C, in-
ductance L and equivalent series resistance RESR resulting from the dielectric conductance
G.

Based on the lumped circuit we can write the complex impedance of the trap structure

as a combination of the real electrode resistance RTrap and equivalent series resistance of

the dielectric RESR = G
Ω2C2 [165] and the complex impedances of capacitive χC = 1

ΩC and

inductive reactance χL = ΩL.

Ztotal = RTrap +
G

Ω2C2
+ i(

1

ΩC
− ΩL) (4.10)
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The real resistances RTrap and RESR will lead to power dissipation in the trap. The

reactance χC and χL do not dissipate power but result in charge accumulation in the trap

structure. For the previously calculated capacitance and inductance values (C ≈ 2.34 pF,

L ≈ 8.04 nH) and drive frequency Ω = 2π × 20 MHz, the capacitive reactance χC =

3392.3 Ω will be much higher than the inductive reactance = 0.1 Ω and we can simplify

the impedance with Ztotal = R+ESR+ iχC . The power dissipated in the trap structure

can then be derived by multiplying the real resistance of the trap Re(Ztotal) with the

square of the RMS2 current in the system PD = I2
rms ×Re(Z) [166]. The RMS current in

system is equal to the rms voltage divided by the magnitude of the impedance.

Pd = Re(
V 2
rms

Ztotal
)

= V 2
rms(

Ω2C2

RTrapΩ2C2 +G+ ΩC
)2(RTrap +

G

Ω2C2
)

In the discussed trap structure, shown in Fig. 4.2, the power dissipated by the two rf

electrodes for an applied rf voltage of V = 200 V is then equal to 57.95 mW. We can

simplify the equation for the common case of RTrap << χC and RESR << χC , which will

be the case for a dielectric with tan δ ≤ 0.01 to:

Pd = V 2
rmsΩC(ΩCRTrap + tan δ) (4.11)

In addition to the power dissipation, the loss tangent will also affect the Q of the resonator

as it increases the series resistance of the entire resonant circuit, which reduces the Q as

discussed in section 3.4.

4.3 Extrinsic Micromotion and Motional Heating

When operating microfabricated asymmetric traps, the heating rate (dNdt ∝ d−4) and

micromotion become more dominant factors with smaller ion height d. With increased

heating and micromotion the Doppler cooling limit will be increased, quantum operation

fidelities and ion lifetime will be reduced and in the worst case, trapping becomes impos-

2Root mean square
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sible. When designing ion trap architectures for small ion heights (< 100 µm), one has

to therefore take precautions to limit the impact of these factors and also consider extra

measures to combat anomalous heating and micromotion.

4.3.1 Micromotion

Intrinsic micromotion (as discussed in section 2.1.2) is caused by the ion’s secular oscilla-

tion in and out of the rf nil. If the ion is at a constant displacement from the rf nil, which

can be caused by static stray fields, imperfect trap electrodes or rf phase mismatch, we

speak of extrinsic micromotion. Extrinsic micromotion, if uncompensated, adds sidebands

to the Doppler cooling transition, broadening the linewidth as observed in section 3.6.3.

This will reduce the effectiveness of Doppler cooling and increase the Doppler cooling

limit, potentially preventing sideband cooling and reducing lifetimes of trapped ions when

not cooled [137].

Static stray fields are very common in any type of ion trap and extremely difficult to avoid

entirely. Adding a sufficient number of dc electrodes and placing them correctly allows for

the stray fields to be compensated. Before compensation can start an ion must first be

trapped. In the case where stray fields are so strong that trapping becomes impossible,

large voltage parameter spaces have to be tested, and the ion trap can become completely

unusable until charges dissipated.

Stray fields can be caused by charges accumulating on dielectric surfaces, from ionized Yb

atoms or other background gas particles. It has also been demonstrated that dielectrics

exposed to laser light can either directly charge up [167, 168] or the adsorbents on the

surface can be ionized. Another cause for strong stray fields can be loading flux atoms

deposited on the metal electrodes, as illustrated in Fig. 4.4 (a). Thin insulating adsorbent

layers or native oxides (for aluminium electrodes) reduce the charge flow to ground from

deposited ionized Yb and charges caused by the photoelectric effect. Ytterbium has a

workfunction of 2.513/2.454 eV [169], which is lower than the cooling laser light photon

energy of 3.36 eV for 369 nm. If large amounts of Yb are deposited on the electrodes over

time, the trap can instantly charge up when the cooling beams are turned on and trapping

becomes impossible [170].

The effects of charges on dielectrics can be reduced by shielding the insulating layers from

3(111)surface
4(110)surface
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trapped ions via ground plates or high aspect ratio gaps between rf and dc electrodes.

Deposits on electrode surfaces can be removed performing an in situ cleaning using a

high power laser beam [121] or more efficiently a sputter gun [86, 87]. Additionally it is

possible to use backside loading techniques [99, 171], which prevent the deposition of Yb

on electrodes entirely.

Figure 4.4: Schematic showing different causes of extrinsic micromotion. (a) Static micro-
motion caused by charging of deposited loading flux atoms and accumulation of charges
on dielectrics. (b) shows electrodes with different rf path lengths (marked in red). In (c)
electrodes with different rf path impedances. One arm of the junction (marked red) has
a lower capacitance than the rest of the electrode structure. (d) Non-zero rf potential on
dc electrodes resulting from high impedance to rf ground.

A different type of extrinsic micromotion is caused by a phase mismatch between the rf

potential on the rf electrodes or a non zero rf potential on dc electrodes. This type of

micromotion can not be compensated and will lead to the same detrimental effects as the

previously discussed micromotion. RF phase mismatches, as discussed in section 3.6.3, are

caused by different path lengths ∆l or unequal complex impedances ∆Z of the transmission

lines to the rf electrodes, see Fig. 4.4 (b),(c). A difference in path length of ∆l = 20 mm

will lead to a phase mismatch of δ ≈ 1◦ for a drive frequency of Ω = 2π × 40 MHz.

An unequal complex impedance of the transmission lines ∆Z = Ω
√
L1C1 − L2C2 results
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in different wave speeds v = Ω/Z. As an example, for two transmission lines of length

5 mm, inductances L1 = L2 on the order of 10−8 H and a difference in capacitance of

∆C = (10− 5) pF the phase mismatch would be equal to δ ≈ 1.5◦.

Similar extrinsic micromotion can be caused by non-zero rf potentials on the dc electrodes.

If the path to rf ground via dc electrodes has a significant inductance or resistance as shown

in Fig. 4.4 (d), then the rf potential will be non-zero on the electrode. For the vacuum

system described in section 3.3, dc electrodes are connected to rf ground via a ∼ 50 cm

long, 0.3 mm diameter copper wire, which has an inductance of ∼ 800 nH. Assuming a

drive frequency of 20 MHz, rf amplitude of 600 V and a capacitance between rf and dc

electrode of ∼ 0.5 pF, the rf potential on the dc electrode will be on the order of 4 V. The

wire resistance can be mostly ignored as the impedance resulting from the wire inductance

is dominant (Z ≈ 100 Ω) at the discussed frequency. Grounding the dc electrode as close

as possible to the trap using a capacitor is therefore essential.

By keeping the sources of extrinsic micromotion in mind during the system and trap design,

one can almost completely avoid the related issues. Dielectrics should be shielded from the

rf nil, electrodes made of gold or other non oxidizing materials and in situ cleaned, and

backside loading used for trapping. Additionally rf electrode path lengths and complex

impedances should be equal, and dc electrodes grounded via capacitors close to the trap.

4.3.2 Anomalous heating

Microfabricating ion traps makes it possible to bring the rf nil very close to the surface,

which can be beneficial for experiments requiring strong magnetic field gradients [83]

or very small distances between individual trapping wells [101]. Smaller ion-electrode

distances will also reduce the footprint of junctions for large scale systems. However,

we must also consider that a lower ion-electrode distance will increase the heating rate

according to the d−4 dependency of anomalous heating, see section 2.2.2.

If the ion height is reduced too much, motional heating rates will be on similar magni-

tude as the photon scattering rate, making laser cooling impossible. Depending on the

particular application, there may be more stringent constraints. For example, in order to

realize high fidelity quantum gates that rely on motional excitation for the entanglement

of internal states [172,173] of ions, motional heating should be negligible on the timescale

of the quantum gate. This timescale is typically related to the secular period 1/ωm of

the ion motion, however, can also be faster [174]. The heating rate has to be reduced by
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increasing the ion height or other methods.

Scaling of heating rates was investigated using an ion trap with moveable needle electrodes

and found to be ˙̄n ∼ d−3.5±0.1 [118]. In this experiment it was also found that the heating

rate can be suppressed by cooling the electrodes. After further investigations using a 4 K

cryostat [120], a scaling law for the temperature dependence of the field noise density of

SE(T ) = 42(1 + (T/46K)4.1) × 10−15 V2m−2/Hz was determined. Superconducting ion

traps with niobium and niobium nitride electrodes were also tested above and below the

critical temperature Tc. The heating rate did not change significantly when the material

went from normal states [175] to the superconducting state. Within the same study,

heating rates were reported for gold and silver trap electrodes at the same temperature

(6 K) showing no significant difference between the two and superconducting electrodes.

This indicates that the heating rate is mostly independent of the bulk characteristics of the

electrode materials and is dominated by the surface characteristics. Other experiments

have also shown that coating of the electrode with an atom flux increases the heating

rate [176].

Based on this experimentally gained knowledge, theoretical models where developed to

describe observed anomalous heating. Different models were proposed, one based on small

patches (on the order of 1 µm) of different potentials [177], based on surface adsorbents and

changing crystal orientations. This model also explains the non-contact friction found in

atomic force microscope (AFM) experiments between a surface and the AFM tip [178,179]

and noise caused by surface patches in gravitational wave detectors [180]. Non-contact

friction measurements also indicate a doubling of the heating rate if the closest surface is

a dielectric [143]. Another theory explains anomalous heating with the fluctuating dipoles

of adsorbed atoms on the electrode surfaces [181]. Cleaning of the electrodes [86, 87, 121]

dramatically lowered measured heating rates, which supports this model but doesn’t rule

out the other one.

More detailed experimental analysis will be necessary to determine which model is more

accurate and if it’s possible to completely eliminate anomalous heating. Fig. 4.5 shows

a collection of published motional heating results including results for in situ cleaned

electrodes and cryogenically cooled traps. Instead of plotting the actual heating rate, the

spectral noise density SE(ωm) is multiplied with the secular frequency in order to remove

the dependence on ion mass or secular frequency.

We note that previous experiments [90,118] consistently showed SE(ωm) ∼ 1/ωm allowing
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the secular frequency to be scaled out by plotting SE(ωm)×ωm rather than just SE(ωm).

+ Ca - Au Ar-clean

+ 
Be - Au Ar-clean

Ion-electrode distance d[µm] 

Au

Figure 4.5: Published measurements of motional heating are compared by calculating the
electric field noise spectral density SE(ω) and multiplying it with the corresponding sec-
ular frequency ω. Resulting field noise densities, independent of experimental setup and
ion species are plotted versus the ion-electrode distance d. Each label shows both the
ion species and the electrode material used, the electrode temperature is also noted if
the measurement is performed below room temperature and if the electrodes are sputter
cleaned. Additionally a d−4 trend line is plotted for standard measurements. Data point
are associated with the references: (Hg+−Mo [182], Ba+−Be-Cu [170], Ca+−Mo [183],
Ca+−Au [100, 176, 184], Yb+−Mo [185], Yb+−Au [90], Be+−Mo [117], Be+−Be [117],
Be+−Au [117, 186], Mg+−Al [138], Mg+−Au [77, 99, 138, 187, 188], Cd+−GaAs [76],
Cd+−W [118], Cd+−W 150K [118], Sr+−Al 6K [175], Sr+−Ag 6K [119], Sr+−Nb 6K,
Sr+−NbN 6K [175], Sr+−Au 6K [120], Be+−Au Ar-cleaned [86], Ca+−Au Ar-cleaned
[87]).

4.4 Microfabrication Technologies

Making use of MEMS fabrication techniques we can design a fabrication process most

suitable for a particular trap design. Common techniques used to fabricate ion traps

are outlined in this section and fabrication processes successfully used to manufacture

asymmetric traps are discussed. Examples are presented for all fabrication processes,

advantages and disadvantages are discussed.
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4.4.1 Lithography

The most common technology used when creating MEMS structures is the photolithogra-

phy. Photolithography allows structures on a photo mask to be transferred into a photore-

sist. Photoresist is a photosensitive chemical that either becomes soluble (positive resist)

in a developer chemical after being exposed to ultra violet light or stays on the sample

(negative resist). Independent of how the structures are created, by deposition of mate-

rials (Bottom Up) [77] or etching into materials deposited on a wafer (Top Down) [76],

fabricating the structures starts with lithography. A different technique makes it possible

to write designs directly into the resist using an electron-beam (e-beam). This lithogra-

phy can create smaller features sizes but is much slower and more expensive. Ion trap

structures usually have dimensions well above the minimum feature size of standard pho-

tolithography (on the order of 1 µm), therefore e-beam-lithography is not required and

will not be discussed further here.

Photoresist

Two types of photoresists are commonly used in microfabrication, negative and positive

resist. When negative photoresist is exposed, polymers in the resist cross-link with each

other, which is further enhanced by a post exposure bake. The cross linked parts become

insoluble to the photoresist developer, see Fig. 4.6 (g). Developers are aqueous alkaline

solutions that dissolve non cross-linked parts of negative resist.

Negative resist is preferably used for lift-off processes, where material is deposited on top

of the resist and in open areas of the substrate. If the entire negative resist layer is not fully

exposed (underexposed), resist close to the sample surface is not fully cross-linked. During

development underexposed resist is slowly dissolved by the developer depending on how

many polymers are cross-linked. Underexposed parts dissolve quicker and an undercut is

formed in the resist profile after development. This undercut prevents the coating of the

resist sidewalls and no physical connection between material in trenches and on top of the

resist is made as long as the resist thickness is about twice as thick as the deposited layer.

After deposition, the sample is placed in a solvent, which creeps between resist layer and

sample surface lifting off the resist from the substrate including the material deposited on

top.

The chemical composition of positive resist changes when exposed and a developer can
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dissolve the otherwise stable composition as shown in Fig. 4.6 (h). Besides the difference

in polarity of the structure with respect to the mask, positive resist will also not cause an

undercut when underexposed but rather show slanted sidewalls.

Spin Coating

Before the exposure step can start resist has to be applied to the substrate using a spin

coater first. Wafers or substrate pieces are cleaned and dehydrated and then placed on

chucks that can be accelerated to speeds of up to 6,000 revolutions per minute (rpm).

A sufficient quantity of photoresist is applied to the substrate using a pipette or directly

poured out of a bottle. The spin coater then evenly distributes the resist and thicker and

thinner layers can be created, by varying the rotation speed of the chuck.

If rectangular wafer pieces are used with a spin coater, the resist will form an uneven

coating and the thickness will be higher than intended in the corners, which is known as

edge-beads formation (see Fig. 4.6 (b)). In addition to spinning the pieces at very high

rpm (4,000-6,000) one can also carefully remove the thicker resist in these areas using a

solvent. If thick edge-beads are left on the substrate then the resolution of the lithography

will be reduced, as the minimum distance between resist and mask is increased.

After successful spin coating the resist needs to be softbaked on a hotplate, removing

remaining solvents and increasing the stability of the resist.

Mask Alignment and Exposure

Next, a mask aligner is used to accurately position the photo mask with respect to the

substrates. Designs are created using a special CAD mask software and send to a mask

manufacturing company as GDSII file, where lasers or e-beam-lithography are used to

pattern a chrome layer on a quartz or soda-lime glass plate. Multiple fabrication layers

can be aligned to each other using alignment marks and the mask aligner. After successful

alignment the mask is pressed against the substrate and light from a mercury lamp with

emission lines at 365 nm, 405 nm and 436 nm exposes the resist. Negative resist is designed

to have a maximum absorbtion at the I-line of Hg lamps (365.4 nm) and an optical I-line

bandpass filter is used to filter all other wavelengths out. The required exposure dose

will depend on the type and thickness of resist and desired structures. The photoresist

manufacturer can supply the required dose and the exposure time can be calculated if the



86

tool is accurately calibrated.

Development

After exposure, negative resist is baked a second time, positive resist can be directly

developed. If the resist is intended for a lift-off process then the developed structures

should also be de-scummed. Descumming removes possible resist contaminants in trenches

and other areas. Descumming is performed in a plasma ash step where an oxygen plasma

slowly burns away ∼ 100− 200 nm of resist.

Developer Developer

Photolithography mask UV light

Figure 4.6: Schematic of the photolithography, starting with the spin coating of a substrate
piece (blue) (a). (b) Followed by a soft bake on a hot plate. (c) The coated substrate and
mask aligner are prepared for exposure. (d) After mask alignment the mask is pressed
against the substrate and exposure starts. Schematic (f) shows the exposed photoresist
(orange), which is either directly developed for positive resist (h) or post exposure baked
(e) and developed if negative resist is used (g).
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4.4.2 Deposition

Depending on the process, dielectric or metal layers can be deposited in a lift-off step

or patterned afterwards using an etch step. Thick dielectric layers (> 500 nm of SiO2 or

Si3N4) can be deposited in a plasma-enhanced chemical vapor deposition (PECVD) reactor

unsuitable for lift-off. Thinner dielectric and metal layers are deposited in physical vapour

deposition (PVD) tools, where a directional atom flux coats the substrates.

Electron-beam Evaporation

Starting with PVD techniques, the most suitable processes for thick metal lift-off layers

are electron-beam or thermal evaporation. Source material is placed in a special high

temperature crucible and heated until the material sublimes. The chamber containing the

material and substrates is evacuated to a pressure of ∼ 10−7 Torr, allowing evaporated

atoms to reach the target. For thermal evaporation the entire crucible is heated up,

leading to higher amounts of contaminants and less constant deposition rates. A cleaner

and more constant evaporation is achieved by locally heating the material with a high

energy electron-beam see Fig. 4.7 (b). Only the source material is evaporated, while the

crucible is water cooled preventing contamination of the target.

To deposit exact film thicknesses a quartz crystal, shown in Fig. 4.7 (b), is placed next

to the sample holder. When material is deposited on the crystal the mass of it changes

and with it the oscillation frequency. A controller measures the oscillation frequency,

determines the deposition rate, total deposition thickness and also blocks the atom flux

with a shutter after the desired thickness is reached.

A large distance between evaporation source and substrate of up to one meter ensures a

low incident angle of the flux onto the substrate. Additionally the sublimed atoms hit the

sample with lower kinetic energy, when compared to a sputter deposition, resulting in a

lower mobility on the surface, making this techniques preferable for lift-off processes.

Besides metals, dielectrics and semiconductors can also be deposited in an e-beam evapo-

rator, including indium tin oxide (ITO), SiO2, aluminium dioxide (Al2O3).
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Substrate heater
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Target
Electrodes

Ionize argon beam

Rotating substrate holder
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Figure 4.7: (a) Pictures showing a sputter deposition tool, with heated and rotating sample
holder. Argon gas is led into the chamber, ionized and accelerated onto the deposition
materials. Static magnetic fields are used to increase the plasma density. (b) Schematic of
an E-beam deposition tool, showing crucibles filled with deposition materials. The beam
is bent at 270 ◦ by a magnetic field onto the crucible. Next to the rotating substrate
holder a quartz crystal is placed recording the thickness of deposited material.

Magnetron Sputtering

Sputtering is a different PVD method commonly used in MEMS fabrication. Argon gas

is led into the chamber maintaining a pressure of ∼3-50 mTorr. The gas is then ionized

using large dc or rf electric fields. A magnetron field compresses the plasma, which is

accelerated onto metal or dielectric targets. In contrast to evaporation, the deposition

material is bombarded by the plasma atoms and knocked out of the water cooled target.

The flux atoms have a higher kinetic energy and higher mobility on the substrate surface.

Also the distance between sample and deposited material is much smaller, which makes

this method less suitable for lift-off processes. The deposition is more even and deposition

rates are more constant then e-beam evaporation. This makes sputtering very suitable for

highly uniform optical coatings and seed layer deposition for electroplating.

Plasma-enhanced Chemical Vapor Deposition (PECVD)

PECVD reactors are used for the deposition of thick dielectric or semiconducting layers.

The substrate is placed inside a vacuum chamber (called reactor), shown in Fig. 4.8 (a),

on a sample holder and heated to several hundred degree Celsius. Process gases are then

led into the chamber via a so called shower head and an applied rf field (∼20 W of rf
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power at 13.56 MHz) ionizes the gas atoms creating a plasma. A small static potential

between the table and plasma pushes the ions to the sample surface and locally increases

the plasma density. The ionized gases react with each other at the sample surface and

form a dielectric layer. Due to the high sample temperature and ion bombardment of

the surface the process is a constant deposition and desorption of material, with the ratio

determined primarily by the substrate temperature. To deposit SiO2 a silicon and oxygen

precursor gas like silane SiH4 and nitrous oxide N2O are ionized in the chamber, to deposit

Si3N4, SiH4 and ammonia NH3 are used.

Higher (13.56 MHz) and lower rf frequencies (< 1 MHz) can be combined in a cyclic

process to create denser layers. [189]. The higher frequency creates the plasma and the

low frequency accelerates it onto the surface.

Electroplating

Electroplating is an electrochemical deposition technique and used to create very thick

metal layers on top of a conductive seed layer, most commonly copper or gold. While

e-beam deposition is limited to 5-10 µm thick layers, electroplating has the potential to

create several hundred µm thick metal layers [190] and fill wafer through holes with very

high aspect ratios. The required setup is very inexpensive, simple to use and achieves

deposition rates much faster than with PVDs. A simple beaker or tank, see Fig. 4.8

(b), is filled with the plating solution, for example copper sulphate in sulfuric acid and

additives. A copper anode and seed layer on the sample are electrically connected to a

current supply and placed inside the solution. When a current is sent through the solution

the anode material is oxidised and copper ions Cu+ are reduced to copper at the sample

surface.

4.4.3 Etching

Reactive Ion Beam Etching

Besides the discussed lift-off techniques, dry and wet etches are used to transfer struc-

tures of a photoresist onto dielectric, semiconductor or metal layers or substrates. If an

anisotropic etch profile is required a dry etch is preferred. For isotropic etches, removals

of sacrificial layers or cleaning substrates, wet etches are more suitable. Sacrificial layers

can be used as support during fabrication of free standing structures.
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Shower head Gas inlet

Figure 4.8: (a) PECVD reactor chamber with electrically grounded and heated substrate
holder. Gas is led into the chamber via a shower head, and an rf potential between shower
head and chamber excites the plasma. Schematic (b) shows a simple copper electroplating
setup, with copper anode, and the substrate holder and sample connected to the negative
output of a current source.

Dry etching is based on chemical reactions between targeted layers and gas plasma etchants

with added physical sputtering and is known as reactive ion beam etching (RIE). Depend-

ing on the target material different gases are used - as an example diamond can be etched

using an oxygen plasma, for SiO2 a C4F8 and O2 mixture can be used. All dry etch reac-

tions have volatile end products that are transported away by the vacuum. In a simple RIE

tool, see Fig. 4.9 (a), the plasma is excited using a standard capacitive coupled 13.56 MHz

rf generator similar to a PECVD reactor but operated at lower pressures (∼20 mTorr)

and higher power (∼1000 W). The combination of sputtering through accelerated ions and

chemical etching creates much more anisotropic etch profiles than wet etching.

Deep Reactive-Ion Etching

If almost perfectly anisotropic profiles are required, deep reactive-ion etching (DRIE)

techniques can be used. The most common method is based on the Bosch process5. This

process makes use of two process cycles, which are alternated every few seconds. During

the first cycle the intended material is etched using a standard RIE process, then during

the second cycle a passivation layer that protects the target material from the chemical

etch of the first cycle is deposited. The physical sputtering of the RIE etch is highly

anisotropic and only breaks the passivation at the bottom of trenches. The etch continues

5named after the company (Robert Bosch GmbH) where the process was invented
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there, while the sidewalls are still protected by the passivation layer.

Inductively Coupled Plasma Etching

To increase the anisotropy of the etch without relying on the Bosch process, a high ener-

getic and very dense plasma can be used. Instead of capacitively coupling the rf power into

the plasma, an rf generator is connected to a coil, which causes an alternating magnetic

field inside the chamber. The alternating magnetic field ionizes the gas and creates the

plasma. Inductive coupling of the rf power into the gas produces a very dense plasma

and additionally makes it possible to apply an additional rf electric field to accelerate

the plasma onto the substrate surface. A schematic of the chamber is shown in Fig. 4.9

(b). This so-called ICP etch allows for better control of the plasma and higher etch rates.

The ratio between sputtering and chemical etching can be exactly adjusted by varying

the strength of the applied rf electric field and a gas that forms a passivating layer on

the sample surface can be permanently added to the etch mixture while avoiding low etch

rates.

Gas inlet

Plasma

Heated substrate holder

Substrate

Magnetic coils

Gas inlet

Heated substrate holder

Substrate
Plasma

Figure 4.9: (a) Schematic showing a RIE chamber, gas is led into the system via a shower
head similar to a PECVD reactor. The substrate holder is not isolated from the chamber
and a high power rf generated is connected to the table and used to ionize the gas and
accelerate it onto the substrate. The ICP tool, shown in (b), makes use of an inductively
coupled rf generator to create a highly dense plasma. The plasma is accelerated onto the
substrate using a second capacitively coupled generator.
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Wet Etching

Wet etches are based on chemical reactions between target materials and strong acids or

bases. The etches are usually highly material selective and can be used to completely re-

move sacrificial layers and also to remove organic contaminates on substrates. Hydrofluoric

acid (HF), for example, strongly etches SiO2 but doesn’t attack silicon or gold. Elevated

temperatures can increase etch rates and are used to adjust the etch parameters. Highly

concentrated nitric acid (HNO3, concentration > 90%) oxidizes and removes most organic

contaminants without attacking Si, Al, Au and many other substrate materials. The etch

profile of a standard isotropic wet etch is shown in Fig. 4.10 (a).

Some material and wet etchant combinations also show a preference of certain crystal axes

during the etch. Potassium hydroxide (KOH) etches preferably along the 〈100〉 crystal axis

compared to the 〈111〉 axis. The resulting etch profile, see Fig. 4.9 (b), will be aligned

with the 〈111〉 planes.

Removing SiO2 sacrificial layers deeply buried underneath the supported structures can

be a challenging and slow process. A vapour of highly concentrated HF acid (∼48%) is

suitable for very large undercuts as illustrate in Fig. 4.10 (c), [102] and etches SiO2 at

high speed. This technique was used to fabricate ion traps with 2.4 µm thick aluminium

electrodes overhanging the supporting dielectric by 5 µm [167].

Figure 4.10: Schematic showing different wet etch profiles, including an isotropic etch (a),
anisotropic wet etch along crystal axis (b) and a highly material selective sacrificial layer
etch (c).

4.5 Fabrication Processes

Based on the outlined fabrication techniques and characteristics of microfabricated ion

traps, successfully used fabrication processes are discussed. Based on examples, structural

characteristics and limitations of processes are explained and solutions presented. As the

exact fabrication steps depend on materials used and available equipment, the process



93

sequences are discussed as general as possible. However, to give a guideline of possible

choices, material and process step details of published ion traps are given in brackets.

The discussion will start with a simple process that can be performed in a wide variety of

laboratories and is also offered by many commercial suppliers.

4.5.1 Printed Circuit Board (PCB)

The first discussed fabrication technique used for ion trap microfabrication is the widely

available Printed Circuit Boards (PCB) process. This technology is commonly used to

create electrical circuits for a wide variety of devices and does not require cleanroom tech-

nology. For ion traps generally a monolithic single or two layer PCB process is used.

Monolithic processes rely on the fabrication of ion trap structures by adding to or sub-

tracting material from one component. In contrast to this, wafer bonding, mechanical

mounting or other assembly techniques are used to fabricate traps from pre-structured,

potentially monolithic parts in a non-monolithic process. When combined with cleanroom

fabrication such a process can be used for very precise and large scale structures, however,

mechanical alignment remains an issue.

PCB processes commonly allow for minimal structure sizes of approximately 100 µm [191]

and slots milled into the substrate of 500 µm width. This limits the uses of this technique

for large and complex designs but also results in a less complex and more easily accessible

process. The following section will give a general introduction into the PCB processes

used to manufacture ion traps.

This process is based on removing material instead of depositing materials as used in

most cleanroom processes. Therefore the actual process sequence starts by selecting a

suitable metal coated PCB substrate. The substrate has to exhibit the characteristics

needed for ion trapping; ultra high vacuum (UHV) compatibility, low rf loss tangent and

high breakdown voltage (commercially available high-frequency (hf) Rogers 4350B used in

ref. [191]). One side of the PCB substrates is generally pre-coated with a copper layer by

the manufacturer, which is partially removed in the process to form the trap structures as

shown in Fig. 4.11 (c). Possible techniques to do this are mechanical milling shown in Fig.

4.11 (b) or chemically wet etching using a patterned mask. The mask can either be printed

directly onto the copper layer or photolithography can be used to pattern photoresist as

shown in Fig. 4.11 (a). To reduce exposed dielectrics and prevent shorting from material

deposited in the trapping process, slots can be milled into the substrate underneath the
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trapping zones as shown in Fig. 4.11 (d).

Figure 4.11: Overview of several PCB fabrication processes. (a) Deposition and exposure
of the resist used as a mask in later etch steps. (b) Removal of the top copper layer using
mechanical milling. (c) Removal of the copper layer using a chemical wet etch and later
removal of the deposited mask. (d) Mechanical removal of the substrate underneath the
trapping zone [192].

The fabricated electrodes form one plane and make the process unusable for symmetric

ion traps (SIT). Not only are the electrodes located in one plane they also sit directly on

the substrate, which makes a low rf loss tangent substrate necessary to minimize energy

dissipation from the rf rails into the substrate. As explained in Section 4.2 high power

dissipation leads to an increase of the temperature of the ion trap structure and also

reduces the quality factor of the loaded resonator. PCB substrates intended for hf devices

generally exhibit a low rf loss tangent (values of tan δ = 0.0031 are typical [193]), and if

UHV compatible can be used for ion traps. Other factors reducing the quality factor are the

resistances and capacitances of the electrodes. When slots are milled into the substrate

exposed dielectrics underneath the ion can be avoided despite the electrode structures

being formed directly on the substrate. The otherwise exposed dielectrics would lead to

charge built up underneath the ion, resulting in stray fields pushing the ion away from the

rf nil and leading to micromotion. By relying on widely available fabrication equipment,

this technique has enabled the realization of several ion trap designs with micrometer-scale

structures, published in [168,191,192,194,195], without the need for cleanroom techniques.

Single layer PCB processes can be used for electrode geometries including y-junctions and

linear sections. More complex topologies with isolated electrodes and buried wires require
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a more complex two-layer process. To address the limitations caused by the minimum

structure separations and sizes allowing for ion traps with higher electrode and trapping-

zone densities a process based on common cleanroom technology is discussed next.

4.5.2 Conductive Structures on Substrate (CSS)

Common cleanroom fabrication techniques like high resolution photolithography, isotropic

and anisotropic etching, deposition, electroplating and epitaxial growth allow a very precise

fabrication of large scale structures. The monolithic technique we discuss here is based

on a “conductive structures on substrate” process and was used to fabricate the first

microfabricated asymmetric ion trap (AIT) [77]. Electrode structures separated by only 5

µm [100] can be achieved with this process and smaller structures are not limited by the

process but flashover and bulk breakdown voltage of the used materials. The structures are

formed by means of deposition and electroplating of conductive material onto a substrate

instead of removing precoated material. This makes it possible to use a much wider

variety of materials in a low number of process steps. Several variations or additions

were published [77,119,175,196,197] to adjust the process for optimal results with desired

materials and structures.

First the standard process is presented, which starts by coating the entire substrate (for

example polished fused quartz as used in [77]) with a metal layer (0.1 µm copper) that

functions as a seed layer, necessary for a following electroplating step. Commonly an

adhesion layer (0.03 µm titanium) is evaporated first, as most seed layer materials [77,119]

have a low adhesion on common substrates, see Fig. 4.12 (a). Then a patterned mask

(photolithographic structured photoresist) with a negative of the electrode structures is

formed on the seed layer. The structures are then formed by electroplating (6 µm gold)

metal onto the seed layer, see Fig. 4.12 (b). Afterwards the patterned mask is no longer

needed and is removed. The seed layer, providing electrical contact between the structures

during electroplating, also needs to be removed to allow trapping operations. This can

be done using the electroplated electrodes as a mask and an isotropic chemical wet etch

process to remove the material, see Fig. 4.12 (c). Then the adhesion layer is removed in

a similar etch process (for example using hydrofluoric acid) and the completed trapping

structure is shown in Fig. 4.12 (d).

Depending on the available equipment additional or different steps can be performed,

which also allow special features to be included on the chip. One variation was published
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Figure 4.12: Fabrication sequence of the standard “Conductive Structures on Substrate”
process. (a) The sequence starts with the deposition of an adhesion and seed layer. (b)
An electroplating step creating the electrodes using a patterned mask. (c) Removal of the
mask followed by a first etch step removing the seed layer. d) Second etch step removing
the adhesion layer.

in [119] replacing the seed layer with a thicker metal layer (1 µm silver used in [119]) and

forming the patterned mask on top of that, as shown in Fig. 4.13 (a). The electrode

structures are then formed by using this mask to wet etch through the thick silver layer

(NH3OH: H2O2 silver etch) and the adhesion layer (hydrofluoric acid) Fig. 4.13 (b). To

counter potentially sharp electrode edges resulting from the wet etch process an annealing

step (720◦C to 760◦C for 1 h) was performed to reflux the material and flatten the sharp

edges. An ion trap with superconductive electrodes was fabricated using a similar process

[175]. Low temperature superconductors Nb and NbN were grown onto the substrate in

a sputtering step. Then the electrodes were defined using a mask and an anisotropic etch

step. An annealing step was not performed after this etch step. With this variation of the

standard process electroplating equipment and compatible materials are not required to

fabricate an ion trap.

A possible addition to the process was presented in [77], incorporating on-chip meander

line resistors onto the trap as part of the static voltage electrode filters. Bringing filters

closer to the electrodes can reduce the noise induced in connecting wires as the filters are

typically located outside the vacuum system or on the chip carrier. On-chip integration

of trap features is essential for the future development of very large scale ion trap arrays

with controls for thousands of electrodes needed for quantum computing.
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In order to allow for appropriate resistance values for the resistors, processing of the chip

occurs in two stages. Within the first stage only the electrode geometry is patterned with

regions where resistors are to be fabricated entirely coated in photoresist. This step con-

sists of patterning photoresist on the substrate (for example polished fused quartz [77]) to

shape the electrodes followed by the deposition of the standard adhesion (0.030 µm tita-

nium) and seed layers (0.100 µm copper) on the substrate (thicknesses stated correspond

to the values used by Seidelin et al. [77]). After the electrodes have been patterned, the

first mask is removed. In the next step, only the on-chip resistors are patterned allowing

for different thickness of conducting layers used for resistors. A second mask is patterned

on the substrate parts reserved for the on-chip resistors. Then an adhesion layer (0.013 µm

titanium) and metal layer (0.030 µm gold) is deposited forming the meander lines as shown

in Fig. 4.13 (c). The mask is removed and the rest of the sequence follows the standard

process steps. This process illustrates one example of on-chip features integrated into an

ion trap. Another process was published in [196], which integrates on chip magnetic field

coils to generate a magnetic field gradient at the trapping zone. It was fabricated using

the standard process and a specific mask to form the electrodes incorporating the coils.

Figure 4.13: Different variations of the standard CSS process are shown. (a) Conductive
material is deposited on the entire substrate and a resist mask is structured. (b) Structured
electrodes after the etch step. (c) On chip resistor meander line, reported in ref. [77]. (d)
Variation without exposed dielectrics underneath the trapping zone with free hanging rf
rails [197] .

Most published variations [77, 100,119,120,175,196–198] of this process feature structure

sizes much smaller than achievable with the PCB process, but similar to the PCB, elec-
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trodes sit directly on the substrate resulting in the same rf loss tangent requirements. It

also makes the process incompatible with symmetric ion traps. As a result of the smaller

structure separations, high flash over and bulk breakdown voltages also become more

important. Because no slots are milled into the substrate electric charges can accumu-

late on the dielectrics beneath the trapping zones, which can result in stray fields and

additional micromotion. To reduce this effect a high aspect ratio of electrode height to

electrode-electrode distance is desirable.

Similar to the one-layer PCB process, topologies including junctions are possible but iso-

lated electrodes are prohibited by the lack of buried wires. By moving towards cleanroom

fabrication techniques it is possible with this process to reduce the electrode-electrode dis-

tance and increase the trapping zone density. Scalability is still limited and the exposed

dielectrics can lead to unwanted stray fields. To counter the exposed dielectrics another

variation and a different process featuring “patterned silicon on insulator (SOI) layers”

can be used and is explained in Section 4.5.3.

One variation of this process that prevents exposed dielectrics was fabricated by Sandia

National Laboratory [197] featuring free standing rf rails with a large section of the sub-

strate underneath the trapping region being removed. Electrodes consist of free standing

wires held in place by anchor-like structures fabricated on the ends of the slot in the

substrate, as shown in Fig. 4.13 (d). To prevent snapping under stress the wires are

made from connected circles increasing the flexibility. While no dielectrics are exposed

underneath the designs, scalability and compatibility with different electrode geometries

is limited as the rf rails are suspended between the anchors in a straight line.

4.5.3 Patterned Silicon on Insulator Layers (SOI)

The “Patterned Silicon on Insulator Layers” process makes use of commercially available

silicon-on-insulator (SOI) substrates and was first reported by Britton et al. [188]. Sim-

ilarly to the PCB process this technique removes parts of a substrate instead of adding

material to form the ion trap structures. Using the selective etch characteristics of the

oxide layer between the two conductive silicon layers of the substrate, it is also possible

to create an undercut of the dielectric to shield the ion from it, without introducing extra

process steps. A metal deposition step performed at the end of the process to lower the

electrode resistance does not require an additional mask, keeping the number of process

steps low. Therefore this process allows for much more advanced trap structures without
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increasing the number of process steps by making clever use of a substrate.

The substrates are available with insulator thicknesses of up to 10 µm and different Si

doping grades resulting in different resistances. After a substrate with desired character-

istics (100 µm Si, 3 µm SiO2, 540 µm Si in ref. [188]) is found, the process sequence starts

with photolithographic patterning of a mask on the top SOI silicon layer as shown in Fig.

4.14 (a). The mask is used to etch through the top Si layer, see Fig. 4.14 (b) by means

of an anisotropic process (Deep Reactive Ion Etching (DRIE)). Using a wet etch process,

the exposed SiO2 layer parts are removed and an undercut is formed to further reduce

exposed dielectrics as shown in Fig. 4.14 (c). If the doping grade of the top Si layer is

high enough the created structure can already be used to trap ions.

To reduce the resistance of the trap electrodes resulting from the use of bare Si, a deposition

step can be used to apply an additional metal coating onto the electrodes. No mask is

required for this deposition step, the adhesion layer (Chromium or Titanium) and metal

layer (1 µm Gold, in [188]) can be deposited directly onto the silicon structures as shown

in Fig. 4.14 (d). This way the electrodes and the exposed parts of the second Si layer

are coated. This has the benefit that possible oxidization of the lower silicon layer is

also avoided. A slot can be fabricated into the substrate underneath the trapping zone,

which allows backside loading in these traps [188]. This slot is microfabricated by means

of anisotropic etching using a patterned mask from the backside. The benefit of such a

slot is that the atom flux needed to ionize atoms in the trapping region can be created

at the backside and guided perpendicular to the trap surface away from the electrodes.

Therefore coating of the electrodes as a result of the atom flux can be minimized.

An ion trap based on the SOI process was fabricated with shielded dielectrics by Britton

et al. [188]. A similar approach is used by Sterling et al. [102] to create 2-D ion trap

arrays. Similar to the standard CSS process, discussed in the previous section, y-junctions

and other complex topologies are possible, but buried wires are prohibited. The process

design incorporates a limited material choice for substrate and insulator layer. Only the

doping grade of the upper and lower conductive layers can be varied not the material. The

insulator layer separating the Si layers must be compatible with the SOI fabrication tech-

nique and commercially available materials are SiO2 and Al2O3 (Sapphire). Adjustments

of electrical characteristics, like rf loss tangent and electrode capacitances are therefore

limited to the two insulator materials and geometrical variations.

To further increase the scalability and trapping zone density of ion traps, process tech-
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Figure 4.14: Fabrication sequence of the SOI process. (a) Resist mask is directly deposited
on the substrate. (b) First silicon layer is etched in an anisotropic step. (c) Isotropic
selective wet etch step removing the SiO2 layer and creating an undercut. (d) Exposed Si
layers coated with adhesion and conductive layer to reduce overall resistance.

niques should incorporate buried wires to allow isolated static voltage and rf electrodes.

Examples of such monolithic processes are discussed next, first a process incorporating

buried wires but exhibiting exposed dielectrics is presented, followed by a process allowing

for buried wires and shielding of dielectrics.

4.5.4 Conductive Structures on Insulator with Buried Wires (CSW)

The process to be discussed here is a further development of the CSS process discussed in

section 4.5.2, which adds two more layers to incorporate buried wires. With these wires it

is possible to connect isolated static voltage and rf electrodes, and this method was used

to fabricate an ion trap with six junctions arranged in a hexagonal shape [99], see Fig.

4.15 (a). The capability of buried wires is essential for more complex ion trapping arrays

that could be used to trap hundreds or thousands of ions necessary for advanced quantum

computing.

The process starts with the deposition of the buried conductor layer (0.300 µm gold

layer [99]) sandwiched between two adhesion layers (0.02 µm titanium) on the substrate

(380 µm quartz) and a patterned mask is deposited on these layers. Conductor and

adhesion layers are then patterned in an isotropic etch step, see Fig. 4.15 (b) and then

buried with an insulator material (1 µm SiO2 deposited by means of chemical vapor
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deposition (CVD)). To establish contact between electrodes and the buried conductor,

windows are formed in the insulator layer (plasma etching) as shown in Fig. 4.15 (c).

Then another patterned mask is used to deposit an adhesion and conductor layer forming

the electrodes (0.020 µm titanium and 1 µm gold). In this deposition step the windows

in the insulator are also filled and connection between buried conductor and electrodes

is established as shown in Fig. 4.15 (d). For this ion trap a backside loading slot was

also fabricated using a combination of mechanical drilling and focused ion beam milling

to achieve a precise slot in the substrate [99]. As demonstrated by Amini et al. [99] this

process allows for large scale ion trap arrays with many electrodes and trapping zones.

While the scalability is further increased, this particular process design results in exposed

dielectrics. The next process improves this further by shielding the electrodes and the

substrate.

Figure 4.15: Process sequence for the buried wire process. (a) Hexagonal shaped six
junction ion trap array [99]. (b) A structured resist mask is deposited and the mask is
used to form wires in a following wet etch step. (c) The wires are then buried with an
oxide layer and windows are formed in the oxide. (d) With another mask the electrodes
are deposited on top of the wires and oxide layer.

4.5.5 Conductive Structures on Insulator with Ground Layer (CSL)

To achieve buried wires or in this case vertical interconnect access (vias) and shielding

of dielectrics a monolithic process including a ground layer and overhanging electrodes

can be carried out. Several structured and deposited layers are necessary for this process

and while providing the greatest flexibility of all processes it also results in a complicated
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process sequence. Therefore these processes are commonly performed using Very-Large-

Scale Integration (VLSI) facilities that are capable of performing many process steps with

high reliability.

A process design, which makes use of vias, was presented by Stick et al. [142]. In this

process design the substrate (SOI in ref. [142]) is coated with an insulator and a structured

conductive ground layer (1 µm Al) as shown in Fig. 4.16 (a). This is followed by a thick

structured insulator (9-14 µm). The trapping electrodes are then placed in a plane above

the thick insulator. The electrodes overhang the thick insulator layer and in combination

with the conductive ground layer shield the trapping zone from dielectrics. Vias are used

to connect static electrodes to the conductive layer beneath the thick insulator as shown

in Fig. 4.16 (b). The process also includes creation of a backside loading slot.

A variation from the discussed process making use of a ground plate without vias is

described by Leibrandt et al. [199] and more detailed process steps are given in ref. [197].

Figure 4.16: Two variations of the CSL process sequence. (a) In the process sequence
published in [142] an insulating layer and a structured metal ground layer are deposited on
the substrate. (b) Electrodes fabricated in one plane, with outer static voltage electrodes
connected through via’s [142].

The described process design [142] combines vias with shielded dielectrics and also makes

the trap structures independent from the substrate. Therefore the same level of scalability

as the CSW process, discussed in the previous section, can be achieved while dielectrics are

shielded similar to the SOI process, described in section 4.5.3. The process uses aluminium

to form the electrodes which can lead to oxidisation and unwanted charge build up. To

avoid this the electrodes could be coated with gold or other non-oxidizing conductors in an

additional step. Easier choice of substrate, isolator and electrode materials combined with

vias and shielded dielectrics make this process well suited for very large scale asymmetric
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ion traps with high trapping zone densities and low stray fields. With electrodes in one

plane and another conductive layer above the substrate this structure could also be used

to fabricate a symmetric ion traps (SIT).

4.5.6 Optimized Structures for Large Scale Ion Traps with Magnetic

Field Gradients(OLM)

Traps fabricated using the CSL process can suffer from large trap capacitances due to the

small gap between rf electrode and ground plate. Additionally if large currents should

be applied to the trap one has to use a substrate with very high thermal conductivity.

A new process was therefore developed by the author based on diamond substrate. The

ground layer was removed and incorporated into the buried wire layer, see Fig. 4.17 (a).

Ground plates are only placed on top of otherwise exposed dielectrics, reducing the trap

capacitance and also the required process steps.

Si N Layer3 4 

Figure 4.17: The OLM process makes use of the high thermal conductivity of CVD
diamond substrate in which current carrying wires are embedded. The actual trap
structure (a) features a buried wire/structured ground layer, VIAs and a thick alu-
minium/titanium/gold electrode layer. A layer schematic of the process is shown in (b).

Deep trenches are etched into the diamond substrate (∼30 µm) and filled with copper

using a seed layer and electroplating as shown in Fig. 4.17 (a). The surface is polished

and any copper on the substrate surface, not inside trenches, is removed. The diamond

substrate and copper tracks are then coated with a dielectric Si3N4 layer, followed by

an aluminium deposition to create the buried wires including structured ground plates.

Buried wires and structured grounds are separated form the electrode layer by a ∼3 µm
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thick dielectric layer (SiO2). Vertical interconnect access holes are etched into the SiO2

and filled with aluminium. Lastly a ca. 5 µm thick aluminium/titanium/gold layer is

deposited forming the electrodes. The vertical layer structure of the process is shown in

Fig. 4.17.
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Chapter 5

Concept for Scalable Ion Trap

Quantum Computing

Designing and building a large scale ion quantum computer is an extremely challenging

task requiring a physically scalable system. Capabilities that are usually achieved in

individual systems such as robust, high fidelity state preparation [52] and detection [53–55],

fast universal gate operations [45,51,57,58] and long qubit decoherence times [56] have to

be combined into one scalable system.

Possible concepts including all necessary capabilities were proposed, ranging from large

arrays of memory and entanglement zones [48] to ion-photon entanglement hybrid systems

[49]. All of these systems will need to execute a suitable error correction code (ECC) that

reduces errors of quantum operations. ECC make it possible to form logical qubits, which

are capable of performing ∼ 1016 error protected quantum operations, enough for any

quantum algorithm or simulation proposed so far [85].

ECC will impose requirements on the physical qubit systems and more importantly re-

quire certain qubit interaction capabilities. Some codes are based on interactions between

completely arbitrary qubits in a vast system, illustrated in Fig. 5.1 (a) others on inter-

actions only between nearest neighbours in a two-dimensional grid, see Fig. 5.1 (b) or

one dimensional alignment, shown in Fig. 5.1 (c). Depending on which error correction

scheme is used, the physical architectures will be completely different.
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Figure 5.1: Schematic showing the required interactions for different error correction codes,
large cubes of the same colour represent qubits that will interact with each other. (a)
completely arbitrary interactions in a vast array, (b) nearest neighbour interactions in a
2D grid and (c) in a string of ions.
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5.1 Error Correction Scheme

For any correction scheme to work, the physical qubit operations will require a certain

fidelity. If the error rates of the operations are above a certain threshold, the correction

scheme will fail.

One scheme requiring interactions between any arbitrary qubits, known as Knill’s post-

selection scheme, has the highest error threshold of over 3% [61]. Realizing an ion trap

architecture that allows for interactions between completely arbitrary qubits requires either

qubit interfaces based on optical fibres and cavities or unreasonable amounts of shuttling

operations. Optical interactions between ion qubits are currently limited to very low

success probabilities of ∼ 8.5 × 10−8 [29]. Achieving very high probability rates requires

almost perfect detection rates, optical switches and fibres with close to 100% transmission

rates. A system based on elementary logic units connected via optical links is discussed

in [49].

ECC making only use of interactions between nearest neighbours in a two-dimensional

array tolerate qubit operation errors of up to 1% [62]. Allowing nearest neighbour inter-

actions only in a string of ions dramatically lowers the error threshold to 0.001% [200] and

will not be considered further here. The two-dimensional array ECC [62] is a surface error

correction code, which is considered among the most suitable for nearest neighbour inter-

actions in 2D arrays [201]. Other famous error correction codes [35], like the Steane [63]

or Bacon-Shor [64] code have significantly lower error thresholds, currently out of reach

of ion quantum systems.

Exact working principles of the error correction code used will not have a determining

impact on the general concept of the scalable system as long as only nearest neighbour

interactions and two-qubit gates are required. The proposed system can therefore also be

used for other correction schemes based on these requirements.

5.2 Scalable Ion Trap Architecture and Entanglement Schemes

When creating a scalable 2D trap architecture, capable of executing surface error correction

codes, one can make use of the vast amount of work performed by the ion trapping com-

munity. Ion trap experiments have reached entanglement gate fidelities of 99.3(1)% [60]

and single qubit rotations [202,203], addressing and readout [55] well below the 1% error
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threshold. Scalable microfabricated ion traps were developed, fabricated and successfully

tested [75–77] and adiabatic shuttling through junctions has been demonstrated [81].

Basing the architecture only on nearest neighbour interactions in a 2D array suggests using

microfabricated asymmetric X-junction traps with entanglement zones. In each junction

one ion will be trapped, laser cooled and shuttled to one of the four arms of the junction

to be entangled with a nearest neighbour ion. All of these operations can be performed

on the time scale of 10s of µs. Each junction will also need the capability to read out the

qubit state of the ion with high fidelity. An illustration showing a potential architecture

is shown in Fig. 5.2.

EZ1

EZ2

DZ

TZ

Figure 5.2: Illustration showing an individual junction section as part of a large two-
dimensional array, rf electrodes are marked red, centre segmented and principal axes rota-
tion dc electrodes green, outer dc electrodes blue and unsegmented ground sections yellow.
Zones for entanglement (EZ1, EZ2), detection (DZ) and trapping (TZ) are highlighted and
will be discussed in the following sections.

To extend this structure vastly in both dimensions, connections for electrodes have to be

supplied and connected from the back of the trap. Detection devices and laser beams

or current wires for entanglement zones need to be incorporate into the structure. All

required connections must take up less area then occupied by the X-junction, which would

otherwise limit the maximum size of the array. It should only be limited by the maximum
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size of the UHV chamber. X-junctions placed close to a wall of the UHV chamber will

also be equipped with a loading zone from where trapped ions are shuttled to the other

X-junctions. Doppler cooling light sheets will need to be placed above all traps at rf nil

height and ionization laser sheets will be placed above junctions with loading zones.

5.3 Junction Design and Fabrication

We start with the X-junction, which is the core structure of the scalable design. When

shuttling through the centre of a junction, one has to overcome the unavoidable rf barrier

which occurs due to the merging of several linear sections [78–81,97]. To allow for adiabatic

shuttling through the junction, electrode geometries have to be optimized for minimal rf

barrier height and gradient of the barrier [80]. Additionally several dc electrodes will be

necessary for efficient shuttling. We propose to use a design similar to the one shown in

Fig. 5.3 (a) with an optimized electrode layout. The electrode structure will be placed on

a dielectric substrate and consist of three conductive and two insulating layers, as shown

in Fig. 5.3 (b), avoiding exposed dielectrics and incorporating buried wires to contact all

electrodes.

(b)(a)

Figure 5.3: (a) shows an optimized junction electrode geometry on top of a diamond
substrate (blue) and SiO2 dielectric layer (grey). (b) shows the layer structure of the trap
in more detail.

The junction presented in Fig. 5.3 (a) occupies an area of ∼ 5 × 5mm2 and features 36

static voltage (dc) electrodes. As mentioned before connections to rf and dc electrodes

have to be made from the back of the substrate, which can be achieved by etching holes

with a diameter of ∼ 100 µm through the entire substrate and filling them with a metal

layer, as shown in Fig. 5.4 (a). Such structures are commonly referred to as a through-

wafer vertical interconnects (TWVI). The 36 dc electrodes will be connected to the TWVI

using buried wires and vertical interconnect accesses (VIAs) of the trap structure shown
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in Fig. 5.3 (b). If too many junction sections are electrically connected, the rf electrode

capacitance becomes so large that Q factor of the resonator will be drastically reduced or

the resonator becomes extremely large. To keep the total rf electrode capacitance below

25 pF, a maximum of 6 × 6 junctions are connected together to form one section and

driven by an in-vacuum discrete component resonant circuit similar to the one described

in [204]. Using ultra low loss ferrite cores 1 a quality factors of > 100 should be achievable

without cooling to cryogenic cooling.

through-wafer vertical interconnects

digital-to-analogue converters

digital-to-analogue converters

Figure 5.4: (a) illustrates through-wafer vertical interconnects for rf and dc electrodes.
Buried wires are used to route the VIAs of individual electrodes to the through-wafer
vertical interconnects. Rf interconnects also include 4 rf ground shields. A backside view
of an array of 6x6 junctions including wafer-stacked DACs and a Si distribution wafer is
shown in (b).

Several sections consisting of 36 junctions can be fabricated on one substrate as long as

no electrical connection between rf electrodes of different sections is made. With standard

4” wafer technology a total of 144 junctions on an area of 60×60 mm2 could be microfab-

ricated. The 144 junctions require > 5000 dc and 9 rf connections on an area of 60 × 60

mm2. We propose to wafer bond the substrate on a silicon wafer where connections are

rerouted and rc filters are incorporated based on deep trench capacitors [206] and on chip

resistors [77]. The dc electrodes are controlled via on chip digital-to-analogue converters

(DACs) with 40 outputs occupying an area of ∼6×6 mm2 each. Four DACs can be placed

on an area of 20 × 20 mm2 as shown in Fig. 5.5, occupied by 36 junctions, including

the routing of connections using TWVI. To reach the amount of outputs required for 36

junctions on an area of 20 × 20 mm2, 8 layers with 4 DACs on each are physically and

electrically connected together, commonly known as wafer-stacking [207]. Wafer-stacking

has not been used for this specific application before, but has already reached commercial

mass production2 and with some development time the design should be realizable.

1Yttrium iron garnet ferrites [205]
2Samsung Starts Mass Producing Industrys First 3D Vertical NAND Flash; Seoul, Korea on Aug. 6.

2013
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40mm

Water cooling

Figure 5.5: A large 12x12 array of junction sections including wafer stacked DACs is shown,
embedded in a copper heat management socket. X-Y-Z piezo actuators are marked black,
connection wires in red and tubing for the cooling blue.

Four sections with 4 × 4 × 8 DACs are embedded in ∼ 30 mm thick copper heat sinks,

which transport the heat created by DACs and entanglement regions out of the system.

Additionally the 60×60 mm2 parts need to be mechanically aligned with a precision on the

order of ±5 µm, so that ions can be shuttled from one part to another without encountering

a large rf barrier. To achieve that, X-Y-Z piezo actuators 3 are mounted to the bottom of

each 60 × 60 mm2 part and supported by a stainless steel frame attached to the vacuum

system. Individual parts are accurately aligned to each other using microscopes and laser

measurement systems. The rf resonators required for each 60×60 mm2 section are attached

to the same steel frame beneath the piezos.

5.4 Entanglement Zone

To perform gates with the highest fidelity [60] or speed [174] two laser beams need to be

guided to the trapped ions at a certain angle making optical fibre access essential. Besides

requiring two large optical fibres per entanglement zones which also have to be inserted at

an angle, laser setups used for optical entanglement are very complex and costly. Faultless

operation of large numbers of these laser system will be extremely challenging.

3for example piezo actuator P-153.10 from Physik Instrumente (PI)
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Recently developed schemes [82, 83] are based on magnetic field gradients and microwave

radiation, see section 2.3.3. Although these gates have not yet achieved the high fidelities

required for the surface error correction code to work, they hold tremendous potential for

scalable systems.

Microwave gates based on static magnetic field gradients can be realized using a combi-

nation of current carrying wires or permanent magnets embedded in the trap structure

shown in Fig. 5.6 and microwave horns driving necessary qubit transition for many ions in

parallel. Large static magnetic field gradients (>100 T/m) will be generated using current

carrying wires embedded in a diamond substrate and passing currents on the order of

10-20 A through them. To avoid melting the structures due to high currents, diamond

substrates with extremely high thermal conductivity (κ > 2000 W/(m · K)) are used.

Wires of all entanglement zones fabricated on the same wafer can be connected together

requiring a total of only four connections per 60× 60 mm chip.

Required microwave frequencies can be dialed into a frequency generator, mixers modulate

all necessary frequencies onto one signal and amplifiers supply the signal with sufficient

amplitude to horns for the entire system. No additional stabilization techniques are re-

quired, commercially available generators deliver microwave signals sufficiently clean and

stable for this purpose. To individually address certain ions each entanglement zone is

fitted with additional small coils as shown in Fig. 5.6. These make it possible to measure,

stabilize and control the exact B-field at the ion’s position and only the desired ions can

be brought into resonance with the applied microwaves. The entire entanglement zone is

controlled via currents and microwaves instead of laser light. An additional layer of high

current DACs supplies currents to the small coils and can be used to electronically control

the entire entanglement zone.

Issues arising from using magnetic field sensitive states and fluctuations of the B-field

during quantum operations or shuttling can be addressed making use of microwave dressed

states [208,209]. Adding two zones per junction reduces shuttling times significantly, while

only increasing the requirement on the system minimally. In addition, ions will be shuttled

together and separated again, making use of the centre segmented DC electrodes with

optimal width and length [103] placed underneath the entanglement zone, see Fig. 5.6.
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Gradient wires

Controll/Adressing wires

Figure 5.6: Inset shows the current carrying wires separated from the trap structure.
Main picture shows an isometric view of the gradient wires placed underneath the trap
structure.

5.5 Power Dissipation and Cooling

Current-carrying wires and the DACs will dissipate a substantial amount of heat that needs

to be removed from the system. If we assume that ∼13 A of current 4 is passed through

the wire structures shown in Fig. 5.6 then the current-carrying wires in each junction

section will dissipate ∼ 9 W of heat. On one 60 × 60 mm2 section the current-carrying

wires will dissipate ∼1300 W. The power dissipation of the 128 DACs placed underneath

each 60 × 60 mm2 section is approximately 64 W 5. The total power dissipation will be

∼0.4 W/mm2, which is similar to that of a modern computer chip 6.

As the system does not need to be cooled to cryogenic temperatures we propose to incorpo-

rate a liquid cooler with microchannels fabricated into the copper heat sink to remove the

dissipated heat from the system. Microchannel liquid coolers are commonly used to cool

high power electronics and the design presented in [210] achieves a heat transfer coefficient

of >0.15 W/(mm2·K).

4resulting in a gradient of ∼100 T/m
5DAC of comparable size (AD5370, Analogue Devices)dissipates ∼0.5W
6Intel Ivy Bridge E, power dissipation ∼0.5 W/mm2
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Assuming that a microchannel cooler built into the heat sink reaches a heat transfer

coefficients of at least 0.1 W/(mm2·K) we can approximate the temperature of the ion

trap chip by calculating the thermal resistance between water which is chilled to (5◦C) and

the chip. Taking into consideration the thermal resistance of the diamond wafer, silicon

based DACs, the silicon distribution board, the 30 mm copper heat sink and a 25 µm thick

hard solder attachment, 7 the temperature of the ion trap chip will be ∼ 35◦C. The water

will be supplied via UHV tight flexible steel tubing and will not hinder the alignment

capabilities of the 60× 60mm2 sections.

Figure 5.7: Picture of the copper heat sink with microchannel cooler. For illustration
purposes the bottom plate of the heat sink is not included.

5.6 State Detection and Loading Zone

After performing ion addressing and one and two qubit gates, the qubit states will also

have to be read out. Special detection regions will be placed in one arm of each junction

shown in Fig. 5.8 allowing simultaneous detection of all qubit states in the entire system.

The proposed diamond substrate is highly UV transparent and allows emitted light to

7Gold-tin solder, Tc ∼ 57 W/(m· K), Indium Corporation
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reach the back of the substrate if a gap is fabricated into the dc electrodes underneath

the detection zone. Similar to the junction zone, the electrode geometry is optimized for

minimal rf barrier height. To avoid exposing dielectrics a thin layer of UV transparent

indium tin oxide (ITO) is evaporated onto the dielectric after the electrodes are formed

and underlying dielectrics removed.

The detection itself is achieved using ultra-violet (UV) sensitive silicon avalanche diodes

fabricated onto the back of the diamond, similar to the devices presented in [211, 212].

Diodes presented in [212] reach single-photon detection efficiencies (SPDE) of 30%, much

higher than the PMT 8 described in section 3.2. Detection angles will also be comparable

or higher than the imaging system described in section 3.2. Detection efficiency of this

system should be comparable or higher than of the one described in section 3.4.

Loading zones, shown in Fig. 5.8, can be placed in the free remaining arm of junctions

close to the edge of the two-dimensional array. These are to be used for initial loading of

the entire system and to replace lost ions in the array. Sheets of ionizing laser light placed

above the electrodes will intersect with an atom flux guided from the back through a slot

in the substrate away from the electrodes to load ions. This type of loading is commonly

known as backside loading [99,171] and can be further optimized for fully scalable systems

making use of an atom guiding hollow core fibre [213]. The fibres collimate the flux into

the trapping zones, and occupy a much smaller area than atomic ovens below the trap

structures.

5.7 Vacuum System

Individual 60×60 mm2 parts will be placed on a 600×600 mm2 steel frame, shown in Fig.

5.9 (b), each holding 14400 X-junctions. Electrical connections and water cooling tubes

are rerouted and connected to vacuum feedthroughs underneath the steel frame. Vacuum

pumps and other required vacuum equipment can be placed underneath and above the

trap structures.

We propose to place the steel frames inside large octagonal shaped UHV chambers (∼

2.5×2.5 m2 large) that are connected together using airlocks. At the airlock fewer junction

sections are placed and moved out of the lock section using rails underneath the steel carrier

frame if the lock is closed. Individual parts are not physically connected and the junctions

8∼15% for the H8259-01 PMT, Hamamatsu
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Figure 5.8: Showing an optimized X-junction with a loading (LS) and a detection slot (DS).
Underneath the loading slot an atom flux guiding fibre is placed. A silicon avalanche diode
is placed underneath the detection slot.

only have to be realigned to each other after the lock is opened again using the piezo

actuators. Each chamber should be able to hold at least 17 600 × 600 mm2 steel frames,

which equals to over 244,800 individual junctions.

Viewports allow for optical access from the sides and top, see Fig. 5.9 (a) and are used

for imaging, and to bring laser beams into the system. Imaging, shaping and guiding the

laser light sheets above the trap surfaces will require in vacuum optics.

(a) (b)

Figure 5.9: (a) shows a schematic of one octagonal UHV chamber connected to a second
chamber via an air lock, each chamber can hold over 244,000 individual junctions. Trap
sections and parts are placed on steel frames (b). As many chambers as required can be
connected together to form an extremely large system.
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5.8 Conclusion

We have presented a basic concept for a scalable ion trap quantum system based on

requirements to perform the surface error correction code. Proposed technologies were

chosen with the highest scalability potential in mind and a scalable asymmetric ion trap

design was presented. Some of the technologies have not been fully developed for the

exact use and the entanglement method has not reached the required fidelity yet, but no

major obstacles that are extremely challenging to overcome were identified. The proposed

design could serve as a guideline of what tasks and issues have to be solved in future works

towards a large scale ion quantum system. The scalable quantum system concept was also

used as motivation for most of the ion trap designs presented in the next chapter 6.
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Chapter 6

Asymmetric Ion Trap Designs

After performing a detailed study of different microfabrication processes presented in [75]

and developing new fabrication processes discussed in section 4.5.6, new ion trap designs

were developed. Motivated by the idea of scalable ion trap systems, discussed in the

previous chapter 5 a new optimized X-junction geometry with minimal rf barrier height

was designed first. After a barrier reduction of a factor of > 100 was achieved, development

of current-carrying wires that can be placed underneath ion trap structures started. The

current-carrying wires will be used to generate very high static magnetic field gradients

at the ions position required for microwave based quantum gates. The wire structures

are embedded in the substrate and can be combined with almost any ion trap design

which is fabricated on top. In addition, ion trap designs intended for the experimental

demonstration of shuttling between electrically and physically separated rf rails of two

linear trap sections were created. Further, designs to investigate backside loading and on-

chip detection were developed. Based on the work towards optimization of two-dimensional

ion trap arrays for quantum simulations [101], a 3× 3 ion trap array was also created.

The design process starting from fabrication process design and electrode optimization via

numerical simulations to the final mask layout will be presented. Limitations related to

the use of certain fabrication techniques and processes will be discussed. Several ion trap

designs will be discussed in detail and lastly the final mask designs for my microfabrication

at the Southampton Nanofabrication Centre 1 will be presented.

1http://www.southampton-nanofab.com/
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6.1 Trap Design, Electric Field Modelling and Mask design

Creating a new ion trap design requires a core electrode geometry, which includes the

electrodes that determine the traps capabilities. The centre geometry of a junction trap is

essential for adiabatic shuttling capabilities. Structured electrodes with a slot in central

dc electrodes can be used for detection or loading and the rf and dc electrodes of 2D ion

trap arrays determine if the design can be used for quantum simulations. Bond pads or

buried wire structures are essential for the operation of traps but commonly do not affect

the pseudopotential and are therefore not simulated.

6.1.1 AutoCAD Model

Designing three-dimensional electronic models of core electrode geometries is accomplished

using a computer assisted drawing tool (CAD), like AutoCAD2 and a design is shown in

Fig. 6.1 (a). Models are made up of four-sided 3D polygons and exported as .dxf files3.

The BEMSolver discussed in section 2.1.4 has an import module that can directly read-in

.dxf models and an example is shown in Fig. 6.1 (b).

Figure 6.1: (a) Showing a design created in AutoCAD, for illustration purposes only the
surface of the electrode layer is shown here, not the full 3D model. (b) The same electrode
geometry is imported by the BEMSolver, blue parts correspond to the top of the electrodes,
red to the ground plate underneath.

2AutoCAD software, by Autodesk
3Drawing Exchange Format
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6.1.2 BEMSolver

Before simulating the trap geometry rf and dc/ground electrode structures need to be

assigned to AutoCAD layers that can be imported by the BEMSolver, for example rf

electrodes are assigned to layer rf, dc electrodes to dc1, dc2 and ground to gnd. The

BEMSolver recognizes the layers and outputs an electric field function, generated by the

electrode geometry. For the simulation a potential of 1 V is applied to the electrode

structures in layer rf, while electrodes in all other layers are kept at 0 V.

6.1.3 Calculation of Pseudopotential and Trap Parameters

The BEMSolver outputs .dat files containing space coordinates for data points in a prede-

fined volume and corresponding electric field values, based on the simulated electric field

functions. A computational program like Mathematica is used to import the .dat files

and interpolate individual data points with a function. The Pseudopotential of rf and dc

electrodes can then be derived and visualized, as in Fig. 6.2. As discussed in chapter 2,

the pseudopotential can also be used to calculate trap depth, secular frequencies, stability

parameter q, residual rf potential at the rf nil, also known as rf barrier and principal axis

rotation.

Figure 6.2: Pseudopotential of simulated electrode geometries are visualized using Math-
ematica. The main picture shows four boundaries of different potential heights in the
geometry. Insets show pseudopotential in z and y direction as well as a 2D contour plot
of the potential.

After the core electrode geometry is optimized for the intended purpose, the entire trap

structure is designed in 2D. Additional structures for buried wires (BW), vertical inter-
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connect access (VIA) between electrodes and buried wires and current-carrying wires are

added. Also the top electrode layer is extended to a size of ∼ 10 × 12 mm2, bond pads

are added to the design. Wire or ribbon bond connections are made between the bond

pads of the chip and pads of the chip carrier. After all geometries are finalized, a pho-

tolithography mask can be created from the individual designs. Photolithography masks

are manufactured by a commercial supplier and the required data has to be supplied in

GDSII format 4. Compiling the mask and creating the GDSII file is done with a special

mask software, which in our case is LayoutEditor5. Designs will be repeated several times

on the mask and are imported to cells which are then repeatedly placed in the main mask

design. In addition, alignment marks are added to the mask allowing the alignment of a

mask layers with structures fabricated on the chips.

6.2 Process Limitations

Depending on the cleanroom where the trap design will be fabricated, the process described

in section 4.5.6 will have to be adjusted according to the available machines and process

step limitations. Besides minimum feature size and thickness of layers, the Southampton

cleanroom does not allow the use of certain metals like gold or copper in several machines,

as these can contaminate the tool chamber and destroy the samples of other users. Buried

wires and the majority of the electrodes will be made by depositing aluminium. The

electrode surface will be coated with a gold layer, which prevents the electrode surface from

oxidising. Certain ion trap designs can also require different process steps, for example

an ion trap with integrated ultra-high quality factor microwave resonator will require the

electrodes to be made of a superconducting material.

Also the previously discussed electrical limitations (see chapter 4), large rf capacitance and

resistance, loss tangent of dielectrics, power dissipation, voltage breakdown, non oxidizing

electrode surfaces will have an impact on the trap design.

To cater for the different trap designs a versatile microfabrication process that consists of

two independent process parts was developed in collaboration with Ibrahim Sari6. The

first part of the process makes use of chemical vapour deposited (CVD) diamond sub-

strates. Metal tracks are embedded in the substrate and covered with an insulating layer.

4Graphic Database System II stream format
5LayoutEditor software by juspertor
6Research staff member in the Nanoresearch group, University Southampton
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The second part of the process can either be used to fabricate traps on quartz or alu-

mina (Al2O3) substrates without current-carrying wires or used after the first process to

create trap structures on top of diamond substrates including the current-carrying wires.

Simplified layer structures for both processes are shown in Fig. 6.3.

Figure 6.3: (a) Vertical structure of an ion trap fabricated on a diamond substrate with
current-carrying wires and buried wires to connected isolated electrodes. (b) Layer struc-
ture of alumina substrate based ion traps, buried wires are connected to the top electrodes
using vertical interconnect access holes. A gold metallization is deposited on the back of
both substrates.

The minimum trap feature size is ∼ 2 µm, limited by the photolithography used in the

process, electrode layer thickness is limited to ∼ 5 µm due to the e-beam evaporator used,

dielectric layers can also be made ∼ 5 µm thick. Deposited gold layers are limited to

∼ 200 nm due to the financial cost of the deposition.

To keep capacitances of rf electrodes low, only dielectric substrates were considered and

structured ground plates are placed on top of exposed dielectrics close to the rf nil and

not extended underneath rf electrodes. Electrode-electrode gaps were kept at a minimum

of 3 µm for 2D array traps with an ion-electrode distance of ∼ 30 µm and ≥ 5 µm for all

other designs to prevent surface breakdown at voltages above 250 V [141]. The number of

dc electrodes is limited to 90 by the number of accessible chip carrier bond pads.

6.3 X-Junction Trap Design

Motivated by the idea of a two-dimensional junction array I started working on an opti-

mized X-junction geometry. X-junctions connect four rf nils perpendicularly and make it

possible to form a two-dimensional grid of rf nils, through which ions can be shuttled. Ions
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can be shuttled around corners, which was first demonstrated in [78] using a symmetric

trap, moving ions from one section to another and to rearrange ions. The geometry of the

electrodes forming such an intersection has to be highly optimized to prevent the forming

of rf barriers close to the nil intersections (junction centres), which can prevent adiabatic

shuttling through the junction. Adiabatic shuttling through a junction has only been

demonstrated using a symmetric X-junction [81] and has not been achieved in asymmetric

ion trap junctions yet. Therefore the optimization was also intended to produce traps for

future experiments demonstrating this.

For the optimization process a simple X-junction structure without any optimization,

shown in Fig. 6.4 (a), is used for comparison. The 430 µm wide rf electrodes are separated

by 170 µm from each other with a 150 µm wide centre dc electrode. Electrode-electrode

gaps are 10 µm and a ground plate shown in Fig. 6.3, which has a significant influence on

the pseudopotential and ion height at the junction centre, was included and placed 10 µm

below the electrode surface. In a junction arm 1.5 mm away from the centre, the electrode

geometry creates an rf minimum ∼ 216 µm above the surface. The ion height will change

when coming closer to the junction centre. After the junction geometry was optimized, dc

electrode rails for principal axis rotation will be added, the rf rails are of identical width.

Residual pseudopotential values at the rf minimum position are commonly referred to as

rf barrier, which has to be overcome when shuttling through the junction. If one wants

to shuttle adiabatically through the junction, the barrier has to be as small as possible to

avoid motional excitations [79] of the shuttled ions. The barrier height was determined by

finding the exact rf minimum for several data points (> 50) between x =400 µm and x =

0 µm. The data points are then interpolated and corresponding pseudopotential values are

plotted. All X-junction designs are perfectly symmetric in x and y direction and therefore

only the barrier from one arm towards the centre was investigated.

All X-junction designs were simulated with an rf potential amplitude of 400 V and fre-

quency of 2π × 20 MHz applied to the rf electrodes. For a better comparison between

different designs the barrier height was also normalized with the trap depth of the corre-

sponding design at an rf minima in one of the arms 1.5 mm away from the trap centre,

where the pseudopotential is unaffected by the junction centre geometry.

In Fig. 6.4 (b) the ion height along the x-axis of one junction arm from −400 µm to 0 µm

at y = 0 is plotted together with a contour plot of the corresponding pseudopotential,

showing a large ion height increase from ∼ 235 µm to ∼ 355 µm. The normalized residual
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pseudopotential values at the rf minima positions are shown in Fig. 6.4 (c). The maximum

value was determined to be 28% of the trap depth.

Figure 6.4: (a) Unoptimized junction section, with blue marked dc electrodes and green
rf rails. Ion height graphs and barrier height are plotted for data points along the red
line. (b) shows the height of the rf nil towards the junction centre and corresponding
pseudopotential. The normalized barrier height, with a maximum of 28% the trap depth
is shown in (c).

6.3.1 First Optimization of X-Junction

Following the Y-junction design by Robin Sterling presented in [113], the optimization

started by narrowing the width of the inner dc electrodes towards the centre, while pulling

the rf electrodes closer to the junction centre. In addition, part of the outer dc rails are

moved towards the centre, reducing the rf rail width. The first optimization result is

shown in Fig. 6.5 (a) and the corresponding normalized rf barrier is plotted in Fig. 6.5

(c). Compared with the example case the barrier was reduced by a factor of ∼2.5 to 11%

of the trap depth. The ion height along the x-axis from x = 400 µm to x = 0 µm at y= 0

in this design is shown in Fig. 6.5 (b).

Figure 6.5: (a) First optimization of junction section, with blue marked dc electrodes and
green rf rails. (b) Shows the height of the rf nil with corresponding pseudopotential along
the red marked line. Normalized barrier height is equal to 11% of the trap depth and
shown in (c).
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6.3.2 Further Optimization of X-Junction

The previously presented geometry was optimized further by refining the inner dc electrode

geometries. Outer dc electrodes are pulled much further towards the centre, significantly

reducing the width of the rf rails. The optimized geometry is shown in Fig. 6.6 (a), and

an rf barrier height suppression by a factor of ∼15 to 1.9% of the trap depth was achieved,

see Fig. 6.6 (c). Fig. 6.6 (b) shows the ion height of the rf minimum at x = 400 µm to

x = 0 µm and y = 0. No further reduction of the rf barrier was achieved by continued

refining of rf and dc electrodes.

Figure 6.6: (a) Shows refined X-junction geometry with blue marked dc electrodes and
green rf rails. In (b) the ion height along the red marked line in (a) is shown together
with the corresponding pseudopotential. (c) Shows the normalized rf barrier height with
a maximum at 1.9% of the trap depth.

6.3.3 Octupole X-Junction

A different concept based on the work presented in [214] using an octupole pseudopotential

was therefore tested and initial optimization resulted in the geometry shown in Fig. 6.7 (a).

The normalized barrier was suppressed further to 1.2% of the trap and is plotted in Fig. 6.7

(c) together with the ion height in Fig. 6.7 (b). Although the initial suppression resulted

in promising results the octupole geometry was not considered further as it resulted in a

much lower trap depth (∼3 times lower) compared to a standard quadrupole design with

the same rf potential applied.

6.3.4 Final X-Junction Design

Instead the octupole geometry was combined with the optimized quadrupole junction,

previously presented. The rf rails are interrupted close to the centre by small rf ground

patches, which reduce the barrier at the junction centre, see Fig. 6.7 (a). This will reduce
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Figure 6.7: (a) Shows the octupole X-junction design, with 4 rf rails (green) separated by
3 dc rails (blue). Pseudopotential and ion height along the red marked line are shown in
(b). The corresponding normalized barrier shown in (c) has a maximum at 1.2% of the
trap depth.

the trap depth of the design close to the centre, while the trap depth in junction arms,

where the ions are trapped and most experiments are performed, is unaffected. After

several additional optimizations a barrier suppression of > 110 to 0.25% of the trap depth

was achieved, as shown in Fig. 6.7 (c). The ion height is strongly reduced close to the

centre from ∼ 200 µm to ∼ 100 µm, see Fig. 6.7 (b). This is caused by the missing dc

electrode in the centre combined with the ground plate underneath, pulling the rf minima

closer to the surface. Simulations of the rf pseudopotential showed that static voltages

applied to the dc electrodes can be used to push the ion height to ∼ 150 µm without

increasing the barrier height above 0.25%, which would reduce the heating experienced by

the ion while being shuttled through the centre. Further optimizations were not able to

produce a lower barrier.

Figure 6.8: (a) Final design of the optimized X-junction geometry, combining quadrupole
rf (green) and dc (blue) rails with small ground patches similar to an octupole design in
the centre. The ion height towards the centre is shown in (b) with the corresponding
pseudopotential. For this geometry an rf barrier suppression by a factor of > 110 was
achieved. The normalized barrier is shown in (c) peaking at only 0.25% of the trap depth.

Fig. 6.9 shows a comparison of barrier heights for all discussed electrode structures.

Starting with the unoptimized case at 28% of the trap depth, first optimization yielded
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11% which was further improved to 1.9%. Using an octupole approach resulted in 1.2%

and combining both designs it was possible to reduce the barrier to the final value of 0.25%

of the trap depth.

Figure 6.9: (a) showing a comparison of normalized barrier heights for all presented de-
signs. (b) shows the same barrier heights plotted up to a value of 2% of the trap depth.

6.3.5 Ion Trap Design and Electrical Characteristics

After the optimization of the core geometry was completed, an ion trap design including

all structures required to trap and shuttle ions was developed. First the inner dc electrodes

of each arm were segmented into eight individual electrodes, the dimensions are optimized

for fast ion separation and shuttling following the work presented in [103]. In addition,

two dc rails were added, which are used to rotate the principal axes. Outer dc rails are also

segmented into eight electrodes and two dc rails, required for the principal axis rotation.

Fig. 6.10 shows the final top electrode layer, where the rf electrodes are connected from

two sides to make sure no rf phase mismatch occurs due to different path lengths and

then connected to a large bond pad. Also 88 bond pads are placed on the top and bottom

of the ion trap design, where electrical connections between dc electrodes and the chip

carrier are made.

The final ion trap design has a size of 12 × 10 mm2, ideal for the used chip carrier (PN

PGA10047002, Global Chip Materials). Smaller chips make wire bonding between bond

pads on ion trap and chip carrier more challenging due to larger distance.

Connections between dc electrodes and bond pads are made using vertical interconnect

access (VIAs) structures and buried wires (BW). The buried wire layer also includes a

structured ground plate which shields otherwise exposed dielectrics close to the trapping

regions, but does not extend underneath the rf electrodes, which would lead to an increase

in the rf electrode capacitance. Buried wire structures are separated from the electrode
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layer by a ∼ 3 µm thick SiO2 layer. Fig. 6.11 shows the buried wire layer for the final

X-junction trap. Where buried wires cross the rf electrode the width is reduced not to

increase the capacitance more than necessary.

Vertical interconnect access holes are designed to be slightly smaller (∼ 1 µm) than the

buried wires underneath to prevent eventual shorting with the structured ground if the

alignment of the two layers is not perfect. When depositing the electrode layer, VIA holes

will be filled up with the electrode material and make an electrically connection between

BWs and electrodes. Fig. 6.12 shows the VIA layer for the X-junction design.

In Fig. 6.13 all layers are overlaid with each other to illustrate how dc electrodes are

connected with buried wires to the bond pads on the side.

Traps based on the X-junction design are intended to be operated with an rf potential of

400 V and Ω = 2π×17 MHz applied to the rf electrodes. Assuming the trap structure

is fabricated on a 500 µm thick Al2O3 substrate with a ground plate on the back of the

substrate and 3 µm thick aluminium electrodes that are separated from the buried wire

layer by a 2.5 µm thick SiO2 layer, the following trap characteristics were derived following

the calculation in section 4.2.

Trap depth: 0.3 eV Stability parameter q: 0.29

Ion height: 210 µm

Radial secular Frequencies: 1.74 MHz in z direction and 1.60 MHz in y direction

RF electrode capacitance: 4.53 pF

RF electrode Resistance: 1 Ω

Power dissipation: 59 mW

6.3.6 Conclusion

An X-junction design with an rf barrier height suppression of > 110 was developed making

use of a combination of quadrupole and octupole elements. The optimized geometry

was used to design a complete ion trap chip and expected trap operation parameters

are presented. After fabrication is completed, the measured electrode geometries and

layer thicknesses will be used to make a realistic simulation of the junction design and to

determine voltage functions for adiabatic shuttling through the junction.

Based on this design a second X-junction trap design with 100 µm ion height was developed
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and the design is presented in App. D. The 100 µm ion height junction architecture is

identical to the presented design but scaled down by a factor of 1/2 including the electrode-

electrode gaps, which are now 5 µm wide. This design can also be combined with current-

carrying wires presented in the next section. The lower ion height makes it possible to

achieve larger gradients compared to the 200 µm version of the junction, which is more

suitable for shuttling experiments.

Figure 6.10: Showing the electrode layer of the X-junction chip design, including bond
pads on top and bottom of the design. RF rails are connected from two sides to prevent
an rf phase mismatch. Inset shows a magnification of the junction centre.
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Figure 6.11: Shows the buried wire layer including the structured ground plate. All buried
wires were connected together at the top and bottom, making the design compatible with
potential electroplating steps for the following via layer. The connections will be removed
by cutting the ion chip to the intended 12× 10 mm2 size after fabrication.
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Figure 6.12: Shows the vertical interconnect access layer design used to etch holes into
the SiO2 layer separating electrodes and buried wires.
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Figure 6.13: Shows all three layers overlapped with each other (electrode layer is blue,
buried wire layer black and VIA layer red), illustrating how connections between buried
wires, electrodes and bond pads are made. Inset shows a magnified view of junction centre.
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6.4 Current-Carrying Wire Structures for Asymmetric Traps

The development of current-carrying wire structures intended to create large static mag-

netic field gradients at the ion position will be discussed next. Large magnetic field gradi-

ents will be used to perform microwave based quantum gates as outlined in section 2.3.3.

Suitable gradients can either be generated by passing a current through wires close to

the trapping position or using permanent magnets. Magnets have been successfully used

to perform a microwave based quantum gate presented in [82] and can currently produce

gradients on the order of ∼ 20 − 40 T/m . Magnets will create a permanent magnetic

field which requires careful alignment with the trapping position such that the magnetic

field nil overlaps with the rf nil position. Otherwise this will cause a strong Zeeman shift,

which can prevent Doppler cooling and make trapping of 171Yb+ ions impossible.

Using current-carrying wires placed underneath the ion trap structure the magnetic field

can be easily adjusted or completely turned off for trapping. In addition we hope to achieve

much larger magnetic field gradients at the ions position on the order of 100-150 T/m.

Current-carrying wires are placed underneath the actual trapping structure, which allows

the wire positions and geometry to be freely chosen without having to take the electrode

structures into consideration.

6.4.1 Challenges

When trying to apply very large currents to an ion trap structure several challenges arise

that have to be overcome. To generate the largest possible gradients the wire diameter

has to be as small as possible close to the trapping position, which results in very large

current-densities that can locally produce so much heat that the wire structures melt even

if the ion trap chip is kept at room temperature.

If the ion trap structure allows it to sufficiently cool the thin wire sections, the large current

densities can still damage the structures due to electromigration. Electromigration occurs

when very large current densities are applied to well cooled metal structures, commonly

found in high power semiconductor devices. An atomic flux travels through the structure

as a result of momentum transfers from electrons to the metal structures. If the atomic

flux is too large, then the structures will be eroded at positions of highest current density

destroying the wire structure. The atom flux caused by electromigration depends on the

temperature of the metal, current density and a material specific activation energy for the
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migration. In addition the wire structures have to be made of a very thick (∼ 20−30 µm)

microfabricated conductive layer. Only electroplating is suitable for this process, which

limits the choice of materials.

6.4.2 Wire Material Choice

When choosing the correct material to create the wires all of these factors have to be taken

into consideration. Electroplating of superconducting materials is extremely challenging

and it is not clear if a thick superconductor layer can withstand the applied current

densities. Additionally the ion trap chips should be compatible with a room temperature

vacuum system, ruling out superconducting materials.

The metals considered for the current-carrying wires include gold, silver, copper and alu-

minium. Silver has the highest thermal and electrical conductivity7, but has a much lower

electromigration activation energy of 0.67 eV [215] compared to copper with 1.2 eV [216].

Gold and aluminium have lower thermal and electrical conductivities than copper and

lower electromigration activation energies of 0.92 eV [217] and 0.6 eV [216] respectively.

Copper is the second best thermal and electrical conductor 8 and possess the highest elec-

tromigration activation energy (1.2 eV [216]) of the discussed metals. In addition copper

is commonly used to produce thick electroplated wire structures, when making printed

circuit boards. It was therefore decided that copper is the most suitable material for

current-carrying wire structures.

6.4.3 Power Dissipation of Wire Structures

After we have chosen a suitable metal to fabricate the wire structures we can calculate the

amount of power dissipated by the entire structure and the temperature gradient between

the wire structures with smallest width (60 µm) and a heat sink. The wire structure

presented in Fig. 6.14 is made of 30 µm thick copper embedded in the substrate. By

increasing the wire width from the centre (60 µm) towards the outside (1500 µm) where

electrical connections are made, the power dissipation can be reduced to a minimum.

Wires structures also include 1 mm wide and 1.5 mm long contact pads, where electrical

connections can be made.

7Tc ∼ 429 W/(m· K) and ρ = 15.9 nΩ ·m
8Tc ∼ 400 W/(m· K) and ρ = 16.8 nΩ ·m
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Figure 6.14: Shows the current-carrying wire structure, smallest wire width is 60 µm and
size of the entire structure is 12 × 10mm2. Gradients are plotted for positions along the
red marked line at ion height.
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The power dissipated by the discussed structure can be calculated using the equation

Ptotal = I2 ρl

wt
(6.1)

where ρ is equal to the resistivity of the metal used for the tracks, l the length of a section,

w the width and t the thickness of the wire structure. If 12.5 A of current is sent through

both wires the power dissipated in the structure shown in Fig. 6.14 will be equal to 5 W.

For 25 A applied to both wires the power dissipation will go up by a factor of 4 (20 W).

To make sure the ion trap does not overheat a designated heat transfer system will be used,

which is described in detail in section 7.1. For the following calculation we will assume

that the chip is directly soldered onto a copper heat sink kept a room temperature, using

a high performance gold-tin solder9 .

6.4.4 Thermal Gradient Between Wire Structures and Heat Sink

Looking at the heat dissipation per area P/A= 23 × 106 W/m2 in the wire section with

smallest width (60 µm) it becomes clear that we also have to consider the temperature

gradients between this wire section and the heat sink. Assuming that the wire structure is

embedded in an Al2O3 substrate and taking the required adhesion and contact layers into

consideration, shown in Fig. 6.15, we can calculate the temperature gradient by adding

up contributions from individual layers derived with:

∆T =
PtotaltLayer

Tc(Material)wl
(6.2)

In addition a thermal transport model based on a vertical heat spread, see Fig. 6.15, in

the substrate and gold solder perpendicular to the transport direction will be considered.

Commonly the heat spread angle is approximated to be 45◦, but a more detailed analysis

presented in [218] showed that for all the investigated materials the angle was close to

∼36.5, which will be used for the following calculations.

The electroplated copper layer is 30 µm thick and has a thermal conductivity of Tc ∼

401 W/(m· K) [219]. Top and bottom titanium adhesion layers are 100 nm thick and have

a thermal conductivity of Tc ∼ 22 W/(m· K) [219]. The bottom gold layer is 150 nm

thick with a thermal conductivity of Tc ∼ 318 W/(m· K) [219]; the alumina substrate is

980Au/20Sn solder, Indium Corporation
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Copper heat sink

Figure 6.15: Schematic illustration of the layer structure of the ion trap involved in the
transport of heat generated in current-carrying wires. Red lines indicate how the heat
spreads in horizontal direction while traveling through the substrate and layer structure.

assumed to have a thermal conductivity of Tc ∼ 28 W/(m· K)10 and is 500 µm thick; the

gold solder is 25 µm thick with a conductivity of Tc ∼ 57 W/(m· K)11.

For the described structure and a current of 12.5 A the temperature gradient between

wire structure and heat sink was calculated to be ∼ 100 K, which increases to ∼ 400 K

for 25 A of current. Increasing the temperature of the wires by ∼ 100 K will also increase

of the copper resistance by 40% and increase the temperature gradient further. Passing

25 A of current through the wire structure will melt them. We therefore concluded that

alumina substrate is unsuitable for current-carrying wire structures.

If we replace the alumina substrate with 300 µm thick diamond substrate, which has a

thermal conductivity of Tc ∼ 1800 W/(m· K)12, then the temperature gradient between

wires and copper heat sink is reduced to ∼ 3.7 k and ∼ 14.8 k for 12.5 A and 25 A of

current respectively. The increase in electrical resistivity will be minimal. If the heat sink

temperature can be kept close to room temperature we expect that even higher currents

could potentially be applied to the wire structures.

If we look at the individual contributions for the thermal gradient we can see that the

dominant contributors are the diamond substrate with ∼ 1.2 K and the solder attachment

with ∼ 1.3 K. This emphasises the importance of a good connection to the heat sink.

Indium based solder has an even higher thermal conductivity than gold-tin solder, but

would melt during the 200◦C vacuum system baking procedure. Highly thermally conduc-

10provided by Valley Design
11provided by Indium Corporation
12provided by Mintres BV
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tive UHV glue (EPO-TEK H20E) possess a thermal conductivity of Tc ∼ 2.5 W/(m· K)

and would drastically limit the amount of current that can be applied.

6.4.5 Maximum Current Density

After determining the temperature gradient between the thinnest wire section, the current

density in this section was also derived to 0.7×1010A/m2 and 1.4×1010A/m2 for 12.5 A and

25 A of current respectively. Measurements of the maximum copper current density limited

by electromigration were presented in [220] and showed values of up to 8 × 1010A/m2.

Exact values will have to be experimentally determined as they depend on the quality of

the electroplated copper. Especially when using currents of 25 A the resistivity of the

wires will have to be monitored constantly during the experiment to detect and prevent

damage from electromigration to the wires.

6.4.6 Static Magnetic Field Strength and Gradient

To reduce the risk of electromigration damage a current of 12.5 A will be used for initial

experiments. The corresponding magnetic field and magnitude of the gradients produced

by this current were then derived.

The thinnest part of the current-carrying wire structure, shown in the inset of Fig. 6.14,

is approximated as infinitely long wires with infinitely small diameter, allowing us to

calculate the magnetic field and gradient analytically at the trapping position with,

B =
µ0I

2πr
(6.3)

where µ0 is equal to the magnetic permeability in free space13 and in our case r will be

approximated as the distance between the centre of the wire structure and the trapping

position. Other parts of the wire structure will not be considered for the calculation as

the current flows parallel to the direction of the gradient produced by the thinnest wire

section.

After initial development of the current-carrying wires we acquired the CST Studio suite

FEM simulation tool, which allows us to numerically simulate the magnetic field and

gradient produced by current-carrying wire structures. Magnetic field and gradient are

13metals used in the current-carrying wire and ion trap structure have a relative permeability of µr ∼ 1
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plotted along the indicated red line, see Fig. 6.14, perpendicular to the thinnest wire

section at a height of 85 µm above the centre of the copper tracks (assuming that the ion

trap structure is no more than 10 µm thick and the ion is trapped 60 µm above the trap

electrodes and that the copper tracks are 30 µm thick).

Eamon Standing simulated the magnetic field and gradient for the entire wire structure

presented Fig. 6.14 and the results are plotted in Fig. 6.16 together with the analytically

derived values for comparison.

The highest numerical gradient is equal to ∼ 155 T/m and the analytically derived gra-

dient is ∼ 180 T/m. The difference of ∼16±20% is due to spikes in the numerical data

and the fact that the numerically simulated structure varies greatly from the analytically

approximate one.
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Figure 6.16: Comparison between gradients simulated by CST Studio suit FEM tool and
analytically calculated for the wire structure presented in Fig. 6.14. A current of 12.5 is
passed through both wire structures and the gradient is plotted for an ion height of 60 µm
and along the red line shown in Fig. 6.14.

The analytical calculation produces results in a matter of second, while the numerical

simulation can take hours. The analytical results are sufficiently accurate to optimize the
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structure and were therefore used to optimize the width and separation of current-carrying

wires for several different ion heights and ion trap structures. A linear ion trap design

including the optimized wire structure will be presented in the next section. All ion trap

designs with current-carrying wires can be found in App. D.

6.4.7 Conclusion

Assuming that a current of 12.5 A can be passed through the wire structures without caus-

ing thermal or electromigration damage, adjustable magnetic field gradients of > 150 T/m

can be generated 60 µm above the ion trap electrodes based on the current-carrying wire

design. Not only can the magnetic field be turned off and adjusted, it also provides

much higher gradients than currently achievable in macroscopic ion traps with permanent

magnets.

6.5 Trap Design for Current-Carrying Wire Structures

Current-carrying wires can be combined with any ion trap design, but will increase the

rf electrode capacitance if large parts of the wire structures are placed underneath the rf

electrodes. This will be the case if the gradient is generated in a radial direction of the

pseudopotential and the wire structures are aligned parallel to the rf electrodes. The rf

electrode capacitance can be increased by several picofarads, depending on the thickness

of insulating layers and exact wire geometry.

A new linear ion trap geometry was therefore developed where the width of the rf rails is

reduced and the inner dc electrode width increased, keeping the ion height constant. This

design is also used for linear ion traps with loading and detection slots. Due to the large

inner dc width the slots can be made wider, which is especially beneficial for traps with

detection slots as it increases the collection angle of light passing through the slot.

Changing the rf electrode width will reduce the trap depth and cause a small rf barrier.

Therefore the rf rail design was optimized and the normalized barrier was reduced to 0.6%

of the trap depth as presented in Fig. 6.17. The barrier drops below 0.1% at the centre

of the linear section, where the experiments will be performed. As the linear section will

not be considered for adiabatic shuttling, the design was not optimized further.

The discussed linear trap design will be combined with current-carrying wire structures
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Figure 6.17: Linear ion trap section with narrowed rf electrodes to reduce the capacitance
when current-carrying wires are placed underneath (electrode layer is blue, buried wire
layer black and VIA layer red). Insets show magnified view of the centre of the trap and
the normalized rf barrier along the red marked line at the rf nil positions.
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and operated with an rf potential of 250 V and Ω = 2π×40 MHz. For capacitance and

resistance calculations a 300 µm thick diamond substrate was considered in combination

with a 3 µm thick aluminium electrodes separated from the buried wires with a 2.5 µm

thick SiO2 layer. The copper wires underneath the trap structures are 60 µm wide when

crossing the rf electrodes and the following trap characteristics were calculated.

Trap depth: 0.35 eV Stability parameter q: 0.39

Ion height: 58 µm

Radial secular Frequencies: 5.51 MHz in z direction and 5.26 MHz in y direction

RF electrode capacitance: 1.9 pF

RF electrode resistance: 1.7 Ω

Power dissipation: 9mW

6.6 Asymmetric Traps with Loading/Detection Zones and

Disconnected RF Rails

Motivated by the scalable ion trap quantum system design presented in chapter 5 two

linear ion trap designs were developed. One ion trap design is outfitted with a slot, placed

in one of the centre segmented dc electrodes, which can be used for detection of light

scattered from trapped ions or loading of ions from the backside of the chip. The second

design is a linear ion trap consisting of electrically and physically disconnected rf rails,

which are separated in x and y directions by 5 µm or 10 µm, respectively.

6.6.1 Loading and Detection Slot Designs

As discussed in the previous section, the rf rail width can be reduced and centre dc

electrode width increased. This allows us to include a slot in the dc electrode design, which

results in a larger detection angle. In addition to the barrier caused by the narrowing of

the rf rails by placing a slot in one the dc electrodes will increase the barrier further. The

slot geometry was therefore optimized and the normalized barrier could be suppressed to

∼ 1% of the trap depth, shown in Fig. 6.18.

If the ion trap design is fabricated on an ultra-violet (UV) transparent substrate, like

quartz glass, then light scattered by an ion trapped above the slot can be detected at
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Figure 6.18: Linear Ion trap with detection slot for backside detection of scattered light
from a trapped ion (electrode layer is blue, buried wire layer black and VIA layer red).
The insets show the relevant dc electrodes and corresponding rf barrier.
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the backside of the substrate. UV sensitive silicon avalanche diodes, similar to the devices

presented in [211,212], can be attached to the back of the chips and used to detect photons

without requiring any additional optics. Coating the exposed dielectric with a conductive

UV transparent indium tin oxide (ITO) layer will prevent charge build up at the slot

position.

If the design is intended for backside loading then the trap will be fabricated on an alumina

substrate. A hole has to be machined into the substrate allowing the neutral atom flux

passing through it and reaching the trapping zone. Alumina is very difficult to machine,

which combined with the small hole diameter (∼ 80 µm), will make laser drilling necessary.

Trap characteristics of a design for backside detection were derived for an rf potential

with an amplitude of 400 V and frequency of Ω = 2π×30 MHz. Assuming a 500 µm thick

quartz substrate and otherwise the same trap structure, 3 µm thick aluminium electrodes

and a 2.5 µm thick SiO2 separation layer, trap parameters will be:

Trap depth: 0.31 eV Stability parameter q: 0.39

Ion height: 95 µm

Radial secular Frequencies: 4.10 MHz in the z-direction and 3.74 MHz in y-direction

RF electrode capacitance: 2.7 pF

RF electrode resistance: 1.5Ω

Power dissipation: 13 mW

6.6.2 Asymmetric Ion Trap with Separated RF Rails

Designing an ion trap with axially separated rf rail pairs can be used to experimentally

demonstrate shuttling between two independent ion traps. Building a large scale ion trap

system based on shuttling ions from one junction to a neighbour junction will require the

shuttling between physically disconnected section as the ion traps have to be fabricated

on many substrates.

The linear ion trap designs presented in Fig. 6.19 can be used to demonstrate adiabatic

shuttling between rf rails separated by 5 µm and 10 µm in x and y directions respectively.

In addition different rf potentials can be applied to the rf electrodes of the two sections.

The traps can also be laser cut into two completely independent sections and aligned using

piezo actuators in another experiment.

Due to the small size of the traps, two different designs were fitted on the same chip. Fig.
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6.19 shows the two linear traps including the simulated barrier where the two separate

rails are joined.

eV

Figure 6.19: Showing the two ion trap designs intended for investigations of shuttling
through separated and shifted rf rails (electrode layer is blue, buried wire layer black and
VIA layer red). Insets show a magnified view of rf rails (left inset) and rf barrier at ion
height when shuttling from one section to the other (right inset).

Applying an rf potential with an amplitude of 400 V and frequency of Ω = 2π × 30 MHz

to one of the trap sections, placed on a 500 µm thick alumina substrate will results in the

following trapping parameters:

Trap depth: 0.58 eV Stability parameter q: 0.39

Ion height: 101 µm

Radial secular frequencies: 4.13 MHz in z direction and 4.07 MHz in y direction

RF electrode capacitance: 2.33 pF

RF electrode resistance: 0.8 Ω
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Power dissipation: 24 mW

6.7 Complete Mask Layout

In addition to the ion trap designs presented in this chapter, linear sections, junctions and

2D arrays were developed for various tasks. For the microfabrication at the Southampton

Nanofabrication Centre a 6” diameter write field 14 mask was used and all of the developed

16 ion trap designs are placed four times on the mask. One quarter of the mask for the

first three layers (‘Electrode’, ‘VIA’ and ‘Buried Wire’ layer) is shown in Fig. 6.20 and

a summary for each trap design is given in the following sections. Additionally all mask

designs, including the current-carrying wire layer, are shown in more detail in App. D.

Ion Trap Design 1

Trap Description: Linear ion trap
Approximate Ion Height: 250 µm
Number of DC Electrodes: 56
Substrate Material: Alumina
Design: Linear ion trap without CCWs. Large amount of dc electrodes allows for precise
control of long chains of ions in the trap. The large ion height makes this the design with
lowest expected heating rate.

Ion Trap Design 2

Trap Description: Linear ion trap with loading slot
Approximate Ion Height: 165 µm
Number of DC Electrodes: 34
Substrate Material: Alumina
Design: Linear ion trap fabricated with a loading slot placed in one of the dc electrodes.
The neutral atom flux can be generated at the back of the trap and sent through a laser
cut hole in the substrate to the loading zone.

Ion Trap Design 3

Trap Description: Linear ion trap with detection slot
Approximate Ion Height: 100 µm
Number of DC Electrodes: 36
Substrate Material: Quartz
Design: Linear ion trap fabricated on quartz substrate, with a detection slot replacing

14write field represents the part of the mask occupied by the designed structures
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one of the centre dc electrodes. Scattered light from the ion can reach the back of the
substrate, where a photo detector is placed. This design is described in more detail in
section 6.6.1

Ion Trap Design 4

Trap Description: Linear ion trap with current-carrying wires and loading slot.
Approximate Ion Height: 170 µm
Number of DC Electrodes: 34
Substrate Material: Diamond
Design: Linear ion trap with CCWs and additional detection slot, otherwise similar to
design 13.

Ion Trap Design 5

Trap Description: X-junction ion trap
Approximate Ion Height: 100 µm
Number of DC Electrodes: 88
Substrate Material: Alumina
Design: X-junction trap with optimized geometry and ion height of 100 µm. Trap design
is intended for the demonstration of adiabatic shuttling.

Ion Trap Design 6

Trap Description: X-junction ion trap
Approximate Ion Height: 200 µm
Number of DC Electrodes: 88
Substrate Material: Alumina
Design: X-junction trap intended for initial shuttling experiments, design is presented in
section 6.3.5.

Ion Trap Design 7

Trap Description: Linear ion trap with current-carrying wires
Approximate Ion Height: 120 µm
Number of DC Electrodes: 34
Substrate Material: Diamond
Design: Linear ion trap combined with CCWs, replaces design 12 if microfabrication of
buried wires and VIAs is reliable.
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Ion Trap Design 8

Trap Description: Linear ion trap with current-carrying wires and coplanar waveguide
(CPW)
Approximate Ion Height: 60 µm
Number of DC Electrodes: 18
Substrate Material: Diamond
Design: This design was modified and placed on another mask. It is now being fabricated
in a different cleanroom and will not be used for the fabrication described in this thesis.

Ion Trap Design 9

Trap Description: X-junction ion trap with current-carrying wires
Approximate Ion Height: 100 µm
Number of DC Electrodes: 72
Substrate Material: Diamond
Design: X-junction ion trap CCWs intended for advanced microwave quantum gate ex-
periments, where several ions can be entangled in consecutive gate operations.

Ion Trap Design 10

Trap Description: Linear ion trap with current-carrying wires
Approximate Ion Height: 60 µm
Number of DC Electrodes: 66
Substrate Material: Diamond
Design: Linear ion trap including CCWs with the lowest ion height and largest expected
gradients. The design is discussed in section 6.5

Ion Trap Design 11

Trap Description: Ion trap array
Approximate Ion Height: 100 µm
Number of DC Electrodes: 54
Substrate Material: Alumina
Design: Optimized 3× 3 ion trap array intended for initial testing of the array design at
higher ion height of 100 µm and rf nil separation of 184 µm.

Ion Trap Design 12

Trap Description: Linear trap with current-carrying wires
Approximate Ion Height: 120 µm
Number of DC Electrodes: 30
Substrate Material: Diamond
Design: Linear ion trap combined with CCWs without buried wires, intended for initial
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experiments with CCW. Will be fabricate if the yield of the microfabrication is low.

Ion Trap Design 13

Trap Description: Linear ion trap with current-carrying wires
Approximate Ion Height: 170 µm
Number of DC Electrodes: 34
Substrate Material: Diamond
Design: Linear ion trap combined with CCWs, the ion height of 170 µm makes it suitable
for experiments where low heating rates are important.

Ion Trap Design 14

Trap Description: Two linear ion traps with separated rf rails
Approximate Ion Height: 100 µm
Number of DC Electrodes: 2×36
Substrate Material: Alumina
Design: Linear ion trap sections with disconnected rf rails intended to demonstrate shut-
tling between physically and electrically separated rf rails, as discussed in section 6.6.2.
In the left linear trap rf rails are separated by 10 µm in both x and y directions in the
right trap by 5 µm in both directions.

Ion Trap Design 15

Trap Description: Ion trap array
Approximate Ion Height: 50 µm
Number of DC Electrodes: 54
Substrate Material: Alumina
Design: Optimized 3 × 3 ion trap array with 50 µm ion height and 87 µm separation
between rf nils.

Ion Trap Design 16

Trap Description: Ion trap array
Approximate Ion Height: 30 µm
Number of DC Electrodes: 55
Substrate Material: Alumina
Design: Optimized 5× 5 ion trap array based on the example case presented in [101].
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Figure 6.20: Picture of all ion trap designs and corresponding ‘Electrode’ (blue), ‘VIA’
(red) and ‘Buried Wire’ (black) layers placed in a quarter of the 6” diameter write field
mask. Additionally alignment marks are placed around the individual designs, allowing
the individual layers to be aligned with each other.
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Chapter 7

Vacuum Chamber Modifications

and Voltage Control System

Stable operation of ion traps with current-carrying wires (CCW) described in section 6.4

requires that the dissipated heat is efficiently removed from the ion trap chip. A novel

thermal bridge system was therefore developed that is compatible with the vacuum system

described in section 3.3.1 and also provides the possibility to cool the ion trap below room

temperature.

Recent findings showed that an in situ clean of ion trap electrodes can dramatically

reduce the heating rate by several orders of magnitude [86,87]. Based on these results we

decided to add a high voltage ion source to one of our vacuum systems, which required

the development of a custom flange and redesign of the imaging window.

In addition a novel multichannel high speed voltage control system was designed that can

be used for trapping and shuttling of ions. The system is based on low-noise components

and can generate high speed, high voltage, arbitrary waveforms ideal for these tasks.

7.1 Thermal Transport System

Ion traps with current wires will generate up to 20 W of heat, which if not efficiently

removed will heat up the ion traps and increase electromigration in the CCW and ulti-

mately reduce the amount of current that can be applied to the wire structures. It will

also increase the temperature of the trap electrodes and thereby the heating rate in the

trap, as discussed in section 4.3.2. Individual temperature gradients of wire sections, dis-
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cussed in section 6.4 will not be considered further here, as the heat spread perpendicular

to the transport direction will lead to an even distribution of the heat dissipated by all

wire sections. We will assume that the heat is dissipated over the entire chip area.

7.1.1 Chip Holder

Instead of placing the ion trap chip on the 2 mm thick alumina chip carrier cavity plate,

which has a low thermal conductivity of Tc ∼ 28 W/(m ·K)) and would require a second

solder attachment at the back, slots are laser cut into the chip carrier, as illustrated in

Fig. 7.1. The ion chip is directly soldered onto a custom designed gold plated copper chip

holder, shown in Fig. 7.2. The laser cutting of the chip carrier was done by Laser Cutting

Ceramics Ltd.

Figure 7.1: Picture showing the modified chip carrier, slots are laser cut into the central
cavity plate.

The 23 mm long copper chip holder, which is designed to fit through the centre slot of the

chip carrier, was fabricated by our workshop according to the drawings shown in App. C.

After fabrication the surface of the copper holder is polished and electroplated with 2 µm

of nickel and 200 nm of gold by CIR Electroplating.

The backside of the microfabricated ion traps will be coated with a ∼ 150 nm thick

gold layer, which makes it possible to solder them directly onto the chip holder using 10×

10 mm2 large and 25 µm thick gold-tin (80Au20Sn) solder sheets from Indium Corporation.
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Figure 7.2: Gold platted copper chip holder and chip carrier with laser cut slots. The
main part of chip holder is designed to fit through the slot. Ion traps are soldered onto the
polished front plate, which is placed on top of the remaining chip carrier plate structure.

The sheet is placed between ion trap chip and chip holder and heated on a hot plate in

an inert argon atmosphere to >280◦C for a minimum of 4 min soldering the chip to the

chip holder. If necessary a small weight can be placed on the chip to improve the solder

process. The argon atmosphere protects the heated chip surface from contamination and

enhances the solder process. The 25 µm thick solder layer will be able to compensate

thermal expansion mismatches between ion trap chip and chip holder1.

The ion chip soldered onto the copper holder is compatible with the standard baking

procedure of the vacuum system at 200◦C, as outlined in section 3.3.

7.1.2 Thermal Bridge and Current Supply Structures

To transport the heat from the chip holder to the outside, without changing the current

vacuum system design, a thermal bridge was designed to fit through the chip bracket

cavity illustrated in Fig. 7.3. The thermal bridge consists of two independent copper

parts, shown in Fig. 7.4, which are pressed against the chip holder and each other using

two 4 mm diameter screws, providing a good thermal contact. Four threaded screw holes

1Information provided by Indium Corporation
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are used to attach the thermal bridge to a custom copper adapter using Allen head screws

that can be tightened from side windows of the vacuum.

Figure 7.3: Showing the chip carrier and copper chip holder attached to the thermal bridge.
The chip bracket of the vacuum system is included to illustrate the size of the thermal
bridge with respect to the chip bracket cavity. Exploded and cutaway views demonstrate
how the individual parts are assembled.

The centre 4 mm hole machined into both parts of the thermal bridge, see Fig. 7.4, is

used to clamp four current supply structures onto the side of the heat transport system.

The current supply structures, shown in Fig. 7.4, are made of copper and electroplated

with 2 µm of nickel and 200 nm of gold as well. Peek spacers are used to the separate

the four current delivery structures on each side, which are also placed on a 1 mm thick

ceramic BNP2 plate. BNP2 is a machinable aluminium nitride ceramic with a high thermal

conductivity of Tc ∼ 92 W/(m ·K)2 acquired from Ceramic Substrates and Components

Ltd 3. The BNP2 plates help transport heat dissipated in the current supply structures

to the main transport system. The structures are designed to fit through the additional

slots cut into the chip carrier and can be fixed in place using PEEK clamps. Current

feedthroughs are placed on a 2 3/4” flange of the vacuum system and connected to the

current supply structures using ceramic bead insulated copper wires crimped to a silver

plated high current receptacle (PN 09 33 000 6204 AWG 16 receptacle, suitable for >15A

of current), which fits onto the pin of the current supply structures.

Connections between current supply structures and current-carrying wire pads on the ion

2Value for Tc provided by Ceramic Substrates and Components Ltd
3http://www.ceramic-substrates.co.uk/



155

Top part of second thermal bridge stage

Copper adapter

Chip carrier

Copper chip holder

Bottom part of second thermal bridge stage

Current supply structures

PEEK clamp

PEEK spacer

BNP2 spacer

Figure 7.4: Assembled thermal bridge, including chip carrier, chip holder, both parts of the
thermal bridge, current supply structure and corresponding mounts and copper adapter.

trap will be made using several gold ribbon bonds (125×25 µm). Five ribbons are expected

to withstand a minimum of 20 A of current. Current supply structure and current bond

pads on the chip are large enough to place more than 10 ribbon bonds if required.

The complete thermal bridge can be fully assembled outside the vacuum system and

pushed through the chip bracket together with the chip holder and chip carrier afterwards.

Fig. 7.5 shows a picture of the assembled thermal bridge attached to the copper adapter

and mounted to the chip bracket.

7.1.3 Copper Adapters and custom Steel-Copper Flange

The copper adapters will be attached to a custom copper-steel flange at the back of

the vacuum chamber, see Fig. 7.6. The custom flange is supplied by Allectra GmbH

and is made up of a steel blank flange into which thick-walled copper tube is welded in.

The thick-walled copper tube has a large copper plate welded to the end facing into the

vacuum system, where the copper adapter can be screwed on. A short 4 1/2” stainless

steel extension, shown in Fig. 7.6, thermally isolates the 4 1/2” steel-copper custom

flange from the main vacuum chamber. Stainless steel4 has a low thermal conductivity of

4304 stainless steel
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Figure 7.5: Picture of the assembled thermal bridge, chip bracket and copper adapter.
Used stainless steel screws are not cut to the correct length yet.



157

Tc ∼ 16 W/(m·K) [219] and combined with the thin walled tube (1.65 mm wall thickness)

will thermally isolate the copper flange from the rest of the system.

Copper adapter

Custom steel-copper flange

Steel extension flanges

Figure 7.6: Showing the entire thermal bridge, copper adapter, steel-copper flange and
steel extension flanges.

Under normal operation the thick-walled copper tube will provide a thermal conduction

from the copper adapter to the outside of the vacuum system. A heat sink can be mounted

on the part of the thick-walled copper tube, which is outside the vacuum system for further

cooling. The thermal gradient between copper chip holder and the end of the thick-walled

copper tube of the custom flange was derived to be approximately ∆T=2 K/W. Main

contributors are the chip holder with ∆T∼0.8 K/W and the thermal bridge stage with

∆T∼0.6 K/W, other parts of the system have a much larger cross section and therefore

much lower ∆T.

In addition we hope that by filling the copper tube with liquid nitrogen using an angled

flange we will be able to cool the ion trap chip below 0◦C. The liquid nitrogen will cool

the heat transport system while slowly evaporating. A continuous flow of liquid nitrogen

will not be required. The stainless steel extension separating the steel-copper flange from

the vacuum system will be heated on the side attached to the main chamber to prevent

condensation on the vacuum system. This cooling design is not fully scalable and is
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intended for experiments towards the highest possible gate fidelities.

Fig. 7.7 shows a picture of the thermal bridge attached to the custom flange and an ion

source attached to the system, which will be discussed in section 7.2.

7.1.4 Conclusion

A novel UHV compatible thermal transport system was designed that can be used to

remove the heat dissipated in ion traps with current-carrying wires with a modest tem-

perature gradient of 2 K/W. The thermal transport system also provides the possibility

to cool any ion trap below 0◦C, when filled with liquid nitrogen.

Drawings for all parts manufactured in our workshop can be found in App. C.

7.2 Plasma Source for in situ Ion Trap Cleaning

In recent experiments it was demonstrated that in situ cleaning of ion trap electrodes with

a high energy argon plasma beam (2 kV in [86]) can result in a reduction of the heating

rate by several orders of magnitude [86, 87].

Bombarding the ion traps electrodes with an argon beam can lead to implantation of ar-

gon atoms and surface contaminants into the surface and generally increase the surface

roughness. Commonly after an argon plasma clean is performed the surface will be an-

nealed at temperature > 300◦C which is not possible for ion traps. To reduce the argon

implantation and surface damage we decided to reduce the angle between argon beam and

surface to a minimum where we can still achieve a sufficient cleaning effect [221]. This

will help reduce the discussed issues and also less material of the trap electrodes will be

milled away.

Following the work presented in [222] on the removal of adsorbents on a surface we decided

that an angle of ∼ 15◦ between the sputter beam and surface will provide sufficient cleaning

of our ion trap electrodes. By using a side window of the vacuum system, see Fig. 7.7 to

mount the sputter gun with a custom flange an angle between beam and surface of 14◦ can

be achieved. To achieve a higher angle we would have to completely redesign the vacuum

chamber.
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Figure 7.7: Cutaway view of the vacuum system, custom flange, ion beam (transparent
conus) and thermal transport system.

7.2.1 Ion Source

After investigating several possible ion sources we acquired the IQE 11/35 from SPECS

GmbH. The ion source is very compact (63.5 mm long, diameter of ∼30 mm inside the

vacuum), has a high acceleration voltage 5 kV, and is compatible with reactive gases,

which will allow us to perform a lower energy oxygen plasma etch clean in addition to an

argon sputter clean. A digital controller (PU IQE 11/35 digital power supply, by SPECS

GmbH) supplies the required high voltage and the gas flow is manually regulated using a

high precision leak valve (Model 1000, Brechtel manufacturing Inc.)

7.2.2 Custom Flange

A custom flange, shown in Fig. 7.9, had to be designed to attach the plasma source to the

chamber and allow the ion beam to enter the system through one of the side 2 3/4” flanges.

The flange houses the 63.5 mm long ∼30 mm diameter ion source and is then conically

reduced to fit onto the 2 3/4” flange at the discussed 14◦ angle. A small fraction of the

ion beam (FWHM diameter of the beam is ∼5 mm when exiting the flange) will hit the
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sidewalls of the conical flange and material of flange will be sputtered off and potentially

redeposited on the ion trap electrodes. To prevent contamination of the electrode surfaces

with steel, all exposed parts of the flange are gold coated with a 2 µm thick layer by CIR

Electroplating.

In addition to the custom flange the recessed imaging window of the vacuum system

presented in section 3.7 was redesigned to make sure the plasma beam is not obstructed

on the way to the trap. A drawing of the new window can be found in App. C.

7.2.3 Operation

When performing an in situ clean of an ion trap chip, argon or oxygen gas is let into the

vacuum system. To keep a stable pressure and to remove the gas from the chamber after

cleaning the turbomolecular pump discussed in section 3.3 is attached to the system. The

digital controller is connected to the high voltage feedthroughs of the ion source, shown

in Fig. 7.8. Next, an argon or oxygen gas cylinder is attached to the leak valve via a

flexible stainless steel tube (PN SS-FJ4RF4RF4-40, Swagelok). The stainless steel tube

is evacuated using the turbomolecular pump and can also be baked to remove residual

water. Afterwards, the gas line is filled with either argon for physical sputtering or oxygen

to perform a dry etch clean of the surface. Then, the leak valve is slowly opened until the

pressure in the vacuum chamber, monitored using an ion gauge, reaches ∼ 10−7 Torr. To

start the plasma cleaning the ion source voltage is turned on, for argon based cleaning a

voltage on the order of 2 kV [86] will be used, for oxygen dry etch cleans different voltages

will be tested.

7.3 Voltage Control System

Trapping and especially shuttling of ions require a highly advanced multichannel high-

speed voltage control system, that can supply low-noise arbitrary waveforms with update

rates on the order of MHz and voltages of up to ±100 V. Such a voltage control system

was used to shuttle ions though a T-junction described in [78].

Before the development of our system started we compiled a list of minimal requirements
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Figure 7.8: Picture of ion source and leak valve attached to a vacuum system. Gas line
and high voltage connections are not attached in this picture.

on the system based on prior shuttling experiments and future ion trap designs in our

group. The digital-to-analogue converter (DAC) of the system will have to have at least

16 bit and an update rate of >>1 mega sample per second (1 MSPS equals to a voltages

update rate of 1 MHz). Output voltage span of the system has to be ∼ ±100 V , and it

has to have on the order of 88 channels and the best possible noise performance.

7.3.1 Digital-to-Analogue Converters

The essential part of any voltage control system is the DAC, which determines the bit rate

and update rate and has a strong impact on the noise performance. The type of DAC also

determines in which format the digital information of the waveforms has to be supplied.

Two different types of DACs are commercially available, which differ greatly in update

rate and format of the digital data. Serial DACs require one data channel per DAC, the

data bits are supplied to the DAC one at a time, where they are transferred to a circuit

latch5 by a supplied clock signal. After 16 bits are clocked into the latch a second clock

transfers the data to the output stage of the DAC and the voltage is changed. Commonly

serial DACs with update rates of up to 3 MSPS are commercially available.

Parallel DACs clock in all required 16 bits at the same time supplied by 16 digital data

channels and update the output voltage with every clock cycle. Parallel DACs are com-

5Simple transistor based memory
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Figure 7.9: Custom designed flange used to attach the ion source to the vacuum system.
Gold coated parts of the flange are marked yellow.
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monly used if update rates on the order of fifty to several thousand MSPS are required.

The Parallel DACs require data to be sent on 16 digital channels at rate of ∼ 20−50 MHz,

which equals to > 56 gigabytes of data per second for a 90 channel system updated at a

rate of 20 MSPS. Voltage control systems making use of these DACs [223, 224] make use

of large numbers of field programable gate arrays (FPGA) which supply the required data

for limited amount of waveforms. When the system is triggered a short outburst of data

is sent to the parallel DACs until the memory of the FPGA is depleted.

Using FPGAs to supply the digital data to DACs in our 90 channel system would limit the

length of arbitrary wave functions and require on the order of 45 FPGAs, which all have

to be connected to a control computer via a universal serial bus (USB) connection. This

would dramatically complicate our 90 channel system, limit its speed when outputting

many different arbitrary waveforms and make it more susceptible to system errors due to

the very large number of USB connections.

Serial DACs put less constraint on the digital data supply and can be connected to com-

mercially available Digital I/O cards (for example M2I.7011-EXP from Spectrum GmbH),

which can provide enough digital data for 30 DACs. Most serial DACs are limited to

3 MSPS, which is sufficient for shuttling operations in our traps [98], but leads to addi-

tional switching noise at a frequency of 3 MHz. The noise can dramatically increase the

heating rate in the ion trap, when on resonance with a secular frequency of the trap, see

section 2.2.2.

7.3.2 Voltage Generation and Active Filtering

Digital-to-Analogue Converter

One serial DAC was found that operates at an update rate of 16 MSPS by using a unique

digital interpolation filter built into the DAC (PN DAC8580, by Texas Instruments) and

was chosen for this system. Data bits are supplied at a rate of 16 MHz by three 32-

channel M2I.7011-EXP digital I/O cards (by Spectrum GmbH) to a total of 90 DACs,

which results in an interpolated update rate of 16 MSPS. The interpolation filters will

also help smoothing out the arbitrary waveforms used for shuttling.

The 16 bit DAC can output ±5 V with an update rate of 16 MSPS, has a more than

sufficient slew rate6 of 35 V/µs and a low output noise of 25 nV/
√
Hz at 10 kHz and

6Slew rate defines the maximum voltage change the DAC can output in the give time span
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20 nV/
√
Hz at 100 kHz7. The DAC has three digital inputs, one for the waveform data,

one for the latch clock and an additional clock controlling the voltage update.

Each of the digital data lines is galvanically isolated from the inputs of the DAC and

the voltage grounds of the system using high speed optical isolators (PN HCPL-0723, by

Avago Technologies) to reduce noise pick-up from the digital data supply lines.

Voltage Reference

A reference voltage VREF has to be supplied to the DAC, which will determine the max-

imum output voltage span (±VREF). The ADR443B VREF =3 V voltage reference (by

Analogue Devices) is designed for extremely low noise (1.4 µV peak-peak) applications and

has a high initial voltage accuracy of (1 mV)8. Each DAC has its own voltage reference

and the voltage reference output is also heavily filtered with a 33 µF capacitor.

Active Filter

To reduce the switching noise of the DAC at 16 MHz an active operational amplifier based

low-pass filter with a cut-off at 500 kHz is placed after the DAC voltage output. The filter

circuit consists of a low input noise (1 nV/
√
Hz at 100 kHz)9 operational amplifier (PN

ADA 4899, by Analogue Devices), two 220 Ω resistors, a 2.2 µF and 680 pF capacitor.

Bypass Capacitors and Resistors

In addition to the discussed components three bypass capacitors (4.7 µF, 100 nF and

1 nF) are placed close to all voltage supply pins, to reduce high frequency noise entering

the components. All bypass capacitors are either high quality ceramic (C0G dielectric) or

tantalum capacitors, which exhibit the lowest possible impedance for the noise to ground.

Three different capacitor values were chosen to efficiently remove a larger frequency band-

width of noise, capacitors with lower values commonly have a lower impedance for noise

at higher frequency.

All resistors used for the voltage control system are wirewound high power resistors, which

induce the lowest noise [225] and the resistance value is largely unaffect by the power

dissipated in the resistor.

7http://www.ti.com/lit/ds/symlink/dac8580.pdf
8http://www.analog.com/static/imported-files/data sheets/ADR440 441 443 444 445.pdf
9http://www.analog.com/static/imported-files/data sheets/ADA4899-1.pdf
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7.3.3 Printed Circuit Boards

All components used to generate and filter the waveforms are placed in one section of a

six layer printed circuit board fabricated by Rush PCB Inc, shown in Fig. 7.10.

Figure 7.10: Voltage generation and active filter section for one channel.

The section shown in Fig. 7.10 has a small digital ground plate on the top layer (layer

1) covering the optical-isolators and digital input pins of the DAC. An analogue ground

plate (layer 2) is placed directly underneath the top layer and the wide copper tracks

surrounding the section on the top layer are also connected to analogue ground. These

tracks will be electrically connected to nickel plated copper plates placed around each

section for electromagnetic interference (EMI) shielding. On top of the plates a tin plated

copper clad steel (TCS) wire mesh is placed that allows fan cooling of the components

and also provides EMI shielding.

A second digital ground plate (layer 5) shields the analogue supply tracks (layer 3) and

digital control lines (layer 4) from noise on digital data supply lines (layer 6) placed on

the back of the six layer printed circuit board (PCB).
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7.3.4 Voltage Amplification

In addition a voltage amplification section, which is placed on the same PCBs and shown

in Fig. 7.11 is used to increase the voltage output span to ±9 V and ±90 V. By changing

the amplifier circuits the output voltage spans can also be adjusted if required. A variable

two-stage amplification was chosen to increase the voltage accuracy and reduce the noise

on voltages below ±9 V.

The voltage amplification section has its own analogue ground plates preventing potential

noise on the ground of the voltage generation section to the reach the amplifiers.

Figure 7.11: Amplification section of one channel including relays and SMA connectors.

First Amplification Stage

The main voltage amplification stage is made up of an ultra low input noise (0.9 nV/
√
Hz

at 1 kHz)10 operational amplifier (PN AD797, by Analogue Devices) in a differential

amplification circuit. A differential amplification circuit was chosen to reduce noise on the

voltage generated in the first section of the system. Two 100 Ω and two 300 Ω resistors

result in a voltage amplification of a factor of ∼ 3 and a maximum output voltage of ±9 V.

Bypass capacitors identical to the ones used in the voltage generation section are placed

at the analogue supply pins.

10http://www.analog.com/static/imported-files/data sheets/AD797.pdf
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High Voltage Amplification Stage

The amplified voltage can then be distributed to four different output SMA connectors

via telecommunication relays (PN IM06GR, by TE connectivity) or send to a second

voltage amplification stage if voltages above ±9 V are required. The second amplification

stage consists of a MSK130 (by MS Kennedy) high slew rate (300 V/µS), high voltage

(±195) and low input noise (∼5 nV/
√
Hz at 100 kHz)11 voltage amplifier. Special bypass

capacitors compatible with the high voltages are used. One 680 Ω and 6.8 kΩ wirewound

resistor in a non-inverting amplification circuit result in a voltage amplification by a factor

of 10, increasing the maximum output voltage span to ±90 V.

The voltage amplification section is also equipped with EMI shielding plates and a mesh.

The large MSK130 operational amplifier is placed on the backside of the PCB and a large

aluminium heat sink (PN SK 04/50 SA, Fischer Elektronik) is screwed to the back of it

for cooling.

7.3.5 Voltage Supplies

For the voltage generation and first amplification stage ±5 V and ±15 V voltages are

supplied by two linear voltage supplies (HCC5-6/OVP-AG by Power-One, for ±5 V and

32212D by Calex Electronics Limited for ±15 V). Two SM120-13(by Delta Electronika)

switched-mode power supplies are used to supply 120 V to the high voltage amplification

stage. Switched-mode power supplies inherently have more high frequency noise than

linear power supplies due to their working principle (a transistor constantly switches the

maximum supply voltage on and off, at a frequency on the order of ∼ 100 − 1000 kHz,

output voltages are rectified by capacitors). Linear power supplies that can output the

same voltage and current will be much larger and heavier and were financially not viable.

7.3.6 Testing of the Voltage Control System

After initial tests on single and two layer PCBs a design was made for the final six layer

PCBs holding nine of the discussed generation and amplification sections on a 424×200 mm

PCB. Tracks on the top layer and tracks on the backside of the PCB are impedance

matched with the underlying ground plates. The multilayered PCB was then fabricated

by Rush PCB Inc according to our design submitted as gerber files.

11http://www.mskennedy.com/products/Amplifiers/MSK130.prod
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Components on one channel of a nine channel board were then assembled, see Fig. 7.12

(a) and the system was tested using one M2I.7011-EXP digital I/O card. The card is

placed in a computer system with an Intel Xeon server motherboard (PN X9SCM-F, by

Supermicro). The data output of the card is controlled via a LabView program. The two

clock signals and digital data required by the DAC is supplied by the card and connected

to the 9-channel voltage control test board using a very-high-density cable interconnect

(VHDCI) 50Ω cable.

a) b)

Figure 7.12: (a) Picture of the PCB with components assembled for one channel. (b)
Waveform generated by the voltage control system, measured before (pink) and after the
active filter (light blue).

Initial test were successful and a waveform generated by the system is shown before and

after the active filtering circuit in Fig. 7.12 (b).

A preliminary noise measurement of the generated voltages was performed using a HP8562E

spectrum analyser. Characterisation of the spectrum analyzer showed that at frequencies

below 100 kHz an applied voltage amplitude was measured very inaccurately. After per-

forming a crude calibration of the analyzer the output noise of the voltage control system

was approximated for a static voltage output of 5 V. At 1 MHz the measured noise was

on the order of 65 nV/
√
Hz, at 100 kHz we measured 190 nV/

√
Hz and 230 nV/

√
Hz at

10 kHz. A more detailed noise analysis will be performed after a 9-channel PCB is fully

assembled and a suitable spectrum analyzer acquired.

7.3.7 Conclusion

A novel voltage control system was designed satisfying the goals outlined at the start of

the development. The system is based on low-noise components, capable of producing
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high-voltage, high-speed, arbitrary waveforms for 90 channels. Depending on the control

computer used, several seconds or up to hours of completely arbitrary waveforms can be

generated.
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Chapter 8

Microfabrication of Ion Traps

The fabrication of ion trap designs that incorporate current-carrying wires (CCW) embed-

ded in a diamond substrate requires the development of a highly advanced and versatile

microfabrication process, based on the concepts described in section 4.5.6. Initial design

and optimization of the process steps were supported by Ibrahim Sari and the fabrication

was performed at the Southampton Nanofabrication Centre.

Several of the ion trap designs discussed in chapter 6 can be fabricated without current-

carrying wires, and were fabricated on alumina (Al2O3) substrates. To minimize the

process complexity, traps with and without CCW share most of the process steps. The first

part of the process includes all of the steps required to fabricate copper tracks embedded

in a diamond substrate. Advanced microfabricated ion trap structures including buried

wires, shielding of exposed dielectrics and vertical interconnect access (VIA) for isolated

electrodes are fabricated on top of the copper tracks based on the second part of the

process.

Individual process steps of both processes will be briefly outlined first and then each step

will be discussed in detail.

8.1 Process Overview

8.1.1 Current-Carrying Wire Structures

The first part of the microfabrication process used to create CCW embedded in diamond

substrates is illustrated in Fig. 8.1. First the diamond substrates are cleaned from any
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organic contaminates (a), followed by the deposition of a 4 µm silicon dioxide (SiO2) layer

(b), which will be used to create a hard mask. The SiO2 is structured making use of a

photoresist mask (c) and a dry etch. The hard mask (d) is then used to etch ∼30 µm deep

trenches into the diamond substrates (e) with an oxygen plasma. Trenches are filled using

a deposited copper seed layer (f) and a copper electroplating step (g), creating the current

carrying wires. The uneven copper structures on the diamond substrate are afterwards

polished by an external company leaving a flat surface with embedded copper tracks (h).

Copper
Diamond substrate 

Silicon Dioxide (SiO₂)
Titanium

Photoresist Mask

Figure 8.1: Schematic of the process used to fabricate current-carrying wires. (a) Wafers
are cleaned first (a) followed by the deposition of SiO2 layer (b), which is then structured
using a photoresist mask (c) and a SiO2 etch (d). The structured SiO2 serves as a hard
mask for the diamond dry etch (e). A seed layer is deposited (f) and used to electroplate
copper into the trenches (g). The entire structure is then polished down to the level of
the diamond substrate (h).



172

8.1.2 Ion Trap Structures

After the diamond substrates are polished a silicon dioxide (SiO2) layer is deposited to

prevent the underlying copper from diffusing out of the structures and contaminating

the fabrication tools. To electrically isolate buried wires from the copper tracks and to

increase the maximum breakdown voltage between rf electrodes and ground, an additional

silicon nitride (Si3N4) layer is deposited. For traps without CCW, alumina substrates are

cleaned and then a Si3N4 layer is deposited as well. Process steps are now identical for

both substrate types as outlined in Fig. 8.2 and will be described next.

After the substrates were cleaned (a) and an insulating Si3N4 layer was deposited (b), the

buried wire structures are created. The wires are used to connect isolated dc electrodes to

bond pads and are fabricate in a lift-off step. First a negative photoresist mask is created

(c), followed by an aluminium (Al) deposition step (d). After deposition, the substrates

are placed in a solvent, which lifts off the resist mask from the substrate including metal

deposited on top of it (e). The Al wires are buried underneath a SiO2 layer in a PECVD

process step (f) and vertical interconnect access (VIA) holes are etched into the SiO2

layer (h) using a structured photoresist mask (g). Another photoresist mask is created

(i) and aluminium (Al), chromium (Cr), nickel (Ni) and gold (Au) are deposited to form

the electrodes (j). After a lift-off step is performed (k) the exposed SiO2 located between

electrodes is removed in a wet etch process (l), that also forms an undercut in the SiO2

layer. Ion trap chips are soldered onto a heat sink, which requires the backside of the chips

to have a gold metallization. Therefore a titanium (Ti) adhesion and gold (Au) contact

layer is deposited onto the backside of the substrates. Lastly the individual chips have to

be diced out of the larger substrate pieces, which is done by an external company using a

laser cutter.

8.2 Fabrication of CCW Structures

Fabricating CCW structures embedded in a diamond substrate requires a completely novel

fabrication process including the development of new process steps. The process steps will

be discussed in detail in the following section, exact process parameters used for deposition

and etch steps are summarized in App. B.
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Silicon Nitride Si₃N₄ Alumina substrate 

Silicon Dioxide (SiO₂) Aluminium

Photoresist Mask Gold

Figure 8.2: Fabrication of ion trap structures is illustrated for alumina based traps. The
substrates are cleaned (a) and an insulating Si3N4 layer is deposited (b). Next a negative
resist photo mask is created (c), followed by an Al deposition (d) and lift-off (e). Alu-
minium structures are buried underneath a SiO2 layer (f) and holes are etched into this
layer (g) using another photoresist mask (h) to create VIAs. Electrodes are fabricated on
top of the SiO2 layer, starting with a photoresist mask (i) followed by the deposition of
Al, Cr, Ni and Au (j) and another lift-off process (k). Lastly exposed SiO2 is etched away
in an isotropic wet etch and a Ti and Au layer is deposited on the backside (l).
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8.2.1 Substrate Preparation

During the design process of the CCW ion traps, it became clear that only diamond

substrates would be suitable to prevent the copper tracks from melting. Prior ion trap

experiments performed in our setup also showed that even traps with low power dissipation

can heat up substantially if thermally isolated from the vacuum system. Therefore ion

trap designs without CCWs are fabricated on alumina, which has a much higher thermal

conductivity (Tc ∼ 20 W/m K) than quartz (Tc∼ 3 W/m K).

Thermal grade diamond substrates, with a Tc of> 1800 W/m K1, at 300 ◦C, were acquired

from Mintres b.v. The polymorph substrates are large enough (13×13 m2) to hold one ion

trap. Substrates are 300 µm thick and polished to a roughness average (RA) of < 50 nm

on the front side and to RA< 250 nm on the back.

Alumina wafers (99.6% Al2O3) were acquired from Valley Design Corp. with a diameter

of 150 mm, 500 µm thick and polished on one side to an RA of < 50 nm. A total of 64

traps can be fabricated on a wafer of this size, unfortunately the wafers started to warp

before fabrication started, which made it impossible to spin on photoresist or perform

many other steps. This was most likely caused by the low thickness of the 150 mm wafer,

which was chosen to allow easier machining of loading slots and dicing of the wafers. Also

the material might not have been sintered perfectly, introducing stress and ultimately

warping them. Dicing the wafers into smaller 32x32 mm2 pieces solved this problem and

was performed by Kian Shen Kiang using a Loadpoint Microace 3 dicing saw and diamond

coated resin blades.

8.2.2 Substrate Cleaning

Before the microfabrication can start, substrates have to be thoroughly cleaned to remove

organic contaminants on the surfaces. Especially when using the substrates in a PECVD

process, where the wafers reach >350 ◦C, surfaces have to be extremely clean to avoid

contaminating the tool. In the Southampton cleanroom wet etch cleans are preferred over

solvent based cleaning processes.

Diamond substrates are chemically extremely inert and no extra precautions are neces-

sary when performing a wet etch based cleaning. Alumina wafers will be attacked by

hydrofluoric acid (HF), which is used for the standard semiconductor wet cleaning process

1Tc is expected to be even higher at liquid nitrogen temperatures [226]
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RCA2 and also dissolve in dilute nitric acid. It will not be attacked by highly concentrated

fuming nitric acid (FNA) with a concentration > 90 %, which is also commonly used to

wet etch clean wafers. FNA is an extremely strong oxidizer and very efficient in removing

organic contaminates including developed photoresist.

Wet Etch Clean

Substrate pieces are placed in an acid proof plastic basket and dipped into a large tank

(∼ 60 l) with FNA for 10 min. Afterwards the acid has to be safely and thoroughly

removed from the samples, which is done in a quick dump rinse (QDR) tank. Samples are

placed with the basket inside the tank and a cleaning cycle is started. First deionized (DI)

water is finely sprayed into the tank from several nozzles until the tank is full, followed

by a quick dump of the entire water. This cycle is repeated twice and during the final

third step water is sprayed into the tank until it overflows for ∼ 30 sec, then the water is

dumped.

Wafer pieces are taken out of the QDR and blow dried with ultra pure nitrogen and placed

in a transport box.

In addition, the substrates are cleaned in a ‘PVA TePla 300’ plasma asher using an oxygen

plasma. The process is called ashing as it turns the organic contaminants into ash, which

is removed by the vacuum. The exact process parameters are summarized in App. B.1.

Diamond substrates were only ashed for 2 min as the process slowly attacks the diamond

surface, Al2O3 substrates were ashed for 10 min. The microwave oxygen plasma strongly

etches organic contaminates and is used directly prior to the following process.

When preparing diamond substrates for a deposition step, the oxygen ash is also used to

break up and remove the hydrogen termination of the diamond surface [227]. Diamond

grown in a chemical vapour deposition (CVD) process, which was used for the substrates

described in this thesis, will always have a hydrogen terminated surface due to the hydrogen

gas used in the growth process. Hydrogen terminated diamond surfaces can show reduced

adhesion of photoresist, metals and dielectrics deposited [228–230].

2RCA stands for Radio Corporation of America, where the clean was developed by Werner Kern
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8.2.3 Deposition of SiO2 Hard Mask

After diamond substrates were cleaned and the hydrogen termination was removed the

fabrication can start. As illustrated in Fig. 8.1 (e), etching deep trenches into diamond

requires a hard mask, which is resilient against the dry etch. The diamond dry etch is

oxygen based and will therefore not chemically attack SiO2, only the sputter effect of the

etch will mill away the mask.

Deposition

An ‘OIPT SYS100’ PECVD reactor was used for the mask deposition, shown in Fig. 8.1

(b). The reactor is configured for wafer and not chip level fabrication. Diamond pieces

were therefore placed on a 6” Silicon (Si) carrier wafer and shuttled into the main chamber.

An additional 2 min in situ plasma clean is performed using the plasma generator of the

tool igniting a nitrous oxide (N2O) plasma, exact process parameters are described in App.

B.2. The deposition process is based on the reaction of silane (SiH4) gas with nitrous

oxide (N2O) in a nitrogen diluted plasma. Silane and nitrous oxide are highly reactive

and the dilution is required to achieve a stable and even deposition on the sample surface.

With the deposition parameters presented in App. B.2 ∼ 4µm of SiO2 were deposited in

61 min.

Thickness Measurement

Thickness of a deposited transparent layer can be measured using the ‘Woollam M2000D

NIR’ ellipsometer. This tool is capable of determining thicknesses of individual transparent

layers in a multilayered structure. Polarized light of a broad spectrum (193-1700 nm)

source is reflected by the sample layers and changes of the polarization of the reflected

beams are recorded for different wavelengths. The ellipsometer then determines a Psi (Ψ)

and Delta parameter (∆), which are related to the reflected polarized light according to

ei∆ tan Ψ =
rp
rs

, where rp is the amount of reflected p-polarized light and rs is that of the

s-polarized light. In Fig. 8.3 Psi and Delta are plotted vs the wavelengths.

With the analysis program ‘CompleteEase’ a model corresponding to the layer structure

can be created and used to fit the plot of Psi and Delta. Data points are fitted by varying

the thicknesses of the deposited layers. Fig. 8.3 shows the measured Psi and Delta for
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the deposited layer fitted with the model of a ∼ 4 µm thick SiO2 layer deposited on a

diamond substrate.

Figure 8.3: Graph showing the measured Psi (red) and Delta (green) parameter vs wave-
length and a model of the layer structure fitted to the data (dashed).

8.2.4 Photoresist Mask to Structure the Hard Mask

To transfer the patterns of the photo mask, manufactured by Compugraphics Intl. Ltd

onto the SiO2 we need to perform a photolithography step, illustrated in Fig. 8.1 (c).

Depending on the required polarity and thickness, different resists can be chosen. All

masks were designed for negative resist, which is essential for reliable lift-off processes and

due to its very high thermal stability also suitable for dry etches. For the structuring of

the SiO2 layer the resist should be at least 4 µm thick. Thinner resist can be completely

etched away before patterns are etched through the entire SiO2 layer.

Resist Coating

Before the resist was spun on, substrates are prepared by a 5 min oxygen plasma ash in

the ‘PVA Tepla 300’ and a dehydration step is performed in an oven at 120 ◦C, for at

least 30 min. Dehydration of the samples is important to achieve a good adhesion between

resist and sample surface.

A ‘Brewer Science CEE 200 Series’ spin coater is used to apply ∼4 µm of ‘AZ nLOF 2070’

negative resist from MicroChemicals GmbH with a very high rotation speed of 6,000 rpm.

Using rotation speeds above 4,000 rpm helps in reducing the edge bead effect described in

section 4.4.1. The exact spin coating profile is outlined in App. B.3.
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After successfully spinning on the resist, remaining solvents are removed during a soft-

bake on a ‘Sawatec HP-401-Z’ hotplate at 110 ◦C for 2 min. The substrate pieces are now

ready for the mask alignment and exposure step.

Resist Exposure

Mask aligners have a micrometer stage, that allows the alignment of the photo mask

with the substrate pieces and are also equipped with a mercury (Hg) vapour lamp for

exposure. Three different aligners were used during the fabrication of the ion traps, the

‘EVG6200’ automatic mask aligner, used in manual mode, and the two manual aligners

‘EVG620T’ and ‘EVG620TB’3. All aligners are used in the same mode, manual front side

alignment, with 6” masks and a 6” carrier wafer. Masks are pressed against the sample

and no additional vacuum contact is used. Also an I-line optical bandpass filter is used

removing all wavelengths but 365.4 nm light, corresponding to the Hg-vapour lamp I-line

emission. Negative resist has a strong absorption peak at 365 nm and higher wavelengths

from other emission lines could reduce the photolithography resolution. The three aligners

are equipped with slightly different Hg-vapour lamps, which results in different exposure

doses. Exposure doses of the I-line are well calibrated for all aligners in the cleanroom4

and processing on different aligners is therefore no problem.

To align the 13x13 mm2 diamond pieces with the intended trench design on the 6” mask

a carrier wafer was used and the chips are manually aligned first. Fine alignment is

performed using the mask aligner micrometer stage. Additional substrate pieces of the

same thickness are placed on opposite sides of the carrier wafer to balance the force when

the mask is pressed against the sample with ∼ 1bar pressure before the resist is exposed.

Post Exposure Bake and Development

Negative resist requires an additional post exposure bake (PEB) that helps cross-link

exposed parts of the resist, which makes them insoluble for the ‘AZ 726 MIF’ developer

from MicroChemicals GmbH as discussed in section 4.4.1. After several test runs an

optimal exposure dose of ∼115 mJ/cm2, PEB and development time of 1 1/2 min was

found to produce the best results. Fig. 8.4 shows a trench pattern transferred into the

photoresist, which is now ready for the dry step of the hard mask.

3620TB is capable of backside alignment
4EVG 620TB 7.6 mW/cm2, EVG6200 15 mW/cm2, EVG620T 12.7 mW/cm2
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Figure 8.4: Pictures of trench patterns in a photoresist mask for a linear section (a) and
a two-dimensional array (b).

8.2.5 Etching of SiO2 Hard Mask and Diamond Substrates

Patterns in the photoresist mask can now be transferred into the SiO2 layer making use of

a fluorocarbon based SiO2 dry etch, as illustrated in Fig. 8.1 (d). An inductively coupled

plasma reactive ion beam etch (ICP RIE) is ideal to etch through such a thick oxide layer

due to the very dense plasma it can create.

Silicon Dioxide Etch

Both the SiO2 and diamond etch were performed in an ‘OIPT SYS380 ICP RIE’ tool with

a 6” wafer holder. The high density plasma bombardment of the surface will significantly

heat up the substrate surface and the photoresist could melt if the diamond samples are

not cooled. To avoid this, sample pieces are placed on a carrier wafer cooled on the

backside with a 10 ◦C helium flow. A small amount of vacuum oil is applied between

wafer and sample to improve the thermal conductivity between them.

Process parameters described in App. B.1 were used for the etch and resulted in an etch

rate of ∼ 300 nm/min. After 15 min of etching no SiO2 was visible in the trenches anymore

and the diamond etch step can start.

Diamond Etch

Diamond etches were never performed in the Southampton clean room before, but different

recipes for diamond etching were found [231–233]. None of the etches was used to etch

as deep as the anticipated ∼ 30µm and most etches were performed using a metal mask,
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which can not be used in the particular ICP. Several etch test runs were therefore performed

starting with an oxygen/argon (O2/Ar) plasma (50 ml/min O2 and 10 ml/min Ar), an

etch rate of ∼ 250 nm/min and etch selectivity of 7:1 between diamond and mask were

achieved.

Etch depths were determined using a ‘KLA-Tencor P-11’ contact stylus profiler, which

can measure step heights and surface roughnesses. A diamond stylus is moved along the

surface following the contours and providing a 1D surface profile. In addition the ‘Woollam

ellipsometer’ is used to determine the remaining thickness of the SiO2 hard mask.

Diamond Etch Optimization

Observations of the plasma colour and dc bias between wafer holder and chamber indi-

cated that the previous SiO2 mask etch affected the diamond etch plasma. Fluorocarbon

compositions were deposited on the chamber wall, carrier wafer and substrates during the

SiO2 etch and were now removed by the diamond etch. We assume that fluorocarbon

molecules desorbed into the etch plasma adding a chemical SiO2 etch component, which

in turn reduced the selectivity between diamond and mask.

Based on this assumption a 10 min O2/Ar plasma clean with only the carrier wafer present

in the chamber was performed to remove most of the fluorocarbon contaminants, for exact

parameters see App. B.1. Additionally the argon gas was removed from the etch process

to increase the selectivity further, by reducing the sputter milling of the mask.

During the profiler measurement it was also found that the etched trenches showed a high

surface roughness of ∼ ±2 µm. It was assumed that sputtered SiO2 mask parts were

redeposited inside the trenches forming pillars [234] and that the polymorph nature of

the substrate would in addition lead to locally uneven etch rates. To reduce the effects

of redeposited SiO2 on the roughness a cyclic etch was introduced with short 45 sec SiO2

etch cycles, followed by a 5 min oxygen ash to remove the fluorocarbon contaminants and

a 20 min oxygen diamond etch. Detailed parameters for the three etch cycle steps are

presented in App. B.1. The etch cycle was repeated 5 times for a total etch depth of

∼ 29 µm with a selectivity of 15:1 and the surface roughness was reduced to ∼ ±1 µm.

As the trenches will be filled with electroplated copper, the roughness will not affect the

performance of the ion traps and no further optimization was done.
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8.2.6 Metallization of Current-Carrying Wires

The deep trenches in the diamond, shown in Fig. 8.1 (e), have to be filled with copper (Cu)

in an electroplating process using a Cu seed layer. Copper was chosen for its high thermal

and electrical conductivity and its ability to withstand very high current densities, which

could lead to destruction of the wires due to electromigration as described in section 6.4.

Hard Mask Removal

Before depositing the seed layer the remaining SiO2 mask is removed first using a wet etch

based on 7:1 buffered hydrofluoric acid (BHF) 5 for 20 min. The etch rate of SiO2 in 7:1

BHF is ∼ 400 nm/min [235], 20 min will be more than sufficient to remove any remaining

SiO2 parts. Afterwards the etched samples are cleaned in a QDR tank and dried using a

nitrogen gun.

To make sure the diamond surface is clean and not hydrogen terminated a 2 min oxygen

ash in the ‘PVA Tepla 300’ plasma tool is performed.

Seed Layer Deposition

Deposition of the Cu seed layer, shown in Fig. 8.1 (f), is performed in an ‘AJA Interna-

tional, Inc. ORION’ magnetron sputter system. First a 100 nm titanium (Ti) adhesion

layer is deposited followed by a 1200 nm copper (Cu) seed layer. In the sputter process

trench sidewalls are also covered making an electrical connection between trenches and

top of the substrate. This makes sure that the applied current in the plating process has

a low resistive path to every part of the trenches.

Detailed process parameters for the sputter deposition of Ti and Cu are presented in

B.4. During the deposition step samples are attached to a carrier wafer using vacuum

compatible Kapton polyimide tape, which will cover parts of the substrates.

Electroplating Setup

For the electroplating step illustrated in Fig. 8.1 (g) several copper plating solutions were

investigated and the semiconductor grade ‘OMNiCu TSV’ copper plating solution was

acquired from KMG Ultra Pure Chemicals. The plating system consists of a high copper

57:1 BHF consist of 7 parts 40% ammonium fluoride and 1 part 49% hydrofluoric acid [235]
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electrolyte (OMNiCu HC Electrolyte), accelerator (OMNiCu TSV Accelerator), leveler

(OMNiCu TSV Leveler) and suppressor (OMNiCu TSV Suppressor) solution. The plating

solution is mixed in a glass beaker prior to the plating in a ratio of 500 ml electrolyte,

3 ml accelerator, 1.5 ml leveler and 5 ml suppressor and disposed afterwards, no additional

substances have to be added.

A phosphorous de-oxidised copper6 anode was acquired from Schloetter Co Ltd and cut

into a suitable size for the plating setup. An ‘Eco Chemie Autolab PGSTAT30’ high

current potentiostat/galvanostat operated in manual mode served as current supply.

Additionally a special teflon sample holder, shown in Fig. 8.5 (a) was designed allowing

the diamond pieces to be clamped in place and making the electrical connection to the

seed layer with a small copper plate. After the plating solution was mixed and the sample

clamped to the holder, the copper anode is carefully placed inside the glass beaker. Both

the sample holder and anode are electrically connected to the PGSTAT30 current supply

and the electroplating can be started. Fig. 8.5 (b) shows the assembled plating setup.

Figure 8.5: (a) Illustration showing the teflon sample holder and (b) picture of the assem-
bled plating setup.

Copper Electroplating

Based on the measurements presented7 in [236] a current density of ∼ 5 A/dm2 was chosen

for the plating process which corresponds to a current of ∼50mA. Several plating tests

were performed and satisfying results were obtained for 60 min of plating with 50 mA.

6containing ∼ 0.05% phosphorus
7OMNiCu TSV is the upgraded product of Cabas electrolyte
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The profiler was used to determine the thickness of the plated copper by measuring height

differences between uncoated parts of the substrate and the trench structures as shown in

Fig. 8.6 (b). Copper inside the trenches was ∼ 5 µm higher than the substrate surface.

Figure 8.6: (a) Height profile of electroplated diamond sample vs scan distance. First
∼ 500 µm of the scan shows the height of the uncoated substrate space (not shown in (b)),
followed by the height of copper deposited on the top of the substrate (∼ 40 − 120 µm).
The two sections at lower height (∼ 15 µm) correspond to copper plated into the trenches.
(b) Picture of the corresponding copper trenches, the path of the profiler stylus is marked
in red. Not shown in this picture are parts of the substrate which are not coated with
copper, but were measured by the stylus (the scan was leveled to the height of uncoated
substrate sections).

Electroplated copper consists of many individual grains, their sizes determine the stress

and electrical resistance of the layer. Performing an annealing step can change the grain

size and lead to a lower resistivity. In [236] it was found that the annealing also happens

at room temperature and the minimum resistivity is reached after 30 days, therefore no

high temperature annealing step was performed.

After successful electroplating, the samples were sent to the diamond substrates supplier

Mintres b.v for polishing, illustrated in Fig. 8.1 (h).

8.3 Fabrication of Ion Trap Structures

After polishing, CCW trap designs are coated with a 500 nm SiO2 layer by an AJA

Orion sputterer, sealing exposed copper and making it compatible with tools used in the

following steps. Alumina based traps undergo the previously described FNA and oxygen

plasma wafer clean. The following process steps are identical for both substrate types.
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8.3.1 High Breakdown Voltage Insulating layer

In the first step, see Fig. 8.2 (a), a silicon nitride Si3N4 layer is deposited on the insulating

substrate. Recent results [141] show that the maximum surface breakdown voltage over a

Si3N4 surface is ∼ 3 times higher when compared to standard SiO2 layers. Additionally

Si3N4 is an excellent etch barrier for an HF acid wet etch step, which will be performed

at the end of the process sequence.

Silicon Nitride Deposition

By using a special cyclic low and high frequency deposition process in the ‘OIPT SYS100

PECVD’ reactor, a very dense Si3N4 layer can be created, which is ideal for etch stop

layers. Deposition is based on the reaction of silane (SiH4) with ammonia (NH3) in a

nitrogen diluted plasma. Before deposition starts the previously described nitrous oxide

plasma clean is performed for 2 min followed by the deposition of ∼ 400nm Si3N4 in

37 min. Detailed process parameters can be found in App. B.2.

8.3.2 Buried Wire Steps

Next the substrates are prepared for the lift-off step used to create buried wires, which

are used to electrically connect isolated electrodes.

Photoresist Coating, Exposure and Development

After dehydrating the samples for at least 30 min at 120 ◦C, ‘AZ nLOF 2020’ negative

resist was spun on. ‘AZ nLOF 2020’ negative resist can be used to create thinner resist

coatings of ∼ 2 µm, which is ideal for the following 500 nm Al deposition and lift-off step.

Thicker resist would reduce the achievable minimum feature size and was not required.

‘AZ nLOF 2020’ resist is not readily available in the cleanroom and was mixed from ‘AZ

nLOF 2070’ resist and ‘AZ EBR solvent’ in a 10:3 ratio. The resist is spun on at 4,000 rpm

using the ‘Brewer Science’ spinner following the spin profile described in App. B.3 and

baked on the ‘Sawatec’ hotplate at 110 ◦C for 2 min.

For the mask alignment and exposure step samples are again placed on a 6” carrier wafer

and an exposure dose of 100 mJ/cm2 was chosen. A post exposure bake at 110◦C for
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exactly 1 min was performed and the resist was developed in ‘AZ 726 MIF’ developer for

50 sec.

An optical microscope was used to inspect the resist structures and examples of successfully

developed resist are shown in Fig. 8.7.

Figure 8.7: Pictures of developed resist structures for a two-dimensional array (a) and an
X-junction in (b). Wires in the centre of (a) are taken with a 200× magnification and are
∼3 µm wide, picture (b) was taken with a 100× magnification and the wires are ∼10 µm
wide.

Prior to the Al deposition, shown in Fig. 8.2 (d), an oxygen plasma descum is performed

in a metal designated ‘OIPT RIE80+’ etch tool for 30 sec. The descum process parameters

can be found in App. B.1. Performing a descum step helps remove residual photoresist in

the developed trenches improving adhesion of the following metal deposition.

Aluminium Deposition and Lift-Off

After creating the photoresist mask, 500 nm of aluminium are deposited using the Ley-

bold LAB700EB evaporator following the process parameters described in App. B.4.

Deposition rate and total thickness is controlled by a deposition controller using a quartz

crystal, which changes the vibration frequency with increased material deposition. Sub-

strate pieces are placed on a Si carrier wafer and held in place by Kapton tape. To improve

the uniformity of the deposition, the carrier wafer is placed 1 m above the evaporation

material and rotated around its axis.

Directly following the deposition, samples are placed in N-Methyl-2-pyrrolidone (NMP)

for at least 12 hours. NMP creeps underneath the resist and lifts it off the substrate,

including metal deposited on top the resist. To completely remove the resist, samples

are additionally placed in a second beaker with fresh NMP that is heated to 60◦C and
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ultrasonic force is applied. Afterwards, remaining metal parts are rinsed off the substrate

with isopropyl alcohol (IPA) and dried with a nitrogen gun. Fig. 8.8 shows the structured

Al layer inspected with an optical microscope.

Figure 8.8: Pictures were taken with a 200× magnification showing Al buried wires of a
2D trapping array (a) and X-junction design (b).

8.3.3 Deposition and Structuring of Insulating Layer

Aluminium wire structures are buried under a 2.5 µm thick SiO2 layer, which electrically

isolates them from the trap electrodes.

Silicon Dioxide Deposition

The SiO2 layer, shown in Fig. 8.2 (f), is deposited in the same ‘OIPT SYS100’ PECVD

reactor and the same process parameters described in App. B.2 are used. Substrates can

no longer be ashed in the ‘PVA Tepla 300’ system, therefore a 5 min in situ nitrous oxide

clean is performed prior to deposition.

VIA Photoresist Mask

Next the VIA holes have to be etched into the insulating SiO2 so that electrodes can be

connected to the buried wires underneath. First the substrates are dehydrated and 4 µm

of ‘AZ nLOF 2070’ resist is spun on, followed by a 2 min soft bake, identical to the steps

used in section 8.2.4. The same exposure dose (∼115 mJ/cm2), PEB and development

time of 1 1/2 min is used. Unlike the lithography step in section 8.2.4 the mask has to

be aligned precisely with the buried wire layer to make sure the VIA holes are exactly on
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top of the metal structure underneath. Successful alignment of the two layers is shown in

Fig. 8.9.

Figure 8.9: Showing the alignment of the VIA resist etch mask with the buried wires.

Silicon Dioxide VIA Etch

The structured photoresist mask is then used to etch holes into the SiO2 with a second

‘OIPT SYS380 ICP RIE’ tool configured for metal etching, as illustrated in Fig. 8.2 (h).

This tool has a different gas configuration and the previously used SiO2 etch had to be

adjusted. The new etch parameters can be found in App. B.1. Before the etch process

starts, a 30 sec in situ oxygen ash is performed followed by a 12 min SiO2 etch. Another

10 min oxygen ash is performed to remove the remaining photoresist.

8.3.4 Lithography and Deposition of Trap Electrodes

After the oxygen plasma ash, substrates are dehydrated for the following lithography step.

Trap electrodes are created in metal deposition and lift-off step, shown in Fig. 8.2 (i-k).
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Photoresist Mask for Electrode Lift-Off Step

As mentioned before photoresist structures should be at least twice the thickness of the

deposited material, so for the intended electrode thickness of ∼3.5 µm, a 7µm thick ‘AZ

nLOF 2070’ resist layer was chosen.

A different spin profile presented in App. B.3 with a maximum rotation of 2,750 rpm

was used for this resist thickness. Due to the lower spin speed and rectangular substrates,

large edge-beads form during the spinning and have to be removed using ‘AZ EBR solvent’

soaked cleanroom wipes. Afterwards, a 2 min soft bake is performed and the resist is ready

for exposure.

Trap electrode structures on the photo mask are precisely positioned on top of the buried

wire marks using the mask aligner microstage and resist is exposed with 140 mJ/cm2.

After a 2 min PEB was performed, the resist is developed for 1 min and 45 sec in ‘AZ 726

MIF’ developer. After successful development the resist is descumed for 30 sec using the

‘OIPT RIE80+’ etch tool.

Electrode Metal Deposition Step and Lift-Off

Trap electrodes consist of 3.5 µm aluminium, 50 nm chromium, 100 nm nickel and 150 nm

gold deposited in the Leybold LAB700EB Evaporator. The thick Al was chosen to further

improve the shielding of exposed dielectrics and to reduce the electrical resistance of the rf

electrodes structures. A gold finish was deposited to prevent oxidisation of the electrode

surface and the chromium/nickel layer promotes the adhesion between Al and Au and also

acts as a diffusion barrier between them. Deposition parameters can be found in App.

B.4.

To lift-off the resist after deposition the substrates are placed in a beaker with NMP for

at least 12 hours, then moved to a second beaker with fresh NMP at 60 ◦C and ultrasonic

force is applied. Several electrode layer structures are shown in Fig. 8.10 after lift-off.

Silicon Dioxide Wet Etch

Parts of the SiO2 layer located between electrodes are still exposed, see Fig. 8.2 (k), and

would lead to micromotion if charged particles are deposited or laser scattered on the layer

as discussed in section 4.3.1. To prevent this the ground plate incorporated in the buried
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(a) (b) (c)

Figure 8.10: Electrode Layer structures after lift-off process, showing (a) linear section,
(b) bond pads and (c) labelling of the trap.

wire layer is exposed by etching away the SiO2 at these locations using an isotropic wet

etch, shown in Fig. 8.2 (l).

Hydrofluoric acid only minimally attacks aluminium, chromium, or nickel and the top of

the alumina substrate is protected from the etch by the Si3N4 etch stop layer, diamond

is inert to any wet etch. Buffered HF acid strongly etches SiO2 with an etch rate of

∼ 400 nm/min, making it ideal for this wet etch step. Dipping the substrates for 10 min

in 7:1 BHF removes exposed parts of the 2.5 µm thick SiO2 layer and also creates an

undercut, which further reduces the possibility of exposed dielectrics further.

Backside Metallization

At the end of the process a 100 nm Ti layer and 200 nm Au layer is deposited on the

backside of the substrates, which is required to attach the samples to a heat sink with

gold-tin solder as intended. The deposition is carried out in the AJA Orion sputterer,

exact process parameters are described in App. B.4.

After the fabrication substrate pieces have to be cut into 12×12 mm2 pieces to fit onto

the chip carriers. Wafer dicing of alumina can only be performed for entire wafers and not

wafer pieces in the cleanroom. Diamond substrates can not be diced at all in the cleanroom

and it was therefore decided that both substrate pieces will be cut into smaller pieces with

a laser after initial tests confirm the functionality of the chips. Diamond pieces are cut by

the substrate supplier Mintres b.v., Al2O3 substrates by Laser Cutting Ceramics Ltd.
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8.4 Conclusion and outlook

A novel versatile fabrication process was developed in the Southampton Nanofabrication

cleanroom and initial test samples were manufactured. More trap designs will be micro-

fabricated in the following weeks and after the fabrication is completed the substrates will

be laser cut and used for ion trap experiments.
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Chapter 9

Conclusion and Outlook

My work towards scalable ion trap quantum technology presented in this thesis, is based

on the comprehensive theory developed for ion traps, which I summarized first. In the

following chapter I described the experimental setup used to successfully trap Yb+ ions,

discussed the heating rate measurement performed in this setup and presented a detailed

analysis of the results.

Then I gave an overview of possible microfabrication techniques and challenges one faces

when fabricating and operating asymmetric ion traps. After comparing a variety of previ-

ously used fabrication processes, I presented a new process suitable for scalable asymmetric

ion traps with current-carrying wire structures. These wire structures are intended to pro-

duce large static magnetic field gradients at the ions position, which can be used to perform

the microwave based quantum gates proposed by Mintert et al.

Next I discussed error correction schemes, which are required to perform large numbers

of quantum operations without decoherence of the quantum states. Based on the require-

ments of a surface error correction code I presented a potential concept for a scalable ion

trap quantum system based on microwave entanglement and shuttling of ions through

X-junctions.

Motivated by the requirements of such a system I developed a range of asymmetric ion

trap designs. The designs include an optimized X-junction geometry with an rf barrier

suppression of >110, followed by the development and design of current-carrying wire

structures embedded in the substrate, that are compatible with almost any asymmetric ion

trap design. In addition, designs with loading and detection slots, traps with electrically

and physically separated rf rails in axial direction were developed.



192

The heat dissipated in ion traps with current-carrying wires needs to be transported out of

the vacuum system and a novel thermal transport system was developed and is described

in the next chapter. I also presented modifications of the vacuum system to add a high

energy ion source for in situ cleaning. Performing in situ cleaning of the trap electrodes

has shown to reduce the heating rate in ion traps [86,87] and will be experimentally tested

in one of our vacuum systems in the future. Lastly I described the successful development

of a novel high-speed, multichannel, high-voltage and low-noise voltage control system.

The system will be used to perform shuttling operations in linear and X-junction traps.

In the last chapter I described the development of a novel fabrication process capable of

producing extremely thick copper wires embedded in a diamond substrate. New process

steps for the fabrication of current carrying wires were developed and tested. In addition,

asymmetric ion traps without current-carrying wires were also fabricated.

Future Work

I intend to complete the microfabrication of ion traps with current-carrying wires in the

next weeks and the traps will be tested shortly after. After successful trapping of ions,

currents will be applied to the chips and the exact gradients will be measured using the

ion. Extensive work towards microwave based quantum gates has been done in our group,

using permanent magnets attached to a macroscopic trap. Asymmetric traps with current-

carrying wires will allow us to generate larger adjustable gradients, which will help our

work towards a high fidelity quantum gate.
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nodes with printed antennas. Des. Aut. Con. 2005. Proceedings. 42nd, pages 291–



210

296, June 2005. 94

[194] F. Splatt, M. Harlander, M. Brownnutt, F. Zähringer, R. Blatt, and W. Hänsel.

Deterministic reordering of 40Ca+ ions in a linear segmented paul trap. New J.

Phys., 11:103008, Oct. 2009. 94

[195] D. R. Leibrandt, R. J. Clark, J. Labaziewicz, P. Antohi, W. Bakr, K. R. Brown, and

I. L. Chuang. Laser ablation loading of a surface-electrode ion trap. Phys. Rev. A.,

76:055403, Nov. 2007. 94

[196] S. X. Wang, J. Labaziewicz, Y. Ge, R. Shewmon, and I. L. Chuang. Individual

addressing of ions using magnetic field gradients in a surface-electrode ion trap.

Appl. Phys. Lett., 94:094103, 2009. 95, 97

[197] D. Stick. Fabrication and Characterization of Semiconductor Ion Traps for Quantum

Information Processing. Ph.d. thesis, 2007. 95, 97, 98, 102

[198] N. Daniilidis, T. Lee, R. Clark, S. Narayanan, and H. Häffner. Wiring up trapped
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Appendix A

Theoretical Description of Ion

Fluorescence During Doppler

Recooling

Based on the model developed in [114] and the Doppler cooling described in section 2.2.1 a

theoretical description of the observed fluorescence changes during recooling will be given.

Approximations can be made if the observed fluorescence change is dominated by recooling

in one motional axis, which is the case if the secular frequency in one axis is much lower

compared to the other two (ωz << ωx,y) as the heating in this axis will be much higher

(dN/dt ∼ ω2). In most ion traps the confinement in the axial direction is provided by

static potentials and can therefore be adjusted appropriately.

In cases where all secular frequencies are very similar [102] one can still use this method

if the 369nm laser beam is guided onto the ion almost parallel to one principal axis (x).

As the model is based on changes of the Doppler shift (∆Dop = −kxvx − kyvy − kzvz,

kx >> ky, kz), the other two wavevectors (ky,z) will be minimal and the impact of the

other axes on the detected fluorescence evolution will be small.

Following [114], the fluorescence rate dN/dt during Doppler cooling is given by

dN/dt(∆Dop) = Γ
s/2

1 + s+ (2∆eff/Γ)
(A.1)

We can average the fluorescence rate over one secular oscillation of the trapped ion as

long as the change in Doppler shift ∆Dop is small compared to the oscillation period. We
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have to integrate dN/dt(∆Dop) over one oscillation period, but also need to consider that

the Doppler shift follows a probability density PDoppler(∆Dop) during the oscillation. The

probability density PDoppler(∆Dop) depends on the maximal motional energy E and follows

as [237],

PDoppler(∆Dop) =
N

2π
√√

2E/mkz −∆Dop

for | ∆Dop |<
√

2E/mkz

= 0 for | ∆Dop |≥
√

2E/mkz

Integrating the instantaneous scatter rate dN/dt(∆Dop) over all possible ∆Dop gives the

average scatter rate for a certain energy E during one oscillation.

〈dN/dt(∆Dop)〉 =

∫
ΓPDoppler(∆Dop)ρexcited(∆ + ∆Dop)d∆Dop (A.2)

Looking at the momentum transfer on the ion resulting from one scattering event, p = ~kz

we can write the energy change during one event as dE/dN = ~kzvz = −~∆D. The average

energy can than be calculated in a similar way to the averaged scatter rate,

〈dE/dt(∆Dop)〉 =

∫
−~∆DopΓPDoppler(∆Dop)ρexcited(∆ + ∆Dop)d∆Dop (A.3)

Both integrals will be solved for the case where the overlap of probability density PDoppler(∆Dop)

with Lorentzian linewidth L is low, see Fig. A.1 . This is the case for a ‘hot’ ion with high

motional energy as illustrated in Fig. A.1 (a). The solutions for the integrals then take

the form:

〈dN/dt〉 =
1√

2E/mkz

s/2Γ2
√

1 + s

1 + s
(A.4)

〈dE/dt〉 =
~∆√

2E/mkz

s/2Γ2
√

1 + s

1 + s
(A.5)

This assumption is only valid if the ion has acquired a sufficient amount of motional

energy before recooling starts. While the motional energy E was considered to be constant

over one oscillation, the change of motional energy during the Doppler recooling is what
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Figure A.1: Lorentzian line profile L shifted by ∆ with respect to the laser wavelength and
Doppler shift probability PD are shown for a ‘hot’ ion with high motional quanta (a), where
the approximations made are valid. For a ‘cool’ ion, shown in (b), the approximation is
not valid anymore.

determines the observed fluorescence count evolution. Integrating 〈dE/dt〉 over time t

results in [114],

E(E0, t) = [E
3/2
0 +

3sΓ2~∆

8
√

1 + s
√

2/mkz
]2/3 (A.6)

Knowing the motional energy of the ion at any given time E(E0, t) allows us to express

the scattering rate during the recooling process as:

〈dN/dt(E(E0, t))〉 =
sΓ2

4
√

(1 + s)E(E0, t)2/mkz
(A.7)

Starting energy E0 is equivalent to the energy acquired by the ion during the heating

period. The process of motional heating is stochastic, so E0 follows a Maxwell-Boltzmann

distribution PB(E0) = E0/Ēe
−E0/Ē , where Ē is equal to the mean motional energy ac-

quired after a certain delay time.

Fitting a fluorescence curve recorded over many recooling cycles therefore requires the

scattering rate of equation A.7 to be weighted with the distribution PB(E0):

〈dN/dt(Ē)〉 =

∫ ∞
0

PB(E0)dN/dt(E(E0, t))dE0 (A.8)

From the fitted scatter rate we can extrapolate a mean motional energy Ē and the corre-

sponding amount of motional quanta n̄.
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Appendix B

Detailed Microfabrication

Processes

B.1 Plasma Etch and Ash Process Details

Oxygen Plasma Ash

Tool Description: PVA Tepla 300 Plasma Asher

Process Gases: Oxygen (O2) 600 ml/min

Plasma Generator: 800 W (2.45 GHz), microwave plasma generation

Chamber Pressure: ∼ 750 mTorr

Sample Temperature: uncontrolled, on the order of 100-200◦C

Process Characteristics: Microwave oxygen plasma with very high electron mobility

with no dc bias on the sample. The etch characteristics are similar to an isotropic wet

etch. The oxygen plasma burns organic contaminants and photoresist with minor impact

to the sample surface.

ICP Chamber Clean

Tool Description: OIPT SYS380 (Dielectric/Metal) ICP RIE Tool

Process Gases: Oxygen (O2) 50 ml/min, Argon (Ar) 50 ml/min

Plasma Generator: 2000 W ICP power (1.8-2.2 MHz), 100 W rf (13.56 MHz)

Chamber Pressure: 20 mTorr
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Sample Temperature: Carrier wafer cooled with helium flow, helium chiller set to 10 ◦C

Process Characteristics: Oxygen/argon plasma chamber clean designed to remove con-

taminants from chamber walls and carrier wafers. The 2000 W ICP power generates a

highly dense plasma, 100 W rf table bias accelerates the plasma onto the carrier wafer.

ICP Oxygen Ash

Tool Description: OIPT SYS380 (Dielectric/Metal) ICP RIE Tool

Process Gases: Oxygen (O2) 50 ml/min

Plasma Generator: 1500 W ICP power (1.8-2.2 MHz), 0-50 W rf (13.56 MHz)

Chamber Pressure: 15 mTorr

Sample Temperature: Carrier wafer cooled with helium flow, helium chiller set to 10 ◦C

Process Characteristics: Mild oxygen plasma clean to remove remaining fluorocarbons

or photoresist on the sample surface, carrier wafer and chamber walls. Plasma is ignited

with an rf table bias of 50 W, which is turned of after 20 sec stabilization time. The

plasma slowly diffuses to the sample instead of being accelerated by the rf bias. A 5 min

clean is sufficient to remove most of remaining fluorocarbons as indicated by the stable

plasma colour 1 and dc bias level on the sample table 2 during the following ICP diamond

etch.

ICP Oxide Silicone Dioxide Etch

Tool Description: OIPT SYS380 (Dielectric) ICP RIE Tool

Process Gases: Octafluorocyclobutane (C4F8) 34 ml/min, Oxygen (O2) 8.5 ml/min,

Fluoroform (CHF3) 37.4 ml/min

Plasma Generator: 1500 W ICP power (1.8-2.2 MHz), 100 W rf (13.56 MHz)

Chamber Pressure: 7 mTorr

Sample Temperature: Carrier wafer cooled with helium flow, helium chiller set to 10 ◦C

Process Characteristics: Fluorocarbon based SiO2 etch with an etch rate of∼ 300 nm/min.

Smaller samples are placed on a 6” Si carrier wafer and thermal conductivity between

wafer and sample is improved by applying a drop of vacuum oil on the carrier wafer. Ex-

1changes from blue/white to light purple without clean
2without clean the dc bias starts at ∼300 V and drops to ∼220 V
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act recipe parameters were provided by Ibrahim Sari.

ICP Oxide CVD Diamond Etch

Tool Description: OIPT SYS380 (Dielectric) ICP RIE Tool

Process Gases: Oxygen (O2) 50 ml/min

Plasma Generator: 2000 W ICP power (1.8-2.2 MHz), 200 W rf (13.56 MHz)

Chamber Pressure: 10 mTorr

Sample Temperature: Carrier wafer cooled with helium flow, helium chiller set to 10 ◦C

Process Characteristics: High density and high rf bias oxygen plasma optimized to etch

diamond by breaking carbon bonds and oxidizing the free carbon achieving an etch rate

of ∼ 290 nm/min. The SiO2 hard mask is only eroded by the oxygen ion bombardment,

which results in a high selectivity between diamond and mask.

ICP Metal Silicone Dioxide Etch

Tool Description: OIPT SYS380 (Metal) ICP RIE Tool

Process Gases: Octafluorocyclobutane (C4F8) 40 ml/min, Oxygen (O2) 15 ml/min,

Plasma Generator: 1500 W ICP power (1.8-2.2 MHz), 100 W rf (13.56 MHz)

Chamber Pressure: 10 mTorr

Sample Temperature: Carrier wafer cooled with helium flow, helium chiller set to 10 ◦C

Process Characteristics: Altered fluorocarbon based SiO2 etch, compatible with the

available (Metal) ICP process gases, achieving an etch rate of ∼ 250 µm/min. The metal

ICP has to be used for all metal contaminated samples, which are also placed on a carrier

wafer with vacuum oil applied to it.

RIE Photoresist Descum

Tool Description: OIPT RIE80+ Tool

Process Gases: Oxygen (O2) 50 ml/min

Plasma Generator: 100 W rf (13.56 MHz)

Chamber Pressure: 100 mTorr

Sample Temperature: Quartz table cooled to 20◦C,

Process Characteristics: A low power 30 sec RIE oxygen plasma is used to remove
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residual resist in trenches of negative resist structures intended for a lift-off process. This

process is similar to the Tepla oxygen ash, but can also be used for samples with deposited

metal.

B.2 Plasma Deposition (PECVD) Process Details

PECVD in situ Nitrous Oxide Clean

Tool Description: OIPT SYS100 PECVD reactor

Process Gases: Nitrous oxide (N2O) 500 ml/min

Plasma Generator: 50 W rf gas inlet bias (13.56 MHz)

Chamber Pressure: 1000 mTorr

Sample Temperature: Sample table is heated to 350 ◦C, carrier wafer and samples are

placed on table 5 min prior to the start of the process

Process Characteristics: The PECVD reactor is intended for SiO2 and Si3N4 deposition

but can also be used to perform in situ plasma cleans. Nitrous oxide plasma removes

organic contaminants similar to an oxygen plasma, which is avoided due to its highly

volatile reaction with silane gas.

PECVD of Silicon Dioxide

Tool Description: OIPT SYS100 PECVD reactor

Process Gases: Silane (SiH4) 8.4 ml/min, Nitrous oxide (N2O) 80 ml/min, Nitrogen

(N2) 700 ml/min

Plasma Generator: 20 W high frequency (HF) 13.56 MHz rf gas inlet bias

Chamber Pressure: 1000 mTorr

Sample Temperature: Sample table is heated to 350 ◦C, carrier wafer and samples are

placed on table 5 min prior to process start

Process Characteristics: Silicon dioxide deposition based on highly reactive silane

and nitrous oxide plasma diluted with nitrogen, recipe parameters provided by Owain

Clark. The process is a constant absorbtion and desorption of material on the hot sample

surface. Process parameters are optimized for low stress and film uniformity and allow

the deposition of SiO2 of over 5 µm thickness. Deposition rate was measured to be

∼ 65 nm/min.
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PECVD of Silicon Nitride

Tool Description: OIPT SYS100 PECVD reactor

Process Gases: Silane (SiH4) 20 ml/min, Ammonia (NH3) 35 ml/min, Nitrogen (N2)

500 ml/min

Plasma Generator: 30 W low frequency (LF) 50 kHz and 20 W high frequency (HF)

13.56 MHz rf gas inlet bias

Chamber Pressure: 875 mTorr

Process Characteristics: A cyclic LF and HF process used to deposit highly dense low

stress silicon nitride, process parameters were optimized by Owain Clark. The process

alternates between an HF and LF phase every 10 sec. During the LF cycle the deposited

layer is densified, which is ideal if used as an etch stop layer. Deposition rates were much

lower then SiO2 with ∼ 11 nm/min.

B.3 Resist Coating Process Details

AZ nLOF 2020 2µm

Tool Description: Brewer Science CEE 200 spin coater, Sawatec HP-401-Z hotplate

Dehydration: Minimum of 30 min at 120 ◦C in dehydration oven

Resist: AZ nLOF 2020 is mixed from MicroChemicals GmbH AZ nLOF 2070 and AZ

EBR solvent in a 10:3 ratio.

Spin profile:

Step Acceleration Speed Time

1 100rpm/s 500rpm 5s

2 1500rpm/s 4000rpm 2.5s

3 0rpm/s 4000rpm 30s

4 -2000rpm/s 100rpm 1s

Table B.1: AZ nLOF 2070 4µm spin profile

Soft-bake: 2 min at 110 ◦C on hotplate

Process details: High rotation speed (4,000 rpm) and thin resist lead to minimal edge-

bead build-up and even coating of the sample surface. If the resist is unevenly distributed

or particles are visible on the samples, an acetone and isopropyl alcohol (IPA) clean

followed by nitrogen drying is performed and the spin coating repeated. The spin recipe
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was provided by Kian Shen Kiang.

AZ nLOF 2070 4µm

Tool Description: Brewer Science CEE 200 spin coater, Sawatec HP-401-Z hotplate

Dehydration: Minimum of 30 min at 120 ◦C in dehydration oven

Resist: MicroChemicals GmbH AZ nLOF 2070 negative resist

Spin profile:

Step Acceleration Speed Time

1 100rpm/s 500rpm 5s

2 1000rpm/s 6000rpm 30s

4 -1000rpm/s 100rpm 1s

Table B.2: AZ nLOF 2070 4µm spin profile

Soft-bake: 2 min at 110 ◦C on hotplate

Process details: Very high rotation speed (6,000 rpm) spin profile intended to reduce

edge-beads of the thicker negative resist layer. After successful spin coating remaining

solvents are evaporated during the soft-bake. Recipe is provided by Kian Shen Kiang.

AZ nLOF 2070 7µm

Tool Description: Brewer Science CEE 200 spin coater, Sawatec HP-401-Z hotplate

Dehydration: Minimum of 30 min at 120 ◦C in dehydration oven

Resist: MicroChemicals GmbH AZ nLOF 2070 negative resist

Spin profile:

Step Acceleration Speed Time

1 500rpm/s 500 0.5s

2 0rpm/s 500rpm 3s

3 500rpm/s 2750rpm 0.5s

4 0rpm/s 2750rpm 6s

5 -5000rpm/s 500rpm 0.5s

Table B.3: AZ nLOF 2070 4µm spin profile

Soft-bake: 2 min at 110 ◦C on hotplate

Process details: Strong accelerations at the start and end of the spin profile are intended

to reduce the edge-beads. Nevertheless when rectangular pieces are used significant edge-

beads are still present after spinning, which are removed using AZ EBR solvent prior to

the soft bake. The spin recipe was provided by Kian Shen Kiang.
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B.4 Physical Vapour Deposition (PVD) Process Details

Sputter Deposition of Copper Seed Layer

Tool Description: AJA International, Inc. ORION magnetron sputter

Process Materials: Ar gas and Copper (Cu) target

Chamber Pressure: 3 mTorr

Plasma Generator: 400 W dc magnetron plasma directed onto Cu target.

Distance Between Target and Sample: ∼ 0.2 m

Process Characteristics: DC argon plasma directed onto Cu targets is slowly ramped

up with closed shutters, to reduce thermal stress on the target. After the maximum power

is reached shutters are opened, after the set deposition time, shutters are closed and plasma

power ramped down. A prior characterisation was performed to determine the deposition

rate. For the copper target and 400W a rate of ∼ 60 nm/min was measured.

Sputter Deposition of Titanium Adhesion Layer

Tool Description: AJA International, Inc. ORION magnetron sputter

Process Materials: Ar gas and Titanium (Ti) target

Chamber Pressure: 3 mTorr

Plasma Generator: 300 W dc magnetron plasma directed onto target.

Distance Between Target and Sample: ∼ 0.2 m

Process Characteristics: For the titanium deposition a dc plasma power of 300 W was

chosen taking the lower thermal conductivity of Ti into consideration and the resulting

deposition rate was ∼ 8 nm/min.

Sputter Deposition of Gold Layer

Tool Description: AJA International, Inc. ORION magnetron sputter

Process Materials: Ar gas and Gold (Au) target

Chamber Pressure: 3 mTorr

Plasma Generator: 300 W dc magnetron plasma directed onto target.

Distance Between Target and Sample: ∼ 0.2 m

Process Characteristics: Gold is deposited using the same dc plasma power of 300 W,

deposition rates of ∼ 46 nm/min were measured.
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Sputter Deposition of Silicon Dioxide Layer

Tool Description: AJA International, Inc. ORION magnetron sputter

Process Materials: Ar gas and Silicon dioxide SiO2 target

Chamber Pressure: 3 mTorr

Plasma Generator: 200 W rf magnetron plasma directed onto target.

Distance Between Target and Sample: ∼ 0.2 m

Process Characteristics: Silicon dioxide is sputtered using an rf magnetron plasma of

200 W, and very low deposition rates of only ∼ 25 nm/h were achieved.

E-beam Evaporation of Aluminium Buried Wire Layer 500nm

Tool Description: Leybold LAB700EB Evaporator

Process Materials: Aluminium (Al) target, no process gases were used

Chamber Pressure: < 5× 10−6 mbar

E-beam Power: 10 kV, ∼ 340 mA

Distance Between Target and Sample: ∼ 1 m

Set Deposition Rate: 2.5 Angstrom/s

Process Characteristics: Deposition in the LAB700EB is controlled using a quartz

crystal, which directly measures the deposition rate. When the final thickness is reached

the deposition control automatically closes the shutters and ramps down the e-beam power.

E-beam Evaporation of Aluminium Electrode Layer 3500nm

Tool Description: Leybold LAB700EB Evaporator

Process Materials: Aluminium (Al) target, no process gases were used

Chamber Pressure: < 5× 10−6 mbar

E-beam Power: 10 kV, ∼ 450 mA

Distance Between Target and Sample: ∼ 1 m

Set Deposition Rate: 5 Angstrom/s

Process Characteristics: For the thicker electrode layer the deposition rate was in-

creased to 5 A/s resulting in a total deposition time of just under 2 hours.
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E-beam Evaporation of Chromium Adhesion Layer 50nm

Tool Description: Leybold LAB700EB Evaporator

Process Materials: Chromium (Cr) target, no process gases were used

Chamber Pressure: < 5× 10−6 mbar

E-beam Power: 10 kV, ∼ 240 mA

Distance Between Target and Sample: ∼ 1 m

Set Deposition Rate: 1 Angstrom/s

Process Characteristics: A thin chromium layer was deposited to increase adhesion

between aluminium and nickel layer. Chromium was chosen over titanium as it is not

rapidly etched by hydrofluoric acid [235].

E-beam Evaporation of Nickel Barrier Layer 100nm

Tool Description: Leybold LAB700EB Evaporator

Process Materials: Nickel (Ni) target, no process gases were used

Chamber Pressure: < 5× 10−6mbar

E-beam Power: 8 kV, ∼ 17.6 mA

Distance Between Target and Sample: ∼ 1 m

Set Deposition Rate: 1 Angstrom/s

Process Characteristics: The nickel layer serves as a barrier layer, preventing gold from

diffusing into the aluminium layer at elevated temperatures.

E-beam Evaporation of Gold Top Electrode Layer 150nm

Tool Description: Leybold LAB700EB Evaporator

Process Materials: Gold (Au) target, no process gases were used

Chamber Pressure: < 5× 10−6 mbar

E-beam Power: 10 kV, ∼ 230 mA

Distance Between Target and Sample: ∼ 1 m

Set Deposition Rate: 1 Angstrom/s

Process Characteristics: A final Au layer prevents oxidization of the electrode surface

and was deposited in the same run as the Al layer without opening the chamber.
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Appendix C

Heatbridge Designs

C.1 SolidWorks Drawings

Workshop design drawings for thermal bridge components and custom window.
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Appendix D

MaskLayout

D.1 Individual Mask Designs

Trap designs part of the mask layout presented in section 6.7. Electrode layer is marked

blue, buried wire layer black and VIA layer red.
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