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Abstract

Positron emission tomography, or PET, is a medical imaging technique which has been
used in clinical environments for over two decades. With the advent of fast timing de-
tectors and scintillating crystals, it is possible to envisage improvements to the technique
with the inclusion of time-of-flight capabilities. In this context, silicon photomultipliers
coupled to fast inorganic LYSO crystals are investigated as a possible technology choice.
As part of the ENVISION collaboration a range of photon detectors were investigated
experimentally, leading to the selection of specific devices for use in a first prototype de-
tector, currently being commissioned at the Rutherford Appleton Laboratory. In order
to characterise the design of the prototype a GEANT4 simulation has been developed
describing coupled systems of silicon photomultipliers and LYSO scintillators. Very good
agreement is seen between the timing response of the experimental and simulated systems.
Results of the simulation for a range of detector array arrangements are presented and a
number of optimisations proposed for the final prototype design. Without the results pro-
vided here a detector system including only 3x3x5 mm3 crystals would have been adopted.
A 3x3x5 mm3 crystal geometry is shown to provide little-to-no timing advantage over an
identical system with 3x3x10 mm3 crystals, where detection efficiency is improved by ap-
proximately a factor of three. Additionally an investigation is presented which explores
the impact of using events where gamma-ray photons are scattered internally within the
detector array. It is shown that including such events could increase the signal achievable
with one-to-one coupled detector arrays systems for PET by approximately 60%, with
only minor reductions in coincidence timing resolution.
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Chapter 1

Introduction

Since the late 1890’s, when the very first clinical X-ray image was produced to diagnose a

broken wrist in a man who had fallen over ice-skating [1], photons with energies in the keV-

MeV range have been used to image human anatomy. In these early scans photographic

plates were applied to measure the intensity distribution of the X-rays passing through a

patient. This method would require the patient to be almost completely motionless for an

hour or more while exposed to an extremely high flux of X-ray photons, a situation which

was both uncomfortable and unhealthy. With advances in X-ray detector technology, first

with improved photographic plates and then with semiconductor technologies, patient

dose rate and exposure times have been reduced by orders of magnitude, with equivalent

improvements in the image contrast and spatial resolution.

In this work we investigate the application of a relatively new photodetector technology, the

silicon photomultiplier (SiPM), for use in the nuclear imaging modality, positron emission

tomography (PET). These sensors are solid-state devices consisting of an array of pixel

elements, each of which can be activated independently by an impinging optical photon.

One of the key characteristics of the silicon photomultiplier is the high electric field which

is established within the active volume of each pixel. By applying an increased field

strength relative to other solid state detector technologies, an avalanche of charge carriers

can be created in response to a photon interaction in the active volume. The avalanche

mechanism can typically result in gains of the order of 106 and is developed in a time-scale

estimated to be of order 20 ps [2]. By applying fast detector systems, a modality of PET

known as time-of-flight (TOF) can be exploited. This mode can improve the quality of a

reconstructed image without increasing the dose to the patient.
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The work presented in this thesis applies detector system simulations, validated against

experimental measurements, to investigate the use of SiPM detectors in a prototype TOF-

PET detector system. There are a number of steps which are considered in this process.

Firstly, characteristic measurements performed on a number of SiPM devices are presented

and a candidate device for use in the prototype system selected. Secondly, a simulation

framework has been developed which can predict the timing response of a coupled SiPM

and scintillator detector system. Finally, this simulation framework is applied to provide

design recommendations which have been used to optimise the performance of the pro-

totype detector system, to be built at the Rutherford Appleton Laboratory (RAL), UK.

The object of this prototype system is to improve on the coincidence timing resolution

of current generation TOF-PET clinical machines, where a performance of ≈ 500 ps is

typical [3].
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Chapter 2

Positron Emission Tomography

Positron Emission Tomography (PET) is a functional medical imaging technique which is

widely applied to investigate the metabolic activity of a patient. The properties of positron

emission, occurring through β+ nuclear decay, are used to produce accurate images of the

distribution of positron-emitting radiopharmaceuticals (or ‘tracers’) within a patient’s

body. There are a number of tracers available clinically, the choice of which depends on

the metabolism of the tissue or process of interest. To date, PET has been used in a

broad scope to characterise brain diseases such as Alzheimer’s [4] and epilepsy [5], and

for cardiac diseases such as coronary artery disease [6]. However, the major application

of PET is in oncology, where tumours can be imaged for use in both treatment planning

and disease detection [7]. In this chapter an overview of PET as a technique is given,

including a discussion of: the physical principles on which it is based, β+ decay and

radioisotopes, interactions of gamma-ray photons with matter, methods and limitations

for detecting coincident annihilation photons, and an overview of two major reconstruction

techniques. A section is then dedicated to describing the time-of-flight (TOF) modality of

PET. Designing a prototype TOF-PET detector system is one of the main goals of the work

presented in this thesis and as such details of the quantitative signal gains associated with

the technique are discussed. Finally a brief overview discussion is presented on standard

reconstruction techniques for PET data sets.

2.1 Technique overview

PET is a molecular imaging technique which provides images of functional processes within

a patient. The basic principle of operation is different to transmission technologies where
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Figure 2.1: A diagram outlining the basic principles of PET including: annihilation of
a positron in patient, emission of co-linear photons, detection and storage of electronic
coincidence and reconstruction of detected LORs [8].

an image is reconstructed from a beam of radiation transmitted through a patient. With

transmission techniques the image represents the three dimensional attenuation proper-

ties of biological tissue. Conversely, in PET, a positron-emitting radiopharmaceutical is

injected into the patient and spreads physiologically in the body. The key steps associ-

ated with the PET process are presented in Figure 2.1. Here the tracer has been given

time to spread though the body and has amassed in a region of interest, in this case in

the patient’s head. Positrons emitted through β+ decays of the radiopharmaceuticals ra-

dioactive isotope annihilate with electrons in the surrounding tissue, resulting in a pair of

511 keV gamma photons, emitted collinearly so as to conserve total momentum. These

photons are then detected by a ring of detector elements centred about the patient, the

signals passed to a processing unit and the energy and timing characteristics are analysed

in order to establish a correlation between coincident events and a single annihilation

event. If the selection criteria (or cuts) are satisfied then a line-of-response (LOR) can

be inferred between the coincident detector elements described by 2D polar coordinates;

s and φ, as defined in Figure 2.2. A tomographic image is then reconstructed using the

data set recorded in a scan through either analytic or statistical techniques.

In the history of commercial PET scanners, several configurations of detector arrays have

been used, including detectors mounted on a rotating gantry, in a circular ring or a polyg-

onal ring. Modern scanners apply a circular ring configuration where typically 16 to 32

independent rings form a cylindrical detector volume which monitors the annihilation pho-
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Figure 2.2: A diagram outlining the standard 2D coordinates system used in PET data
acquisition. The intensity distribution, p(s, φ), develops over the duration of a scan and
is passed to reconstruction algorithms, to be discussed in section 2.6.

tons emerging from the patient, or ‘source’. Due to the effects of high-energy radiation on

the patient, the maximum source activity available for a scan is restricted. A circular ring

structure provides the maximum angular coverage of the source volume, maximising the

detection efficiency of the system. Applying a number of independent rings then increases

the total field of view (FOV) of the system, allowing for a larger volume to be imaged

simultaneously and adding a third dimension to the data set.

With a limited source activity available one of the most significant limitations of PET

detector systems is the total signal statistics acquired during a scan. Signal statistics

can be improved in a number of ways, most obviously by applying more efficient detector

materials. However, this method tends to be expensive, requiring an increase in either

volume or density. The focus of the work presented in this thesis is to apply a fast timing

detector system where the time-of-flight (TOF) can be used to improve the signal-to-noise

of the statistical signal, resulting in an improved image quality for an equivalent level of

statistics. This modality is known as TOF-PET and is available in current generation

clinical PET systems with a coincidence timing resolution of 527.5 ± 4.9 ps [3]. A key

objective of the work presented here has been to provide design recommendations for

a prototype system which can improve on the coincidence timing resolution of current

generation clinical PET detector systems.
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2.2 Positron emission and radioisotopes

In view of the considerations just discussed, the first step in the PET process is the

selection and production of a suitable molecular probe. In general, low atomic number

nuclei are chosen to label the biological molecule of interest due to the ease with which they

are absorbed by the body. Positron emitters are neutron-deficient isotopes that achieve

stability through the conversion of a proton into a neutron. This process involves the weak

process emission of a positive electron, or positron (e+) and an electron neutrino (νe) from

a parent nucleus with mass and atomic number A and Z respectively:

A
ZN −→A

Z−1 N
′ + νe + e+. (2.2.1)

There are two physical parameters of fundamental importance when selecting a candidate

radioisotope for PET: the range of the emitted positron in tissue (typically considered to

be equivalent to water) and the half-life associated with the radioactive decay.

The range of a positron emitted in the patient, often refereed to as the range effect, is

typically quoted as either the upper limit of the travel distance prior to annihilation (Re)

or the root mean squared of all possible paths (Rrms). The effect itself derives from

the finite kinetic energy associated with positron emission in the β+ process. The cross

section of electron-positron annihilation is inversely proportionality to the momentum of

the combined electron positron system [9], hence the kinetic energy must be reduced,

possibly to zero, before annihilation will occur. Emitted positrons will therefore travel

some distance through the surrounding media before their associated kinetic energy is

lost and annihilation is most probable. This effect introduces a fundamental limitation to

the spatial resolution of the system as a detector system will reconstruct the annihilation

position of the positron, not the emission position.

The half-life of the isotope must also be considered. A scan conducted in a current

generation clinical PET machine will typically take of the order of ten minutes. The

source should therefore decay rapidly on an equivalent timescale to avoid a prolonged

patient exposure. The key characteristics of some of the commonly used isotopes are

given in Table 2.1, where a half-lives between one and more than a hundred minutes are

shown.

It is, however, the chemistry and the difficulty of synthesising a suitable molecular probe
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which most often drives the final candidate radioisotope selection. The most widely used

molecular probe in clinical PET is Fluorodeoxyglucose (18F-FDG), which is predominantly

applied in oncology to study tumours where characteristically high metabolic rates lead to

glucose accumulating in high concentrations [10]. Although 18F has a low electron range in

water, and so is not significantly limited by the range effect, the half-life is long compared

to other candidate isotopes. The selection of 18F in this case has been made due to the

ease with which FDG can be synthesised using the 18F isotope. This process is both fast,

which is key due to half-life considerations of all candidate radioisotopes, and inexpensive.

The extensive application of 18F-FDG is ultimately due to the ease and cost of synthesis,

not detailed considerations of the comparative characteristic parameters.

Table 2.1: List of PET radioisotopes and their key parameters. Re refers to the maximum
extrapolated positron range in water and Rrms the root mean square range. Selected values
taken from [11].

β+ range in water [mm]

Radioisotope Half-life [mins]
Max β+

Energy [MeV]
Re Rrms

11C 20.4 0.96 3.9 0.4

13N 9.96 1.2 5.1 0.6

15O 2.05 1.7 8.0 0.9

18F 109.7 0.64 2.3 0.2

62Cu 9.74 2.9 15 1.6

68Ga 68.4 1.9 9 1.2

82Ru 1.3 3.4 18 2.6

2.3 Interactions of high energy photons with matter

In order to develop a detector system for the photons pair produced in an electron-positron

annihilation event, it is important to understand how the these photons interact with mat-

ter. The first concept to consider is the attenuation of a beam of photons traversing some

material. This can be effectively described by an exponential decay law, where the rate

at which photons are removed from the initial count through either scatter or absorption

processes, is defined by the linear attenuation coefficient (µatt,l), typically expressed in

units of cm−1. The intensity profile of a beam of photons after interaction with a medium
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of thickness x, will hence follow:

I = I0e
−(µatt,lx), (2.3.1)

where I0 is the initial beam intensity and µatt,l is the characteristic linear attenuation

coefficient of the material. For a given thickness, the probability of interaction is dependent

on the number of atoms per unit volume. This dependency can be overcome by normalizing

the linear attenuation coefficient for the density of the material. The linear attenuation

coefficient, normalized to unit density, is called the mass attenuation coefficient which is

in turn related to the cross section for all possible scattering or absorption processes (σtot)

via:

µatt,m =
nA
ρ
σtot [cm2g−1], (2.3.2)

where ρ is the density of the material being traversed and nA is the number of atoms

per volume. The most probable processes contributing to the total linear attenuation at

energies of 10 keV and above are:

• Photoelectric effect;

• Compton scattering;

• Pair production (at energies above 1.022 MeV).

The total attenuation cross section for photons of 10 keV and above can then be approxi-

mated as the linear combination of the contributions from each of these three effects:

σtot = τp.e. + µCompton + κpair, (2.3.3)

where τp.e., µCompton and κpair refer to the interaction probabilities of the photoelectric

effect, Compton scatter and pair production respectively. These three processes are de-

scribed in detail below.

For completeness, it should be noted that, at energies below the 10 keV limit considered

here, both Thomson scattering (where photons scatter through direct interaction with

electrons) and Rayleigh scattering (where the scatter occurs through interaction with an

atom) become increasingly probable and must be considered in σtot. Both processes are
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typically referred to as coherent scatter as they result in a change of direction of the original

photon, but with no energy exchange between the incident photon and matter. The cross

sections associated with these processes at 511 keV are extremely small compared to τp.e.,

µCompton and κpair and so are discussed in no further detail in what follows.

2.3.1 Photoelectric absorption

In photoelectric absorption a photon interacts with an atom and in the process is com-

pletely absorbed. The energy of the absorbed photon, hν, is then transferred to an electron

bound to one of the atomic shells of the absorber atoms, which is in turn ejected from

the atom. This process is possible whenever the energy of the incident photon is greater

than the binding energy of the atomic electrons, Eb. In general electrons liberated from

bound shells through interactions with photon are referred to as a photoelectrons (p.e.).

Through conservation of energy and momentum, the kinetic energy (Ee−) of a photoelec-

tron produced via photoelectric absorption is then:

Ee− = hν − Eb. (2.3.4)

In this process, a small recoil energy is absorbed by the atom so as to conserve momentum.

As a result, photoelectic absorption cannot act on a free electron and the cross section

scales with the binding energy of an electron. When the energy of the incident photon

coincides with the ionisation energy of specific atomic electron shell the probability of

photoelectric absorption can be strongly influenced. An observation of this effect is given

in the mass attenuation plots in Figure 2.3 where absorption edges seen in the Photoelectric

absorption coefficient can be used to identify the binding energies of the different electron

shells and sub-shells in a specific material. In the case of the 511 keV photons of interest

in PET, the energy of the incident photon is well above that of the atomic shell structure

of most materials. Photoelectric absorption interactions are therefore likely to occur with

electrons in the most tightly bound K-shell of an atom [9].

In addition to photoelectron emission, the interaction also creates an ionized atom which

rapidly fills the vacancy in one of its bound shells. An electron is then captured into the

vacant K-shell either from a free electron available in the surrounding material or by re-

arranging the remaining bound atomic electrons to a more energetically favourable state.

As a result one or more X-rays will be produced with energies characteristic to the specific

9



(a) NaI (Z = 50) (b) Bi4Ge3O12 (Z = 75)

(c) Lu1.8Y0.5SiO5 (Z = 66) (d) H2O (Z = 6)

Figure 2.3: Mass attenuation coefficients for some materials of interest for the analysis
discussed later in this document. A vertical dashed line indicates a photon energy of 511
keV. Data sets were obtained from [12].
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Figure 2.4: Illustration of a Compton scatter event. The diagram shows the incident
photon of energy hν interacting with a electron which is considered at rest. The scattered
photon with energy hν ′ scatters at an angle θ relative to the original momentum vector.

atom’s excited state. These secondary emissions are by nature of lower energy than the

original interaction, often in the range 10-50 keV [9], and are re-absorbed close to the

emission site.

The binding energies of atomic electrons are known to range from 13.6 eV for 1H to

>100 keV for 92U [13]. With binding energies varying over five order of magnitude over a

range of atomic numbers (Z) defined by the periodic table (1-92 for natural elements), there

is no definitive analytic expression to describe the photoelectric interaction probability, τ .

However an approximation can be given as [9]:

τ ∝ Zn

E3.5
γ

, (2.3.5)

where n varies between 4 and 5 over the Eγ range of interest. The strong dependence

of photoelectric absorption on the atomic number correlates with an increased range of

binding energies associated with a large number of electron shells [13]. Materials with

a high atomic number Z therefore maximise the probability of interactions through the

photoelectric effect.

2.3.2 Compton Scattering

Compton scattering is the predominant interaction of 511 keV gamma-ray photons in soft

tissue. Due to its high water content, tissue is often simply modelled as H2O. The mass

attenuation coefficients given in Figure 2.3d can therefore be considered an approxima-

tion of the attenuation characteristics of a patient’s body and it is clear that Compton

scattering is the overwhelmingly dominant interaction process.

Unlike photoelectric absorption, where a photon interacts with an atom as a whole, Comp-

ton scatter interactions can conserve momentum without a recoil off an additional body

11



and therefore are most likely to occur between photons and weakly bound valence shell

electrons. In a Compton scatter event the incoming photon is deflected through an angle

(θ) with respect to its original path. The photon transfers a portion of it’s energy to the

electron, which recoils conserving the total momentum of the system. In such an inter-

action all scattering angles are possible and hence the energy transferred to electron can

vary from approximately zero to a large fraction of the photon energy, hν. A schematic

diagram of this interaction is given in Figure 2.4. The energy of the scattered photon

can be calculated from the energy of the incident photon and the angle of the scattered

photon, as follows [9]:

hν ′ =
hν

1 + hν
moc2

(1− cos θ)
, (2.3.6)

where m0c
2 is the rest-mass energy of the electron (511 keV). Hence energy transfer is

maximal at θ = π and minimal at θ = 0. However, it should be noted that even in

the extreme θ = π case not all energy is transferred to the scattered electron. Through

conservation of energy, the energy transferred to the electron is given by:

Ee− = hν − hν ′ = hν

(
(hν/m0c

2)(1− cos θ)

1 + (hν/m0c2)(1− cos θ)

)
. (2.3.7)

The probability of Compton scatter depends on the number of electrons available to the

photon to scatter off, and therefore increases linearly with Z. The differential cross section

of photons scattered from a single electron is predicted in full by the Klein-Nishina formula

[9]. However, this can be simplified to approximate a dependence of the Compton scatter

probability in terms on Z and Eγ :

σCompton ∝
Z

Eγ
. (2.3.8)

2.3.3 Pair production

While the process is below threshold at photon energies of 511 keV, a description of pair

production is included here for completeness. Pair production is the conversion in matter

of a high energy photon into an electron-positron pair. The rest mass of both electrons and

positrons (m0c
2) is 511 keV and the threshold energy for pair production is then 2×511 keV

= 1.022 MeV. However, as shown in Figure 2.3, the probability of the process remains
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(a) (b)

Figure 2.5: Schematic view of a PET detector arrangement. (a) Cross sectional view as
seen from the front. The ring diameter S is shown along with a ‘fan’ illustrating the range
of detector modules which are considered in coincidence relative, in this case, to the central
right module. (b) A view from above showing the total field of view (FOV) and the axial
detector length (L) given by five separate detector rings.

low until photon energies reach several MeV. Similarly to the photoelectric effect, pair

production requires the presence of another charged, massive object in order to conserve

the momentum of the system though recoil interactions and can therefore only occur in

matter. No simple expression exists for the probability of pair production per nucleus,

but its magnitude varies approximately as [9]:

κpair ∝ Z2Eγ . (2.3.9)

2.4 Detection of coincident photons

As discussed briefly in the technique overview, clinical PET detector systems consist of a

ring structure, typically comprising of 16 to 32 independent detector rings in a cylindrical

detector volume. An illustration of a typical ring and an extended detector volume in-

cluding five rings is given in Figure 3.3 where the two projections (lateral and frontal) of

the setup are shown. In a ring configuration, each module of detector elements is typically

operated in coincidence with approximately half of the total modules on the opposing side

of the detector, creating a ‘fan’ of lines-of-response (LOR) as shown Figure 2.5a. LORs

lying outside the fan do not bisect the source volume and so are not considered.

As shown in Figure 2.5a, each module within the ring is a system of scintillating crystals
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coupled to photodetectors. During the early developments of PET, NaI was the scintillator

material of choice due a high characteristic light yield, relatively cheap production costs

and extensive characterisation in literature. However, as a result of a low density and

effective atomic number (ZNaI = 50), the detection efficiency of NaI is poor, limiting the

quality of reconstructed images through the signal statistics acquired in a scan. In the late

1970’s, during to a resurgence in scintillator materials research, the scintillation properties

of BGO (Bi3Ge4O12) were fully characterised and it was identified as a good candidate

for PET [14]. Although the light yeild of BGO is only ≈ 15% of NaI and the decay time

is 25% longer (300 ns), it is very dense with high effective atomic number (ZBGO = 75).

As a result the mass attenuation coefficient of the photoelectric effect, and therefore the

detection efficiency of BGO, represents an improvement of approximately a factor of five

on NaI. This effect can be observed by comparing the 511 keV line in Figures 2.3a & 2.3b.

Only since the 1990’s have scintillator materials such as LSO (Lu2SiO5), and its cheaper

variant LYSO (Lu2(1−x)Y2xSiO5), been developed and offered an interesting alternative.

LSO and LYSO combine an increased light output with a high effective atomic number

and short decay constants. These scintillating materials are described in more depth in

Chapter 3.

The photodetector of choice for PET has, for a long time, been the photomultiplier tube

(PMT). Since their inception, PMTs have been applied in a range of detector applications

[15] and, as such, have an extremely well characterised response. However, with the

improvement of manufacturing technologies for high gain silicon photodetectors, avalanche

photodiodes (APDs) and silicon photomultiplers [16] [17] [18] [19] have been increasingly

investigated for use, particularly in fast timing applications [20] [21] [22] [23].

The most basic PET detector modules couple single scintillator crystals directly to the

face of a PMT in an arrangement known as one-to-one coupling. This arrangement results

in optimum performance in terms of both energy and timing resolution, however the cross

section dimension of individual detector elements is limited to approximately 1 cm2 due

to the practically achievable miniaturisation of PMTs. This limits the spatial resolution

of the system as the gamma interaction position within each detector element is unknown,

creating a parallax uncertainty on the projected LOR. In order to continue to improve the

spatial resolution, it is thus necessary to determine the gamma interaction position with an

accuracy that was a fraction of the PMT size. Such a technique requires the scintillation

light to be shared over multiple PMTs, whereby the position can be calculated based on

the detected light level at each PMT. A mechanism for reading out multiple scintillator
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crystals with a reduced number of photodetector channels was developed in the Block

detector [24].

2.4.1 Block detectors

Block detectors [24] allow the use of a small number of PMTs reading out an array of

small crystal elements, whereby the ratio of scintillator elements to PMTs can be 16:1

or higher. Typically a block detector consists of four PMTs in a matrix arrangement,

reading out an 8×8 array of crystal elements, shown in Figure 2.6a. The crystal array is

typically not made of individual crystals, but rather a monolithic crystal with partial saw

cuts used to define the array elements. The cuts are filled with a reflective material to

channel the light with a well defined spatial spread into a coupled PMT detector block,

minimising cross talk between crystal elements. The depth of the saw cuts is such that

a well defined light response function is produced at the PMTs and a simple algorithm

using superposition of signals from the four PMTs can be used to identify the crystal

section where the interaction took place. In general, to calculate the average position, the

best estimate of the true value ~x is given by the weighted average given by the following

equation [25]:

~x =

∑
i Sixi∑
i Si

, (2.4.1)

where ~x indicates the position (x, y) of the event, Si are the weights and xi are the positions

of the elements in question. In the case presented in Figure 2.6, this equation can be used

to estimate the position of interaction in the x and y planes:

Xinteraction =
x1(SA + SC) + x2(SB + SD)

SA + SB + SC + SD
, (2.4.2)

Yinteraction =
y1(SC + SD) + y2(SA + SB)

SA + SB + SC + SD
, (2.4.3)

where SA-SD are the integrated charge signals produced by each of the four PMTs and

(x1,y2), (x2,y2), (x1,y1), (x2,y1) are the positions at which the signals are measured. This

technique is often referred to as Anger logic, or Anger weighting [21]. An example light

pattern from an interaction close to the centre of a block detector module is shown in

Figure 2.6b. This technique reduces the number of PMTs required to readout a given
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(a) (b)

Figure 2.6: (a) Diagram of a block detector composed of a scored scintillator block coupled
to a 2×2 array of PMTs [21]. (b) An example light distribution produced by the cut
scintillator block in an interaction.

detector volume, providing improved spatial resolution and lowering cost.

2.4.2 Spatial resolution

As well as noise effects, which degrade the signal-to-noise and therefore the contrast of

a reconstructed image, the underlying spatial resolution of the image is constrained by a

number of physics and detector resolution effects.

It has been described previously that the probability of electron-positron annihilation is

inversely proportional to the centre of mass momentum of the two, leading to the range

effect shown in Figure 2.7a. In the case where this momentum is not exactly zero, some

deviations from collinearity will occur, known as the non-collinearity effect. By considering

the two photons to be nominally emitted at a relative angle θ = 180◦, then the uncertainty

on this emission angle is described by [26]:

∆θ ≈ p · sinφ
moc

, (2.4.4)

where p is the incident particle momentum and φ is the angle of approach between the

electron and positron. A diagram of this configuration is given in Figure 2.8. An average

∆θ due to this process has been calculated in literature to be 0.25◦ [27]. As a result, much

like in a scatter coincidence event, the LOR reconstructed between activated detector

elements may not directly bisect the annihilation position (see Figure 2.7b). In order to
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(a) (b)

Figure 2.7: Fundamental limits of PET. (a) Range effect results in the reconstructed line
of response (LOR) passing through the annihilation point which is some finite distance
away from the emission point. (b) non-collinearity of emitted photons results in the
reconstructed LOR not passing through the annihilation point.

(a) (b)

Figure 2.8: (a) The angle of approach of an electron towards a positron which is at rest.
(b) The deviation from collinearity due to the momentum vector P.
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Figure 2.9: Illustration of the parallax effect increasing as a function of the radial position
of an annihilation event. The solid blue and red lines represent the real LOR associated
with the annihilations. The dashed lines represent the uncertainties on the measured LOR
due to the parallax effect.

convert this angular uncertainty into a spatial uncertainty (C) in the reconstructed image,

the diameter of the detector ring (S) must also be considered. By applying a small angle

approximation to the geometric system given in Figure 2.7b, the spatial uncertainty can

then be calculated as:

C ≈ ∆θ × S/4 = 0.0022× S. (2.4.5)

If we use the assumption, as given in [26], the distribution of ∆θ is Gaussian, then

∆θFWHM can be considered ≈ 0.5◦. By applying equation 2.4.5, C can be estimated

to be in the range 1.5 to 2.0 mm for standard 80 to 90 cm diameter PET rings. Scanners

with smaller ports therefore have an advantage over a full body PET system and have

been suggest for use for specific applications, for example targeted brain scans [28].

A less fundamental, but often limiting, effect is the spatial uncertainty on the gamma in-

teraction position within the activated crystal volume. This effect leads to an uncertainty

on the projected LOR called the parallax effect as mentioned previously in the context

of the block detector. The contribution of the parallax effect is a function of the radial

position of the annihilation within the ring diameter, equivalent to half the detector ele-

ment width at the central position and degrading towards the edge of the field of view.

This effect is illustrated in Figure 2.9 where it is shown that the crystal orientation at

increased radial positions increases the field of view, and hence the parallax uncertainty

of a detector element.
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If a block detector arrangement is considered, the block effect must also be taken into

account. This describes the uncertainty on the interaction position due to mis-positioning

of events through: statistical fluctuations in the photodetector response, scatter within

the detector or uncertainties on the block decoding scheme. Considering all these effects,

an estimation of the spatial resolution of the system is given by:

FWHM = kR ·
√
R2 + C2 + P 2 +B2, (2.4.6)

where R is the range effect, C is the photon non-collinearity, P is the parallax error due

to crystal dimensions and B is the block effect. Here kR is a scaling constant representing

the contribution from the specific reconstruction algorithm applied to the data set and

typically has a value between 1 and 1.5.

2.4.3 Noise contributions

In a perfect system both photons emitted in an annihilation would activate opposing

detector elements without the possibility of interaction along the traversed path. A LOR

would then be drawn between the two activated elements, for which the response would

then be saved to file for use in offline reconstruction after the scan. However, in a clinical

setting, gamma-ray photons produced in an annihilation event have a finite probability of

interacting in a patient’s body before reaching the detector volume, giving rise to effects

at reconstruction level.

By applying the mass attenuation coefficients used to produce the plot in Figure 2.3d, and

considering the density of water as ρ = 1 g/cm−3, the linear attenuation coefficient of a

511 keV photon in water is calculated to be ≈ 0.1 cm−1. If, for the sake of argument,

we assume the human head and chest to be circular with diameters of 10 cm and 20 cm

respectively, by applying equation 2.3.1 we can calculate that only 36% of the photon pairs

will reach the detector arrangement without undergoing one or more Compton scatter

interactions in a head / brain scan. This reducing to 15% in the case of a body scan.

As previously discussed, photons which undergo Compton scattering are deflected from

their original path through an angle θ. In the context of PET this will likely result in

a LOR projection which does not intersect the point where the annihilation took place

(see Figure 2.10a). These events are often referred to as scatter coincidences. These,
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(a) (b)

Figure 2.10: Noise effects introduced by interactions with a patient’s body. (a) Compton
scatter in the body causes a false LOR. (b) It is possible that only single events are
recorded from single annihilation.

if not rejected prior to image reconstruction, contribute to the signal noise of the final

data set. Another feature of Compton scatters is the reduced energy associated with the

scattered photons. Energy selection criteria are therefore applied to each coincidence pair

to reject events where either or both of the coincident detector activations are measured

to have an energy less than 511 keV. In view of this, it becomes clear how the energy

resolution is an important parameter in a PET detection system. A system with a good

energy resolution will reject a higher proportion of scatter events, ultimately leading to

an increase in signal-to-noise for the system.

Additional sources of noise in the reconstruction will be events in which photons from

unrelated annihilation events happen to trigger coincident elements, therefore mimicking

a true coincidence. These events are called random coincidences, and an example is illus-

trated in Figure 2.10b. The random coincidence rate increases linearly with the width of

the time window used to define a coincident event. Hence the smaller the time window,

the better the noise rejection of the system. In commercial scanners this time window

is typically in the range 3 to 12 ns [29], depending on the coincidence timing resolution

(CTR) of the specific detector system.

2.4.4 Noise Equivalent Count Rate

In order to describe the quality of a data set acquired by PET detector systems over the

course of a scan, a parameter called the noise equivalent count rate (NECR) is frequently

applied [30] [31]. Here the signal of interest is given by the number of true counts (T)

recorded in some unit time, while noise is identified as the count rate of the scatter (S)
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and random (R) coincidences as described above. The NECR is then defined as:

NECR =
T 2

T + S +R
. (2.4.7)

The NECR is often given as a function of source activity in the scanner and hence the

maximum NECR can indicate the optimum source activity with which to operate a sys-

tem.

2.5 Time-of-Flight PET

In the context of PET, the time-of-flight (TOF) parameter describes the difference in

arrival times of the two photons emitted in an annihilation event. In classical PET, timing

information is used to determine if two photons are in coincidence and therefore can be

correlated to the same annihilation event. A time coincidence window is set (typically 3-

12 ns) and if the detection time of two coincident photons is within the time window, the

two events are considered to be in coincidence. The measured difference in detection time

is related to the actual time-of-flight of the photons, but with a systematic uncertainty or

coincidence timing resolution defined by the detection system.

Conventional PET uses TOF to select LORs to be used in the reconstruction, but does

not extract any information indicating where along the LOR the annihilation occurred.

TOF-PET uses an improved system timing resolution in order to locate the annihilation

position along the LOR using the time difference between the two signals. It is shown in

Figure 2.11 that a difference in path length (∆x = xa−xb
2 ) is created when the annihilation

position is offset from centre of the LOR. The associated difference in arrival times of the

two photons at coincident detector elements (∆t = ta - tb) can then be used to calculate

the offset spatial offset: ∆x = c·∆t
2 .

If the system could measure ∆t to infinite precision, the above relation could locate the ex-

act position of the annihilation event along the LOR. In this case, statistical reconstruction

algorithms would no longer be necessary and the resolution of the reconstructed images

would be limited only by the fundamental spatial uncertainty contributions outlined pre-

viously in this chapter. However, systematic uncertainties on the timing resolution are

introduced by both the physics of the detection mechanism and the subsequent processing

of electronic signals, resulting in a finite coincidence timing resolution (σt). This leads
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Figure 2.11: Diagram showing the principle of TOF-PET. The offset, ∆x, is calculated
using the difference in arrival times of the photons at detector elements A and B.

to an uncertainty on the measurement of the annihilation position (σx = c·σt
2 ), which is

considered as a projected probability distribution centred about ∆x. Generally this distri-

bution is considered to be Gaussian, but is ultimately defined by the characteristic system

response. As a result, in TOF-PET, the emission position along the LOR is known as

x± σx. Conversly, in PET, where no knowledge of where the annihilation occurred along

the LOR, a uniform probability distribution must be assumed. An illustration of both is

given in Figure 2.12.

As a result of this additional parametrisation, improvements in the signal quality, as

described by the NECR, can be achieved. To quantify this effect, it is useful to first

consider that a reconstructed PET image describes the intensity distribution of a source

within a known active volume. The resulting active volume is typically modelled as a

matrix of discrete 3-D pixels (or voxels), which are used to quantise the signal. Let us

consider the simple case shown in Figure 2.12 where a uniform, cylindrical source with

diameter D is described by voxels of dimension d. In the case of classical PET, due to

the flat probability distribution of the annihilation position along the LOR, the emission

could have occurred in any of the shown voxels, meaning a contribution will have to be

considered for nconv. = D/d voxels, as shown in Figure 2.12. Conversely, in TOF-PET,

after projecting the probability distribution with width σx, the corresponding number of

voxels from which the emission could have occured is nTOF = σx / d. By taking the ratio

of these values, it have been shown that the gain in NECR when using TOF information

is given by [32] [33]:
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(a) (b)

Figure 2.12: Diagram shown the probability distributions of the photon annihilation posi-
tion along the LOR in the case of (a) Conventional PET (b) TOF-PET. Here a voxalisation
of the LOR is considered with an element length, d.

NECRTOF =
D

σx
NECRconv.. (2.5.1)

By using this simple relation one can estimate that the sensitivity of a system, as described

by the NECR, scales with the factor D / σx, often referred to as the gain [32]. Values

of the gain achieved by adding TOF functionality for a range of timing resolutions and

two different source dimensions are given in Table 2.2. It is clear then that, as well as

scaling linearly with the system timing resolution, additional gains are also seen when

imaging large sources, such as larger-than-average (overweight or even obese) patients [21]

[34].

The work in this thesis focuses on the development of a simulation to describe the timing

properties of a PET detection system based on a one-to-one coupled system of a scintillator

plus a photomultiplier. As mentioned above, limitations are introduced by the physics of

the detection system, particularly the properties of the scintillator material chosen, and

additional electronic and signal processing processes. Detailed explanation of those factors

are described in the chapters which follow.
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Table 2.2: Time resolution, spatial uncertainty and estimated TOF NECR gain for two
different source diameters.

∆ t (ns) σx (cm) Gain (D = 20 cm) Gain (D = 40 cm)

0.05 1.5 13.3 26.7

0.1 3 6.7 13.3

0.3 9 2.2 4.4

0.5 15 1.3 2.6

1.0 30 - 1.3

2.6 Reconstruction

The formation of quantitative PET images requires the following data sets: an emission

data file to be reconstructed; a normalisation file to compensate for non-uniform system

response; and a transmission data file for attenuation correction. Understanding the basic

concepts of reconstruction allows for conclusions to be drawn in later chapters.

PET reconstruction creates a tomographic image by sequentially stacking the recon-

structed images from a set of planes, defined by the detector rings. If a PET scanner

is operating in a modality whereby cross-ring activations can pass coincidence acceptance

cuts, known as 3D PET [35], 2D planes are no longer well defined within the data set and

reconstruction becomes much more complex. In what follows reconstruction is considered

in terms of 2D data sets only, so as to avoid detailed discussions not directly applicable to

this work. A 2D data set consists of uniform angular sampling around the active volume,

stored in polar coordinates as an angle (φ) relative to axial field of view, and the shortest

distance (s) between the LOR and centre of the gantry. An illustration of such a projec-

tion is given in Figure 2.13. The full set of projection data points p(s, φ) are typically

stored as a sinogram, which orders the data into a 2D histrogram by the s and φ values. A

point source within an active volume will be observed in a sinogram as a sinosoidal wave

(as shown in Figure 2.13), giving the distribution its name. A final data set, containing

sinograms as recorded at each active plane, is then passed to a reconstruction algorithm

to generate a tomographic image of the patient.
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Figure 2.13: A projection, p(s,φ), is formed from integration along all parallel LORs
at an angle φ. The projections are organized into a sinogram such that each complete
projection fills a single row of φ in the sinogram. In this format, a single point in f(x,y)
traces a sinusoid in the sinogram [36].

Filtered back projection

The first reconstruction algorithm widely used in PET was the filtered back projection.

This method provides an accurate reconstruction of an intensity distribution when the

projection data set is noise free. It is a fast algorithm to implement and requires only a

small amount of computing power.

An essential first step in all PET image reconstruction is back projection, which projects

all values of p(s, φ) back into an image array along the relevant LOR. To do this both the

Radon transform and the Fourier-slice theorem are applied. The Radon transform inte-

grates the 2D data along a number of straight lines, or slices, to generate a 1D projection of

the data set from a given projection direction. A schematic diagram showing a transform

from a specified projection direction is given in Figure 2.14. Secondly the Fourier-slice

theorem is applied. This states that the Fourier transform of a 1D projection is equivalent

to a section, or profile, at the same angle through the centre of the two-dimensional Fourier

transform of the object [37]. Figure 2.14 gives an illustration of the Fourier-slice theorem

where F1{p(s, φ)} is the one dimensional Fourier transform of a projection, F2{f(x, y)}

is the two dimensional Fourier transform of the image, and vx is then the Fourier space

conjugate of x. The theorem then states that by knowing all values of p(s, φ) from 0

≤ φ < π, all values of F (vx, vy) can be calculated. Finally, the inverse two-dimensional

Fourier transform of F (vx, vy) will return the original image, f(x, y).

The back projection of four separate LORs in the space domain is illustrated in Figure 2.15.
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Figure 2.14: Illustration showing the projection of a two-dimensional data set into a one-
dimensional slice via the Radon transform, and the two-dimensional Fourier-slice theorem.
The right hand illustration represents the equivalence between the one-dimensional Fourier
transform of a projection at angle φ and the central-section at the same angle though the
two-dimensional Fourier transform of the object [36].

By simply back projecting each LOR a blurring, shown as the star-like artefact, will occur

in parts of the reconstructed image, degrading the spatial resolution of the image. The

oversampling then needs to be re-weighted, or filtered, to correct for this. As such, a

digital filter is applied in the frequency domain and the inverse transform performed on

the filtered Fourier response to return the data to the space domain as f(x, y). This process

is known as filtered back projection.

The filter back projection method is simple to implement and can be processed quickly.

However, by applying a digital filter to remove the blurring on the edge of emission centres,

noise components elsewhere on the LOR can be amplified. Additional low pass ‘smoothing’

filters are often applied to compensate for this effect which in turn degrade the final spatial

resolution.

Iterative Algorithms

In contrast to analytical algorithms, iterative algorithms attempt to progressively refine

estimates of the activity distribution, rather than directly calculate the distribution, by

maximising or minimising some target function. The solution is said to converge when the

difference of the target function, as calculated between successive estimates (iterations)

of the activity distribution, is less than some pre-specified value. A major advantage of

this type of algorithm is the possibility of incorporating a number of priori information
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Figure 2.15: Back projection of four recorded LORs. A star-like artefact (or blurring)
can be observed at the crossing point of the back-projected LORs, degrading the spatial
resolution of the projected image.

such as characteristic detector non-uniformity, attenuation considerations and modelling

of statistical noise. The major drawback is the increase in processing time, which is

proportional to the number of additional parameters and the number of iterations required

to adequately resolve the image. Additionally, depending on the method, the number of

iterations can vary and must be well characterised in order to obtain the best image quality

[38].

To best describe the process of iterative algorithms we will consider the expectation max-

imisation (EM) algorithm as proposed by [39]. When the EM algorithm is applied to PET

image reconstruction it leads to a simple iterative equation:

f̂
(n+1)
j =

f̂nj∑
i′ Hi′j

∑
i

Hij
pi∑

kHikf̂
(n)
k

, (2.6.1)

where f̂
(n+1)
j is the next estimate of the imaging voxel j based on the current estimate f̂nj .

The multiplicative factor H describes the system model which relates the image to the data.

An element, Hij of the system model, H, characterizes the imaging system and represents

the probability that an emission from voxel j is detected in projection i. An illustration

of elements within the system model are given in Figure 2.16a. The EM algorithm can be

described qualitatively with the help of Figure 2.16b, starting with an initial image guess,

f̂ (0), shown in the upper left of the figure and present in the denominator of equation 2.6.1.

The initial guess usually sets the entire image to a constant value. The first step (i) forward

projects this image into the projection domain. These projections are then (ii) compared
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(a) (b)

Figure 2.16: (a) Illustration of a single element of the system model, Hij . (b) Flow diagram
of the maximum likelihood-expectation maximization algorithm.Starting with an initial
image guess (f̂ (0)) in the upper left, the algorithm iteratively chooses new image estimates
based on the measured projections, p [40].

with the measured projections, p. This forms a multiplicative correction factor for each

projection, which is (iii) backprojected into image domain to obtain a correction factor

for the initial image estimate. This image domain correction factor is multiplied (iv) by

the current image estimate and divided by a weighting term based on the system model

to apply the desired strength of each image correction factor. The new image estimate is

now re-entered in the algorithm as the next image; the algorithm repeats itself while the

estimate approaches the maximum likelihood solution.

Different iterative algorithms have been developed and are available in literature based

on both linear algebra and statistical considerations. The most widely implemented are

statistical, known as the maximum-likelihood expectation maximum (MLEM) [41] and

an accelerated version, ordered-subset expectation maximisation (OSEM) [42]. MLEM is

based on the maximisation of the logarithm of a Poisson-likelihood target, and works as

described above. This method is characterised by very low noise amplification without loss

of spatial resolution. In order to improve on the convergence rate, the OSEM algorithm

was developed, in which projections are grouped into subsets uniformly distributed around

the volume to be imaged. In each iteration the target function is then updated as many

times as the number of subsets, proportionally accelerating convergence.
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Chapter 3

Inorganic scintillators

As described in Chapter 2, scintillating materials are used in PET detector systems to

convert the gamma-ray photons created in an annihilation event into a flux of optical

photons. Scintillators can be classified into two major categories: plastic scintillators and

inorganic scintillators. Of the two, inorganic scintillating materials are widely used in

applications ranging from high energy physics to astrophysics and, as in the context of

this thesis, medical physics. These applications often require the detection of radiation

with energies of the keV scale and above, where a number of characteristics including:

high atomic number Z (implying a very high photoelectric absorption cross section: τ ∝

Z5, equation 2.3.5), timing response of order 10-100 ns and a high light yield (≥ 25,000

photons per MeV) [43] make inorganic materials prime candidates. It should be noted that

organic scintillators can show timing response up to an order of magnitude faster than

their inorganic counterparts, but also show a comparable reduction in light yield, a key

parameter in scintillators for PET. In what follows, the mechanism of light production in

inorganic scintillators and the main characteristic parameters relevant to PET applications

are reviewed. This is followed by a discussion of specific scintillating materials identified

in literature as good candidates for PET. The chapter closes with an extensive discussion

on the timing uncertainties associated with scintillator detector systems which must be

considered in the fast timing TOF-PET modality.

3.1 Scintillators and their properties

The process of scintillation is initiated by the interaction of ionising radiation within a

scintillating crystal which, in turn, leads to many electronic excitations. As the crystal
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is in a non-equilibrium state after irradiation, the excited states will relax, bringing the

crystal to a new state of equilibrium. This basic process is true for the interaction of

ionising radiation in all condensed materials. However, in the case of scintillators, the

process of relaxation will result in the emission of a number of (typically) optical photons,

the total flux of which is proportional to the interaction energy. The production of light in

a substance deriving from non-thermal excitations is known as luminescence. The emission

of light in a scintillator can therefore be described in terms of luminescence centres, which

decay after excitation to generate individual photons.

In general, an ideal scintillator material should fulfil a number of characteristic properties,

including:

• It should convert the kinetic energy of interacting radiation into optical light with

high efficiency.

• The energy conversion should yield a number of photons and provide a linear re-

sponse over as wide a range as possible.

• The decay time of the induced luminescence should be short in order to best define

the instant of interaction.

• The material should be transparent to its own scintillation light.

• The material should be capable of being manufactured in volumes required by ex-

perimental designs.

• The index of refraction of a material should be close to the refractive index of glass

(nglass ≈ 1.5) so as to permit efficient optical coupling into a photodetector.

In reality no material meets all of these criteria. Choosing an appropriate scintillating

material is then a trade off, where properties of highest influence for the application of

interest must be prioritised. In the case of PET, the detection efficiency and energy

resolution of a crystal are of high importance, influencing the total signal achievable in a

scan and the noise rejection respectively. For TOF-PET, additional timing information

is required. For timing applications the decay time should be as short as possible so

as to best define the instant of interaction and hence reduce the uncertainty on timing

measurements. The physics processes influencing these three parameters are discussed in

detail in what follows.
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3.1.1 The scintillation mechanism

As briefly described above, the process of scintillation can be broken down into quantifiable

stages describing both the interaction and response mechanisms. A common method is to

consider the process in three stages [44]:

1. Absorption of the ionising energy and development of electronic excitations.

2. Migration of electronic excitations through the crystal lattice to luminescent centres.

3. Relaxation of excited states and photon emission.

A diagram outlining these stages is given in Figure 3.1.

In order to describe the nature of the electronic excitations, it is useful to consider the

band structure of a generic scintillating material, as shown in Figure 3.1. Within the

electronic band structure it is possible to distinguish a core band with top energy Ec, a

valence band with top energy Ev and a conduction band with bottom energy Eg. The

valence band and conduction band are separated by a forbidden gap, called the band gap,

with an energy: Egap = Eg - Ev. The main crystal lattice can have no electronic state

which lies in this energy range.

In the first of the aforementioned stages of scintillation, ionising radiation incident on

the material will liberate an energetic electron into the conduction band, leaving a deep-

lying hole in the core band known as an electron-hole (e-h) pair. These initial, highly

energetic, e-h pairs1 go on to produce further charge carriers. In the case of electrons

this occurs through inelastic electron-electron (e-e) scattering [45], whereby kinetic energy

is transferred between the two charged particles through Coulomb interactions. In the

case of holes, secondary emission can occur by Auger emission [9], whereby the inner shell

vacancy (or hole) is filled by an electron in a less tightly bound shell, resulting in either the

emission of a characteristic x-ray, or an electron from the outer shell with a well defined

energy. Generation of charge carrying pairs will continue until the energy of the daughter

electrons is below the e-e scattering threshold, ≈ 2.5·Egap. When both charge carriers

lie below the respective threshold energy of the e-e scattering and Auger processes, the

charge carriers created in the event will thermalise, losing energy to the surrounding media

primarily through phonons. This whole process takes of the order of a few picoseconds,

after which almost all secondary electrons will lie at the bottom of the conduction band

and holes at the top of the valence band.

1Often called δ-rays to distinguish them from the less energetic secondary electronic excitations
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Figure 3.1: Basic scheme of three major stages involved in scintillation [44].

In the second stage, charge carriers migrate through the material and localise at lumines-

cence centres. During this process it is possible that electrons and holes can be captured

by trapping centres [46] which derive from defects in the crystal structure, completely

removing carriers from the luminescence process. The number of trapping centres in a

crystal is typically associated with the quality of the manufacturing processes and should

be minimised to keep the efficiency of the energy conversion high.

The final stage involves the interaction and recombination of excitations localised at lu-

minescent centres. This can happen through a number of processes, largely dependent on

the type of luminescence centre. There are two major types of luminescence associated

with inorganic crystals: self trapped exciton (STE) luminescence and dopant (or activa-

tor) luminescence. In a STE event, e-h pairs become bound during the migration stage,

occupying an energy level just below the conduction band and creating a state called

an exciton. Excitons become localised at impurities and defects in the crystal and can

decay to a lower energy state, emitting a photon through radiative recombination, see

Figure 3.2. In a dopant induced luminescence, specific luminescence centres are defined

by a small fraction of activator atoms which are implanted in the crystal structure. Acti-

vator atoms then define luminescence centres where the electronic structure of the crystal

is modified, allowing electronic states within the previously forbidden band gap. During

the migration stage, charge carriers are localised at activator atoms where e-h pairs can

radiatively recombine through the modified electronic levels, as shown in Figure 3.2.
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Figure 3.2: Types of luminescent centres in inorganic crystals. Left: A STE luminescence.
Right: A doped luminescence.

A number of processes affect the luminescence efficiency, including: (i) Electron phonon

coupling; (ii) re-absorption process where the luminescence travelling through the scin-

tillating material can be reabsorbed by identical luminescence centres; and (iii) photo-

ionization and thermal-ionization quenching processes, whereby luminescence centres relax

through non-radiated processes [47] [48].

The contributions of each stage can be quantified with regard to the total scintillation

efficiency (η), as: the number of electron-hole pairs produced by an ionising event (Neh);

the efficiency of charge carrier to luminescent centre production during the migration

stage (S); and the quantum efficiency of the luminescent centres (ε), defined as the ratio

between the emitted and the absorbed quanta. These three contributions lead to the

efficiency relation:

η = NehSε =
Eincident
Eeh

Sε =
Eincident
βEgap

Sε, (3.1.1)

where Eeh is the energy required to create and electron-hole pair, also expressed in terms of

the bandgap energy Egap and a proportional constant β typically ranging between 2 and 5

[49] [44], where Eincident is the energy deposited in the material by an ionising event.

3.1.2 Stokes shift

A key property for scintillator materials is their transparency to photons emitted through

internal luminescence processes, optimising the ε value given in equation 3.1.1. For this
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property to be met, scintillators must absorb and emit photons of different energies, so

as to avoid emitted photons being instantly re-absorbed within the material. In fact, it

is often the case that, compared with the absorption spectrum, the emission spectrum is

displaced to longer wavelengths. This phenomenon is known as Stokes shift, and is seen in

the difference between the absorption and emission spectra of LYSO in Figure 3.3a.

To describe this effect let us consider the excitation and relaxation of an electron at an

luminescence centre. The electronic charge distribution at the luminescence centre is

changed when it is excited from the ground into an excited state. The bonding of the

nearest neighbours in the crystal lattice will therefore be influenced. The equilibrium

configuration of the neighbouring atoms becomes unstable and the ions take up new equi-

librium positions. Part of the excitation energy is thus transferred to the lattice and the

electronic transition back to the ground state takes place under a new lattice configura-

tion. Since energy has been given up to the lattice, the electron recombination energy is

less than the excitation energy, resulting in the Stokes shift.

The concept of configuration coordinates is often used to describe this effect. If one

combines the changes in all the lattice coordinates between both lattice configurations

into a configuration coordinate (Q), the potential energy of the system (i.e. the sum of

the defect electron and the surrounding lattice) can be represented as in Figure 3.3b. In

both ground and excited states potential energy is a quadratic function of the configuration

coordinate, with a minimum at the equilibrium coordinates; Qg and Qe respectively.

An interesting artefact of Figure 3.3b is the intersection of the two curves. If the temper-

ature of the system is high enough to increase to potential energy to the intersection, a

non-radiative transition from excited to ground state is allowed. This effect is known as

temperature quenching, where quenching is used to describe any non-radiative recombi-

nation of luminescence centres.

In an ideal scintillator material the Stokes shift should be large so as to maximise the

transmission and therefore the efficiency of scintillation. However, a large Stokes shift

will often lead to a large temperature dependence as the g curve in Figure 3.3b intersects

the e curve closer to the minimum, increasing the probability of temperature quenching.

In applications where temperature effects are significant, materials with a small ∆Q (as

shown in Figure 3.3b) may be preferable.
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(a) (b)

Figure 3.3: (a) Absorption and emission spectra of LSO crystal [50]. (b) Configuration
coordinate diagram of an inorganic crystal. The curves g and e represent the ground and
excited states respectively. [51].

3.1.3 Scintillation time

If it can be assumed that the luminescent centres in a given material are formed instantly,

then the time profile of a scintillation light pulse can be described by an infinitely fast

leading edge followed by an exponential decay:

I(t) = I0

∫ t

0
e−t/τdt, (3.1.2)

where I(t) is the mean or expected number of photons produced between t=0 and some

later time t, τ is the time constant of the characteristic luminescence and I0 is a scaling

constant. Integrating equation 3.1.2, one gets:

I(t) = Nphot

[
1− e−t/τ

]
, (3.1.3)

where the total number of photons produced in an event is then, Nphot = I0τ . This basic

model was first proposed in the 1950’s [52] [53], when the two major scintillating materials

available were CsI:Tl (τ = 1000 ns) and NaI:Tl (τ = 230 ns). In the years since, scintil-

lating materials with decay constants an order of magnitude faster have been identified,

for example: LYSO:Ce (τ = 41 ns), LaBr3:Ce (τ = 30 ns). For these modern, fast-timing

scintillators, the rise time defines a non-negligible signal region and the assumption that

luminescent centres are formed instantly no longer provides accurate results. The rise time
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itself is typically of order 10-100 ps [54] deriving from the finite migration times of e-h

pairs to luminescent centres after an ionising interaction. Considering this new condition

we can define a bi-exponential timing model:

I(t) = I0

∫ t

0
e−t/τ

(
1− e−t/τR

)
dt, (3.1.4)

where τR is the characteristic rise time of the specific scintillator material, describing the

population of the optical levels, and τ is the time constant describing their decay [55].

Integrating equation 3.1.4 we have:

I(t) = Nphot

[
1− τR + τ

τ
e−t/τ +

τR
τ
e
−t/

(
τRτ

τR+τ

)]
, (3.1.5)

where Nphot = I0
τ2

τR+τ . By comparing the two models, it can be observed that:

• If τR = 0, equation 3.1.5 is equivalent to equation 3.1.3.

• If τR 6= 0 but τR/τ is very small equation 3.1.5 again approaches equation 3.1.3.

Equation 3.1.3 is therefore an appropriate model for a scintillator material charac-

terised by a slow decay of luminescent centres.

• In the case that neither of the above are true, τR becomes important in understanding

the time response of the scintillation flux. The specifics of the timing considerations

are discussed in Section 3.3.1.

The bi-exponential model given by equation 3.1.5 should be applied for the most accurate

estimation of the timing response of a scintillating material.

3.1.4 Energy resolution

The energy resolution (R) of a detector system defines its ability to resolve small changes

in energy. In the case of a scintillator, the light signal provided by the characteristic

luminescence is converted to an electrical one through the application of a photodetector.

A illustration of the response of a coupled scintillator-photodetector detection system is

given in Figure 3.4. It is shown that the system response to a mono-energetic signal is not

infinitely precise, but is defined by a distribution about a mean measurement. The energy

resolution can be expressed in terms of the width (FWHM, see Figure 3.4) and the mean

(E0) of this distribution:
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Figure 3.4: Definition of detector energy resolution. For peaks whose shape is Gaussian
with standard deviation σ, the FWHM is given by 2.35σ.

R =

(
FWHM

E0

)
. (3.1.6)

To better understand the energy resolution measured by a coupled scintillator and pho-

todetector system, it can be useful to consider the individual contributions to the total

response:

R2 = R2
np +R2

inh +R2
trans +R2

det. (3.1.7)

Here Rnp represents the contribution to the total energy resolution given by non-proportionality

effects in the scintillation, mainly due to trapping centres in the crystal lattice. However

it is difficult to generalise a description of this effect, which has been shown to be highly

dependent on both the material being studied and the energy of the incident radiation [56].

The quantity Rinh describes the effects of inhomogeneities in the crystals which can lead

to local variations in the scintillation light output. This is typically due to fluctuations

in the concentration of luminescence centres, which is highly dependent on the specific

manufacturing techniques. As a result, the number of scintillation photons generated in

activating events can be dependent on the interaction position, producing a higher yield

in areas with high concentrations of luminescence centres. The combination of the first

two contributions in equation 3.1.7 can be defined as the intrinsic resolution of the scin-

tillator, Ri. The transfer resolution Rtrans represents the contribution due to the transfer
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efficiency of photons to the photodetectors. This parameter can be broken into two smaller

contributions: the probability of detection at a photodetector, due to the characteristic

scintillation wavelength, and the path of the optical photons in the crystal. To minimise

the contribution of Rtrans, a photodetector should be chosen with high sensitivity to the

specific characteristic wavelength of the scintillator material being investigated, as well as

a crystal geometry that minimises losses through both an increased total path length to

detection and the number of reflections at optical boundaries.

For an ideal scintillation detector, Rnp, Rinh, Rtrans will be zero. In this case the resolution

will then be given simply by the resolution of the photodetector. Generically this can be

described by the variance on the gain of the detector v(Gain), the mean number of photons

created in a scintillation event (N̄) and the average transfer efficiency (p̄), which, as Rtrans

= 0 is considered to have a variance of zero [51]:

R = Rdet = 2
√

2 ln 2 ·

√
v(Gain)

N̄ p̄
. (3.1.8)

As the resolution has been previously defined using the FWHM, the factor 2
√

2 ln 2 is

included to give a result again in terms of the FWHM and not the standard deviation σ.

For commonly used inorganic scintillator crystals the energy resolution at an energy of

511 keV tends to be in the range 3-12 % [56].

3.2 Scintillators for PET

In general, detector systems must be tailored to the specific application in which they are

to be used. This is equally true for scintillator detectors where characteristics such as

the decay time and absolute light yield can vary over as much as an order of magnitude.

For applications involving detection of gamma-ray photons the atomic number is equally

important. In fact, it has been shown in equation 2.3.4 that the interaction probability is

proportional to Z3−4, small changes in atomic number can therefore yield large changes in

response characteristics.

The requirements for scintillators used in PET detectors have been described previously

by [57] [58]. In order of priority these have been given as: (i) short attenuation length

(<1.5 cm); (ii) high photoelectric fraction; (iii) short scintillation decay time (<500 ns);
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(iv) low cost (<20 $/cm32); (v) high light output (>8 photons/keV). Adding a requirement

for TOF-PET, the scintillation time should also be short (<50 ns) to allow for a total sys-

tem timing resolution of <500 ps. A list of candidate scintillator materials which have been

identified for use in both conventional PET and TOF-PET are given in Table 3.1.

3.2.1 Attenuation length

With any PET detector design a high efficiency is necessary, implying a detector depth

corresponding to at least two attenuation lengths (X0). While this criterion can be met

with a scintillator of any attenuation length, a short attenuation length is desired to

minimise degradations in the system’s spatial resolution through the parallax effect as

discussed in Chapter 2. It has been shown previously (in equations 2.3.4, 2.3.8 and 2.3.9)

that the probability a gamma-ray photon will interact with a given medium, and therefore

the linear attenuation, is dependent on the atomic number (Zeff ) of a given material.

Values for both of these parameters are also given in Table 3.1.

Table 3.1: Selected inorganic scintillators proposed for PET [59]

Scintillator
ρ

[g/cm2]
Zeff

X0

[cm−1]
τp/σc

Light yield

[ph/keV]

Decay

time [ns]

NaI:Tl 3.67 50.8 2.56 0.22 32 230

BGO 7.13 75.2 1.12 0.65 8.2 300

LSO 7.4 66 1.15 0.52 27 40

LYSO 7.1 63.5 1.2 0.49 32 40

LuAP 8.34 65 1.1 0.47 11 17 + 120

LuYAP 7.1-7.4 57-60 1.2-1.25 0.37-0.42 15 20 + 250

Lu2Si2O7:Ce 6.2 64.4 1.39 0.45 30 24

LaBr3 5.29 46.9 1.64 0.16 52 30

3.2.2 Photoelectric fraction

Events involving interactions via the photoelectric effect are a preferred detection mode

compared to those which Compton scatter. This is because Compton scatter events de-

posit energy in two (or more) locations in the detector ring and thus reduce the spatial

2At the time of writing.
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resolution of the detector module. It is again shown in equations 2.3.4 and 2.3.8 that,

although the probability of Compton scatter scales proportionally with Z, the probability

of photoelectric interactions scales with Z3−4. The relative fraction (τp/σc) of the two

therefore rapidly increases with the atomic number Zeff . The value for Zeff should there-

fore be maximised in a candidate scintillator for PET in order to maximise the fraction of

events which interact via the photoelectric effect.

3.2.3 Decay time

The decay time of the scintillator applied to conventional PET detector systems affects

both the timing resolution and the dead time of the system. While the exact relationship

between the decay time and the dead timing is hard to quantify, most PET cameras trigger

at the 1-10 photoelectron level so the dead time can be defined as the time that it takes

for the scintillation intensity to drop to the level of 1-10 photons/MeV/ns. The dead time

is a particularly significant effect for systems that apply block detectors as described in

Chapter 2. In this case an interaction in one of the pixels will render the whole block

insensitive (dead) until the photon flux has fallen below the previously stated level.

As discussed in Chapter 2, the timing information is used in conventional PET to reject

noise events, specifically random coincidences. The random coincidence rate is given by

2S2∆t [58] where S is the rate of single, full energy detections and ∆t is the width of the

coincidence window. Better timing resolution will allow shorter coincidence windows to

be used to reduce the random fraction. Moreover, the decay time of even modern, fast

scintillating crystals defines the lower bound on the timing resolution measurable with a

scintillator based detector system [60]. The gains associated with the application of TOF-

PET are therefore limited by the decay time of the scintillator, which should be minimised

to optimise detector performance.

3.2.4 Light yield and Energy Resolution

The light yield affects both the timing resolution and the energy resolution. The effect

on timing is simple for a given decay time: a higher light yield gives a higher initial

intensity, reducing the statistical fluctuations. The improvement in energy resolution can

be considered in terms of equation 3.1.8, where it is shown that the contribution of the

detector decreases as a function of 1/
√
N̄ , where N̄ is the average number of photons

interacting with the detector system.
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In the case of block detectors, the light yield has an additional influence on the accuracy

of the decoding scheme which is based on the ratios of light detected over a block of four

PMTs. An increase in light therefore reduces the statistical uncertainties on detected

signals, improving the resolution of the technique.

3.3 Contributions to timing resolution

The coincident timing resolution (CTR) is a critical parameter which, to a large extent,

defines the system performance of a TOF-PET detector. With modern, fast timing, pho-

todetectors the limiting factor of the CTR in a gamma detection system is most often

the response of the scintillator, where the physics processes involved define the finite time

distribution of the resulting light pulse. The timing contributions associated with the

detection of this light pulse can be separated into two distinct parameters: the statistical

fluctuations in the emission of scintillation photons (σstat), and the variance in the path

length of photons en-route to detection (σtrans). Hence the total timing contribution of a

single scintillator can be defined as:

σscint =
√
σ2
stat + σ2

trans. (3.3.1)

3.3.1 Statistical considerations

For the work described in this thesis, scintillator detectors are read out with an optically

coupled photodetector. Considering this system, the statistical contribution to the timing

resolution is defined as the timing resolution associated with the generation of primary

photoelectrons at the detector, prior to amplification. This represents the theoretical limit

of timing resolution that a practical scintillator detector can achieve. It is often useful to

calculate this contribution to the first order, so to make a first judgement on the feasibility

of a system.

The effect derives from the uncertainty on the decay time of individual luminescence

centres, each of which contributes to the total photon flux measured by the photodetector.

On the level of the individual photon, the probability of N photoelectrons being detected

between the initial time 0 and t>0, is described by a Poisson distribution [52]:
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(a) (b)

Figure 3.5: Probability distributions relating to the production of the nth photoelectron
at the detector for (a) Single exponential scintillator response model [53] and (b) Bi-
exponential scintillator response model [55].

P (t)N =
f(t)Ne−f(t)

N !
, (3.3.2)

where f(t) is the predicted number of photons between time 0 and t. Substituting f(t)

in equations 3.1.3 and 3.1.5 and assuming a number Npe of photoelectrons created at the

detector between times 0 and t, a rise time τR and a fall time τ , it is possible to calculate

the statistical probabilities of detecting the Nth photoelectron for both models. One such

example is shown in Figure 3.5 where values Npe = 3000, τR = 0.09 ns [54] and τ = 41 ns

[61] have been used.

The single exponential model describes the statistical contributions of timing resolution

based on two parameters: the fall time τ and and the total photoelectron yield at the pho-

todetector. The bi-exponential model uses the same parameter set, but with the additional

inclusion of the scintillator rise time τR, assumed to be zero in the single exponential model.

It can be seen in Figure 3.5 that in both models the probability distributions describing

photoelectron production span a narrower time interval at lower values of N. Therefore, in

order to extract the optimum timing resolution from the detector system, measurements

should be made on the lowest possible photoelectron statistic, corresponding to the earliest

part of the electrical signal produced by the photodetector.

The difference in response seen between two models can be understood quantitatively

by considering that, in the case of a zero rise time, the probability of interaction of the
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first photo-electron at the detector is better defined in time than when the probability is

convoluted with an additional exponential. The reduced timing resolution due to the rise

time can be seen in comparing the N=1 trace of Figures 3.5a and 3.5b. As predicted by

considerations in section 3.1.3, at higher order statistics both models tend from a Poisson

to a Gaussian response and become equivalent in width as the decay time becomes the

dominant contribution to the signal shape.

3.3.2 Propagation time

The propagation time of a scintillator describes the spread on the arrival time of detected

photons, which can in turn be attributed to the photon path through the crystal. By

considering the refractive index of both the crystal and the medium to which it is cou-

pled, and assuming perfect specular reflection at the optical boundaries, it is possible to

estimate the photon travel paths through a scintillating volume with a simple 2D model.

A schematic of the generation of optical photons in a LYSO crystal with a rectangular

cross section of length L is given in Figure 3.6. The depth of interaction is defined by x0

and the emission angle with respect to the x-axis is indicated by θ. The LYSO crystal is

coupled to the photodetector with optical grease with a refractive index chosen to match

the refractive indices of both the scintillating material and the photodetector. The ap-

plication of index matching grease helps to maximise the transmittance of light from the

crystal to the photodetector.

In general, the propagation time tprop of a photon through a crystal, emitted at some

position x0, is given by the ratio of the total path length to the photon’s velocity. The

speed of light propagating through a medium is given by c/nmedium, where nmedium is

the refractive index of the relevant medium and c is the speed of light in a vacuum. The

propagation path length is the ratio of the axial length to the cosine of the emission angle

[62], where the axial length is considered as the path length along the x-axis between the

point of emission and the photocathode. Figure 3.6 presents an example photon path

through the crystal in which the axial length is defined as the projection of the photon

path along the x axis. These considerations are combined to give:

tprop =
axial length

cos θ

nmedium
c

. (3.3.3)

From this equation two cases appear:
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Figure 3.6: Diagram of the propagation of a scintillation photon in a LYSO crystal, with
θ the initial axial angle of propagation. L is the total length of the crystal, while x0 is the
distance of the photon emission point to the face of the crystal. LYSO has a refractive
index nLY SO = 1.81, the optical grease has ngrease = 1.4.

tprop =
nmedium(L− x0)

c · cos θ
, if 0 ≤ θ ≤ π

2
(3.3.4)

tprop =
nmedium(L+ x0)

c · cos θ
. if

π

2
≤ θ ≤ π (3.3.5)

The limit on the propagation time becomes infinite for θ −→ π
2 . However, as shown in

Figure 3.7, light interacting at the LYSO-air interface can either internally reflect at an

angle equivalent to the incident angle βi, or transmit to the air via a refraction at an

angle βt. If the fraction of reflected photons from a total flux of number N is defined

as R, the number of refracted photons is the given by N(1-R). Then, according to the

Snell-Descartes law, one can calculate:

n1 sin(βi) = n2 sin(βt), (3.3.6)

βt = arcsin

(
n1

n2
sin(βi)

)
. (3.3.7)

In the case where n1 6= n2 there is a critical angle βc beyond which the light is totally

internally reflected. As shown in Figure 3.7, for the case presented here n1 = nLY SO =

1.81 and n2 = nair = 1, however to estimate the transmittance to the photodetector a
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Figure 3.7: Reflection and refraction at the scintillator / air interface.

third index, ngrease = 1.4 must be considered. ngrease = 1.4 is typical of industry standard

detector assembly materials [63]. Due to the different index of refraction of air and grease,

the critical angle is different for each interface:

βLY SO/Airc = 33.5◦, (3.3.8)

βLY SO/Greasec = 50.7◦. (3.3.9)

We can then consider the approximation that at the LYSO-air interface any photon is

totally internally reflected for βi > 33.5◦ and transmitted for βi < 33.5◦. Additionally,

at the LYSO-grease interface, any photon is totally internally reflected for βi > 45.6◦ and

transmitted for βi < 50.7◦. A list of each of the possible situations arising due to these

reflection and transmission angles is given in Table 3.2.
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Table 3.2: List of photon emission angles and their interactions at optical boundaries. R
= reflected, T = transmitted.

βi range
LYSO-air

interface

LYSO-grease

interface

Possible

detection?

0 - 50.7◦ R T Yes

50.7◦ - 56.7◦ R R No

56.7◦ - 123.5◦ T - No

123.5◦ - 129.3◦ R R No

129.3◦ - 146.5◦ R T Yes

145.5◦ - 180◦ T - No

By considering the extreme cases of optical transmission in the crystal an estimate may

be made of the timing contribution due to the propagation time of photons in the crystal.

For photons traversing the shortest path, the emission point is at x0 = L with an angle

θ = 0◦, so that tminprop = 0. Instead, the maximum propagation time is obtained for x0 = L

and θ = 129.3◦, as per the above calculation. An estimate of the maximum time interval

between two events is:

∆tmax = tmaxprop − tminprop =
2Ln

c · | cos(129.3)|
. (3.3.10)

For a 5 mm crystal, ∆tmax = 95 ps. This value then represents the largest possible

variation for a crystal equivalent to those applied in ultra-precise timing measurements

[64]. Assuming the full distribution of ∆t values are Gaussian distributed [65], one can

predict that 99.7% of events will be contained within ±3 σ. We can therefore assume that:

∆tmax = 6σ. As such we can then define the σprop = 16 ps or FWHM = 38 ps.

In order to increase the measurable light yield scintillators are often wrapped or painted

with a reflective material of which the most common are PTFE and TiO2 paint [66]. In this

case it can be assumed that ∼95 % of the photons which escape the crystal through trans-

mittance are scattered back into the crystal with a cosine distribution. This additional

parametrisation complicates the process making further analytical prediction difficult. The

effect of both reflective coatings and the surface roughness on the detector system’s timing

resolution are investigated with Monte-Carlo simulation in Chapter 8 to follow.
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Chapter 4

Photodetectors for PET

Traditionally, the photodetector of choice for PET has been the photomultiplier tube

(PMT). In fact, not confined to use in PET, the PMT has been the dominant photode-

tector within the high energy and astro-particle physics communities since the 1930’s [15].

However, with the development of engineering and production techniques for microelec-

tronics over the past ∼30 years, detector quality silicon substrate can now be produced

cheaply and in large quantities. As a result, solid state detectors have been increasingly

investigated as an alternative to the PMT in PET detector systems. Of all the solid state

detector designs, including p-i-n (PIN) diodes and avalanche photodiodes (APDs), par-

ticular interest has been given to the Silicon Photomultiplier (SiPM). With its high gains

and equivalent or better photon detection efficiencies, the SiPM can be considered the

solid state alternative to the PMT. Moreover, SiPM’s promising timing properties have

led to significant interest for use as a candidate photodetector in time-of-flight PET, and

its insensitivity to magnetic fields have provoked interest for application in a combined

PET-MR machine. In this section an overview is given of the major photodetector tech-

nologies applicable to PET, including: the PMT, PIN diodes, APDs and an extended

description of the SiPM. Additionally a section is dedicated to outlining and describing

the digital signal processing techniques applied to the response of an SiPM in the following

chapters.

4.1 The photomultiplier tube

The widespread use of scintillator materials in radiation detection relies heavily on the

availability of devices which can convert the optical signal resulting from an interacting
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Figure 4.1: Schematic diagram of a typical PMT. All major physical components are
labelled.

event into a corresponding electrical one. For this purpose, the PMT has conventionally

been the photodetector of choice. The basic structure of a PMT is a glass vacuum tube

containing a photo-cathode, an anode and several dynodes. A schematic outlining a typical

PMT design is given in Figure 4.1.

The operational flow of a PMT begins with incident photons traversing a transparent

window at the front face of the vacuum tube. Photons then interact with the photocathode,

which is a photo-sensitive electrode placed on the front face of the device, emitting charge

in the form of individual electrons when excited by incident photons. The efficiency

of this conversion process is known as the quantum efficiency (QE) of the PMT and

can be considered the ratio of the number of emitted photoelectrons to the number of

incident photons. Photoelectrons from all parts of the photocathode surface are then

accelerated via a static electric field onto the first stage of the dynode chain. On impact

with the first dynode, the photoelectron signal is amplified by secondary emission, whereby

a number of electrons are emitted from the dynode. Producing secondary particles requires

bound electrons to be freed, requiring energies equal to or greater than the specific work

function of the dynode material (typically of order 2-3 eV). Electrons emitted from the

photocathode have kinetic energies of order 1 eV or less [9], resulting in 3-4 secondary

electrons emitted for every 100 V of potential applied to the electric field. In order then to

yield a total electron gain of order 106, which is typical, all PMTs employ multiple stage

amplification as represented by dynodes 1-12 in Figure 4.1. Secondary electrons emitted

from each dynode stage are accelerated onto the next via a step potential of ∼100 V

applied between the two. The voltage supply needed to operate a PMT depends linearly
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on the number of dynode stages. In the case of Figure 4.1, this gives a voltage of 100 ×12 V

= 1.2 kV.

The requirement for power supplies which can provide thousands of volts, combined with

the relatively bulky physical size of PMTs can be limiting characteristics in applications

where high packing factions and channel densities are required. In PET, where detector

systems can have more than 18,000 detector elements (e.g. 288 block detectors each with

8×8 crystals per block) [29] these limitations can be significant.

4.2 Solid-state detectors

The typical FWHM spatial resolution of a PMT-based PET cameras tends to be in the

range 3-10mm and is limited by the scintillator block detector design and the low QE of

PMTs. To acheive higher spatial resolution a finer segmentation of scintillators is required

with, ideally, the ability to read out each segment individually, eliminating positional un-

certainties of the block detector and reducing the system dead time. In contrast to PMTs,

solid state photodetectors have small package requirements, operate at lower voltages and

exhibit significantly improved QE, often increasing by a factor of two or more, making

them strong candidates for such detector systems. The key devices and mechanisms of

solid state detectors applicable to PET are overviewed in this section.

4.2.1 The p-n junction

All solid state photodetectors devices are based on a semiconductor structure called a p-n

junction. A p-n junction is created by doping two separate substrates, one with acceptor

ions giving a net positive charge and one with donor ions yielding a net negative charge.

When the substrates are brought into contact a concentration gradient forms causing

holes from the n-side to diffuse into the p-side and vice versa with electrons from the

p-side. This process creates a neutral region, called the depletion region, centred about

the physical junction which is depleted of mobile charge carriers. A schematic diagram

showing the basic representation of a p-n junction is given in Figure 4.2. As a result of

the established depletion region, an electrostatic potential is also established across the

junction, restricting further diffusion of electrons and holes.

If we now consider the junction as a component with some external circuitry, it will behave

as a diode restricting the flow of electric current in the n to p direction. By applying a
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Figure 4.2: Schematic representation of a p-n junction.

voltage (referred to as either forward biased, if the positive and negative terminal are

connected to the p and n sides respectively, or reverse biased, if the terminal connections

are switched) it is possible to modify the nature of the depletion region. If the device

is forward-biased, the electrostatic potential across the depletion region is reduced and

current flow is less restricted. This observed behaviour is ohmic in nature and as such

follows the V = IR relation between potential difference V, current I and resistance R.

However, if the device is reverse biased the junction potential is increased, extending the

depletion region and accentuating the diode behaviour.

4.2.2 PIN diodes

A PIN diode uses the basic principle of the p-n junction but with an additional, lightly

doped layer used to control the shape and depth of the internal electric field. A typical

diode structure is given in Figure 4.3 where the depletion layer is shown to be formed

between the p and n doped layers. An electric field is induced across the depletion layer,

which decreases linearly from a maximum near the p region to zero at the edge of the

depletion region. Typically, for a substrate with thickness 0.35 mm, an operating voltage

of approximately 50 V is required to form the manufacturer recommended static electric

field in the device [29].

In the case where optical photons are incident on the device, providing the photon energy

is higher than the band gap energy of the semiconductor material, there is a probability
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Figure 4.3: Schematic diagram of a reverse biased semiconductor photodiode. Shorter
wavelengths will be absorbed closer to the surface, creating more complicated conditions
for the achievement of high quantum efficiency [29].

an e-h pair will be produced in the depletion region. For silicon devices this energy is

about 1.1 eV, corresponding to a wavelength less than 1000 nm. Any e-h pairs generated

in the depletion region will be influenced by the static electric field and will be accelerated

towards the electrodes, inducing a current. Typically, this charge signal will be seen

at the input of an ultralow noise pre-amplifier which produces a proportional response

representative of the activating flux of scintillation photons.

PIN diodes are robust, inexpensive devices, which operate at voltages of ≈ 50 V, are

insensitive to magnetic fields and have QE up to three times that of PMT devices. How-

ever, they tend to exhibit high levels of electronic noise due to the intrinsic capacitance of

the silicon substrate. They also have a slow signal response time and show internal gain

of order one. As such the pre-amplifiers used in conjunction with PIN diodes must be

extremely low noise, adding to the cost of the readout electronics.

4.2.3 Avalanche photodiodes

A technological advance on the PIN diode is the avalanche photodiode (APD). The APD

has the advantage to display both improved gain of the order 102-103 and faster timing

(of order of 1 ns), making it a more eligible candidate for use in PET applications.

In an APD device, an internal gain mechanism is generated by increasing the reverse bias

applied across the p-n junction, which creates a high field region in the internal electronic
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Figure 4.4: Schematic diagram of the internal structure of an APD including the corre-
sponding electronic field distribution and net carrier concentration as a function of depth.

field structure close to the device surface, known as the avalanche region. Charge carriers

entering this region are accelerated to high enough energies that secondary e-h pairs can

be generated through impact ionisation along the drift path, increasing the charge signal.

The gain returned by this process depends exponentially on the reverse bias, which can

be in the range 200-1000 V depending on the device’s final application. A schematic

showing a typical electronic field distribution through the cross section of an APD is given

in Figure 4.4.

One of the major complications associated with APDs is their susceptibility to temperature

changes. The APD gain is reduced as free electrons interact with phonons, causing gain

changes of ≈ -3 %/◦C at gain values of 102, and gain changes as high as -15 %/◦C at gain

values of 103 [67]. They therefore require extremely stable, high voltage bias supplies and

must be either accurately temperature controlled or be instrumented with temperature

compensating feedback electronics. Additionally, the gain in APD devices, although a

significant improvement on the PIN diode, is still not high enough to negate the need

for pre-amplification. Low noise amplifiers are therefore still required with APD devices,

which adds to the cost and complexity of the necessary electronic readout systems.

However, APDs exhibit two possible modes of operation, linear-mode (as considered above)

and Geiger-mode. The two modes derive from the magnitude of the bias voltage applied

across the APD. If the bias is high enough to create electronic conduction, the device

is considered to be in breakdown. The minimum reverse voltage required to meet this

criterion is called the breakdown voltage (VBR). When the bias voltage applied across an

APD is below VBR, the number of secondary carriers generated in the avalanche region

is proportional to the number of primary charge carriers generated in an activating event.

In this regime devices are operated in linear-mode. Conversely, in Geiger-mode both the
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Figure 4.5: Operational principle of an APD showing the three specific gain regions [69].

electrons and the holes entering the avalanche region cause further impact ionisations,

and an avalanche of charge develops. The distinction between linear- and Geiger-mode

is illustrated in Figure 4.5. The response signal of the device in Geiger-mode is then

independent of the number of charge carriers generated in the active area by the photon

flux of an event, imitating the Geiger discharge process which gives it its name [68]. When

operating in Geiger-mode, the output is effectively binary and the device can either be

inactive or can be activated to create a standard response.

Although the gain associated with the Geiger-modality can be as high as 106, equivalent

to the PMT, the binary nature of the response makes it impossible to distinguish between

different energy signals. The SiPM provides a solution to the energy resolution problem

while retaining the high gain and extremely fast signals of Geiger-mode APDs (GM-

APDs).

4.3 The Silicon Photomultiplier

The SiPM is a relatively new photodetector, with the first patents being filed in the late

1990’s [70] [71]. They consist of an array of miniature GM-APDs connected in parallel on

a common substrate, introduced to address the shortcomings of both APDs and PMTs.

A comparison of some typical characteristics of the three photodetector types are given in

Table 4.1.

Figure 4.6 shows both a photograph of the sensitive area of a typical SiPM and a schematic

of the underlying topology. As we have seen previously in the APD structure a n-p junction
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(a) (b)

Figure 4.6: (a) A photograph of a Hamamatsu SiPM of 1 mm2 active area with 400 APD
microcells [69]. (b) Topology of a GM-APD pixel [16]showing surface connections and
junction structure.

is formed between the thin n+ layer and the p+ close to the surface of the device. A

lightly doped p+ layer below the junction is employed to help shape the electronic field,

which peaks close to the n-p junction creating the avalanche region, dropping off quickly

to a uniform, low field strength through the p+ layer, known as the drift region. This

extended electronic structure increases the active volume of the detector, improving the

photon detection efficiency (PDE) of the device (a full description, along with the factors

influencing the PDE are explored in depth in section 4.4.2). Charge carriers created in

the drift region will drift towards the corresponding electronic terminals. As in the case

of APDs described previously, electrons drifting into the avalanche region then have a

probability of triggering a Geiger avalanche. Above the doped silicon junction is a thin,

protective layer of SiO2 which is covered in an anti reflective coating in order to maximise

photon transport into the active area. The microcell is then connected in series with a

contact resistor through which the device is biased.

The detection principle of the SiPM cells is identical to the APD, whereby e-h pairs

entering the high field region trigger an avalanche of charge. This process involves a large

number of charge carriers and, as a result, the output signal is negligibly affected by

statistical fluctuations. This yields a well known, repeatable response at each pixel. In

order to operate in this mode it is necessary to protect the diode from being damaged

by the large currents with an appropriate quenching circuit. In current-generation SiPM

devices, this is done using a large quenching resistor (RQ) in series with each APD cell,

typically of several hundred kΩ. This resistor is shown in both Figures 4.6a and 4.6b.
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Every time a large current flows through this resistor a voltage drop will occur across the

terminals of the micro-cell. The voltage drop is large enough for the voltage to fall below

VBR, resulting in an interruption of the avalanche process. The quenching resistor is built

directly onto each APD pixel, typically in the form of high resistivity poly-silicon material,

as shown in Figure 4.6a. Due to the inherent capacitance which exists in each microcell, as

well as the parasitic capacitance of the overall summing network, each micro-cell will take

a characteristic time to recover before the bias voltage is restored to the pre-set value above

breakdown. This characteristic time is known as the recovery or fall time. During the

recovery phase, the cell is insensitive to external activation. Cells are physically isolated

from each other via guard rings that reach into the silicon substrate.

The major advantage the SiPM holds above the standard GM-APD is the ability to

respond proportionally to a incident flux of optical photons. This is achieved by summing

the response of each of the individual micro-cells through a common readout line, as

shown in Figure 4.7a. Here each pixel in the parallel array is modelled as a diode in

series with the associated quenching resistor, details of the electronic characteristics are

explored further in section 4.3.1. As a result, the response of a SiPM is linear, provided

that the incident photon flux is low enough for each micro-cell to respond to a single

visible photon. An illustration of the total SiPM response pulse, formed of the individual

micro-cell activations is given in Figure 4.7b.

The rest of this section is dedicated to the detailed description of principles of operation

of SiPM devices including the electronic representation of both the single APD cell and

the extended considerations of the full SiPM matrix.
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(a) (b)

Figure 4.7: (a) A schematic representation of the electrical circuit of a SiPM. Here five
microcells are represented by a diode in series with a quenching resistor, activated pixels
are shown with lightning symbols. The response of each active pixel is summed to produce
the full SiPM response. (b) An illustration of a SiPM response to a temporally spread
incident photo-flux, similar to that from a scintillator crystal.

Table 4.1: Comparative table of three photodetectors considered for use in PET: PMT,
APD and SiPM [22].

PMT APD SiPM

Gain 106 102-103 106

Rise time (ns) ∼0.6 ∼5 ∼1

QE @ 420 nm (%) ∼25 ∼70 25-75 (PDE)

Bias (V) >1000 200-1000 30-80

Temperature-Gain Sensitivity ( %
◦C ) <1 ∼3 1-8

Magnetic Field sensitivity Yes No No

Sensitive area mm2-cm2 mm2 mm2

Price / channel ($)* >200 ∼100 ∼50

* Prices accurate as of 2014.

4.3.1 Principles of operation and electronic characteristics

Independent of the specific APD cell structure all SiPMs operate as an array of APDs con-

nected in parallel. Considering the basic principle of a photodetector, whereby an optical

signal is converted to an electric one, it is important that the electrical characteristics of

the system are well understood. One of the main reasons why, in a field where technology

progresses so quickly, the PMT has been ubiquitous for a number of decades is because it
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(a) (b)

Figure 4.8: A diagram showing a example circuit for (a) A SiPM diode array and (b) an
avalanche microcell [72].

behaves as a near perfect current source, significantly reducing need to design additional

signal processing electronics. Although the SiPM has similar gain characteristics to the

PMT, and can improve on the performance of a number of parameters (see section Ta-

ble 4.1), the SiPM is a more complicated case. In order to understand the operation of

the full device first the response of the individual photodiodes must be considered.

Avalanche photodiodes

When inactive the p-n junction of an APD acts as a diode. The system can be simply

represented as a parallel array of diodes in series with their respective quenching resistors

(RQ), see Figure 4.8a. Each cell is then biased between the quenching resistor and a metal

contact on the bottom of the microcell, as was shown previously in Figure 4.6b.

The full circuit model for the electrical response of an GM-APD, shown in Figure 4.8b,

derives from a model developed in the 1960’s to describe the micro-plasma instability

in silicon [73] [74]. In this model the system has two possible states: pre-breakdown

and breakdown (corresponding to switch on and switch off in Figure 4.8b). The pre-

breakdown state can be represented as a capacitance in series with a the quenching resistor.

When an event occurs in the photocell, there is a probability that the cell will initiate

an avalanche discharge, called the triggering probability (see also section 4.4.2). If an

avalanche is triggered, the new state of the system can be modelled by adding a voltage

source, equivalent to the breakdown voltage of the GM-APD cell (VBR), in series with a

resistor (RS) to the system. The component RS represents the internal resistance of the

bulk silicon, including contributions from both the neutral regions and the space charge
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Figure 4.9: Shape of GM-APD current response to an avalanche event.

resistance. At this point, the diode capacitance (CD), which had been charged to VBias

(where VBias > VBR) pre-breakdown, then discharges through RS until the voltage across

it drops to VBR. This process defines the lower bound of the rise time of a single APD

microcell signal, given by:

τrise = RS · Cd. (4.3.1)

Considering some typical values for Cd and Rs (Cd = 15.4 fF and RS = 1 kΩ [75]), one

gets τrise = 15.4 ps. However, it should be noted that the avalanche development process

can be of order hundreds of ps, therefore τrise is not necessarily the dominant contribution

to the GM-APD rise time.

As the voltage on CD decreases the current flowing through the quenching resistance,

and hence the diode, approaches a maximum of Imax ≈ (VBias - VBR)/(Rq- RS). Once

the process is passively quenched by Rq, the switch is again considered open and the cell

capacitance CD is recharged to VBias with a time constant; τRe = RqCd. In order to

effectively quench the internal avalanche, Rq must be high and is typically of order of

100 kΩ (measured in the range 100-400 kΩ for Hamamatsu devices [75]). This results in

a recharge time of the order of 10 ns. While the cell is recharging, the internal electric

field is reduced and hence the probability of a photo-generated e-h pair in the depletion

region is less likely to produce an avalanche. A diagram illustrating the response time of

GM-APD to an avalanche event is given in Figure 4.9.
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Figure 4.10: Equivalent SiPM circuit with additional bias circuit as recommended by
Hamamatsu [75] [78], as described in text.

The Silicon Photomultiplier

Although the response of a SiPM is similar to that of the single GM-APD, some higher

order effects are introduced due to the contribution of non-active microcells linked in

parallel. A full equivalent circuit for a SiPM, as proposed by [76], is given in Figure 4.10.

The diagram includes a simple bias circuit of a source with a RC low-pass filter (as

suggested by Hamamatsu [77]) and a load resistor RL and AC coupling capacitor to

represent external circuitry. The representation of a single GM-APD microcell is circled

in red. In parallel with the APD cell, all the non-active pixels are considered as the lumped

contributions of the pixel capacitance Cd and the quenching resistor Rq, with its associated

capacitance Cq, for N-1 pixels where N is the total number of GM-APD pixels in the SiPM

device. An additional capacitance Cg is included in parallel to represent the parasitic

contributions of the non-ideal electrical contacts and conductors in the device.

The diagram in Figure 4.10 shows equivalent circuit in the case of a single pixel firing. The

additional contributions of the passive pixels have little effect on the electronic modelling

of the rise time, which is still described by the current pulse Ipulse charging the diode

capacitance Cd. If we model the current pulse as in Figure 4.8b with a voltage source

(VBR) in series with a resistor (Rs), the rise time is given by: τd = RsCd. However, the

fall time of the signal, where the capacitance is being recharged, is now defined by two

decay constants, a fast constant τfast and a slow constant τslow. The slow component tends

to dominate the signal and is attributed to the re-charging of the pixel capacitance after
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Figure 4.11: Shape of SiPM current response to an avalanche event.

an activating event. It can be approximated by considering the quenching resistance (Rq),

its associated capacitance (Cq), and the diode capacitance (Cd). The fast component is

due to the current flowing in the external load and is given by the product of the resistive

load and the parasitic capacitance due to any non-firing pixels (Cg). The expressions for

both are then:

τslow = Rq(Cq + Cd), (4.3.2)

τfast = RL · Cg, (4.3.3)

The resulting pulse shape is given in Figure 4.11 where the different parts of the time

response are also identified and labelled with the corresponding time constants.

4.4 Characteristics properties of SiPMs

4.4.1 Gain

As mentioned above, GM-APD signals produce a fixed signal for any active micro-cell.

The gain of each microcell is determined by the total charge Qtotal generated during the

Geiger discharge [79] [80] and is typically in the range ∼ 105 − 107:

Gpixel =
Qtotal
e

=
CD(VBias − VBR)

e
. (4.4.1)

Equation 4.4.1 defines the gain as the number of charge carriers produced during an
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avalanche, dependent upon the over-voltage (VBias - VBR) and the diode capacitance.

The charge response of a SiPM device is this the sum of the charge produced at each

activated pixel in an event.

4.4.2 Photon detection efficiency

The photon detection efficiency (PDE) of a SiPM is the product of three variables: The

quantum efficiency QE of the active area, the probability Pt that an incoming photon

triggers an avalanche breakdown, which is dependent on the incoming photon wavelength,

and the ratio of active area and total area in the APD matrix know as the geometrical fill

factor Gf [81]. Overall:

PDE(λ, VBias) = QE(λ)× Pt ×Gf , (4.4.2)

where the wavelength and VBias have been made explicit. An additional correction can also

be included in equation 4.4.2 by considering the number of cells which maybe recovering

from a previous event and may therefore be inactive. However, this parameter is highly

dependent on the spatial and temporal distribution of the activating source and will not

be considered further in the discussion here.

Quantum efficiency

The QE gives the probability that an incident photon will create an e-h pair inside the

device. The QE of a SiPM is dependent on two main variables:

• the transmittance of the dielectric layer on the surface of the device

• the internal QE of the device.

For a SiPM, the internal QE can be as high as 80-90% [82], but is heavily dependent

on wavelength - peaking in specific ranges for different micro-cell designs. Specifically, it

describes the probability that a photon that has penetrated the surface creates an e-h pair

in the active layer. The optimisation of both the transmittance and internal QE depends

on technological improvements of the fabrication process. To minimise the reflection of

photons on the silicon surface it is possible to implement suitable anti-reflective coatings.

Whereas, depending on the wavelength of the incident light, the internal quantum effi-

ciency for radiation with high λ is maximised by increasing the thickness of the depletion
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layer, and for short wavelength by using a shallow junction.

Triggering probability

Once an e-h pair is generated in the depletion region, the charge carriers are accelerated at

a rate proportional to the electric field strength, in turn generating secondary daughter e-h

pairs through impact ionisation with a given probability. In order to create a self-sustaining

avalanche at least one daughter ionisation must be created and, in turn, go on to create

further ionisations. The probability that an e-h pair generated in the depletion region of

the device will go on to trigger a full avalanche is then a function of the probabilities of

avalanche creation associated with both the electron Pe and the hole Ph separately. If one

e-h pair is created at some depth (x) in the junction, then the probability that neither the

electron nor the hole causes an avalanche is given by (1 − Pe) · (1 − Ph). Consequently,

the probability (Pt) that either the electron or hole initiates an avalanche is given by

[83]:

Pt = Pe + Ph − PePh. (4.4.3)

If one considers a n-on-p device, it is possible to define the boundary conditions of this

process. In the case where an e-h pair is generated at the n+ edge, close to the photon

window, the electron is collected almost instantly at the cathode and Pe will tend to zero.

Conversely, the hole will transverse the whole high-field region maximizing the contribution

of Ph. If photogeneration occurs deep in the active region, the situation is reversed and the

drifting electrons will be the dominating contribution to the total probability, Pt.

The probabilities Pe and Ph depend on the impact ionization rates of both electrons

(αe) and holes (αh). These parameters are not currently well determined, and large

discrepancies exist among the values extracted from the various models (as an example

see [84] [85]). Despite these discrepancies in absolute values it is well established that

(i) both coefficients increase with electric field (ii) the electron ionisation rate is higher

for electrons than holes (e.g., at 5 × 105 V/cm, αe is approximately twice αe [84]), and

(iii) their differences decrease with increasing fields. As a consequence of αe > αh, the

triggering probability is maximized when photo-generation occurs towards the p side of

the junction. This effect is shown in Figure 4.12 where the Pe and Ph values are shown

as a function of depth of interaction within the active volume.
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Figure 4.12: Avalanche triggering probability as a function of photogeneration position
[72].

Geometric efficiency

The geometric efficiency (Gf ) is defined as the ratio of the area of a device which is sensitive

to impinging photons to the total area covered by the GM-APD matrix. By convention,

manufacturers tend to quote a sensitive area referring to the total area covered by the

GM-APD matrix along with a fill factor to describe Gf .

Often, Gf < 1, as each GM-APD is bounded by a dead region of guard rings and trenches

(see Figure 4.6a) to reduce optical cross-talk. The quoted fill factor of devices from any

given manufacturer ranges widely and is typically between 25-80 %. It is shown in Table 4.2

that the quoted fill factor is often dependent on the area of individual APD pixels. A

smaller pixel size results in a higher number of pixels per unit sensitive area and hence

a higher number of guard rings and trenches, reducing the overall fill factor. With an

internal QE of 80-90 % and a triggering probability > 50 %, the geometric efficiency can

therefore often be the limiting factor for an optimal total PDE.
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Table 4.2: Table listing the Geometric efficiencies for a range of pixel sizes [86] [87]

Manufacturer Model
Active area

(mm2)

Pixel Area

(µm2)
Npixels

Fill

factor

(%)

Hamamatsu

S10362-11-25C 1 25 1600 30.8

S10362-11-50C 1 50 400 61.5

S10362-11-100C 1 100 100 78.5

SensL

M-series 10010 1 10 2720 28

M-series 10020 1 20 1144 48

M-series 10035 1 35 504 64

M-series 10050 1 50 282 72

4.4.3 Noise

Dark count rates

The largest source of noise in SiPMs is from the dark count rate (DCR). Due to the small

(1.1 eV) valence band gap of silicon, there is a finite probability that an e-h pair will

be generated through thermal excitation or electric-field-assisted tunnelling and go on to

generate an avalanche. The signal produced in such an event is indistinguishable from a

photo-generated event and is called dark noise [81] [88]. At room temperature the dark

noise is dominated by thermal generation and can typically lead to a single-pixel dark rate

of ∼1 MHz/mm2, corresponding to one pixel activation every 1 µs. [89]. The temperature

dependence of the number (Nthermal) of thermally generated carriers is well understood

and is given by:

Nthermal ∝ T 3/2 exp(−EG/2kBT ), (4.4.4)

where EG is the band gap energy of the silicon in the active volume [90], T is the temper-

ature and kB is Boltzmann’s constant.

Another process which contributes to the dark-rate is tunnel excitation. Tunnel excitation

is due to a quantum mechanical phenomena that allows particles to tunnel through a

potential barrier with a certain probability. Figure 4.13 shows the energy bands as a
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Figure 4.13: Schematic view of tunnel excitation. Left: Energy bands in the presence of
an electric field. An electron can tunnel through the forbidden band from the p-layer to
the n-layer resulting in a free electron-hole pair. Right: The potential barrier between the
valence band of the p-layer and the conduction band of the n-layer can be approximated
by a triangular shape.

function of position in the presence of an electric field. The potential barrier between

the two energy bands is approximately triangular in shape. The height of the barrier is

equivalent to the band gap energy (EG) and the width is given by: L = EG/qeε, where qe

is the charge of an electron and ε is the electric field. Electrons can then tunnel through

the band gap to a state with the same energy. The number of carriers (Nfield) generated

from field-assisted tunnelling can be approximated as [91]:

Nfield = exp

(
−4
√

2mE
−3/2
G

3qe~ε

)
, (4.4.5)

The tunnelling probability increases with the electrical field since the width of the potential

barrier decreases. For this reason, tunnelling processes play an important role for the dark-

rate due to the high electric field in the multiplication region of the SiPM. Unlike thermal

pulses, this effect cannot be reduced by cooling of the device [90].

After-pulsing

An avalanche generated in a pixel can trigger further avalanches in either neighbouring

pixels (described in the section on optical cross talk section which follows) or in the same

pixel at a later time. The latter, referring to secondary avalanches generated in the same

pixel, is called after-pulsing. After-pulses are believed to be caused by the release of a

charge carrier that was produced in a earlier avalanche and trapped by an impurity in the
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Figure 4.14: An illustration showing some possible signals due to a single photon activation
in the SiPM. The second pulse is double the amplitude of a single cell activation an is a
result of optical cross-talk. An after pulse is shown on the falling edge of the third pulse
which shows a reduced gain due to recharging effects.

silicon [92]. As previously discussed, the probability of a carrier triggering an avalanche

is dependent on the field strength in the active area. Therefore the carriers released from

traps with lifetimes less than a few ns, when the cell is still recharging from a previous

event, have a reduced probability of generating an avalanche. The probability of a trapped

carrier generating an after pulse Pap is given by [69]:

Pap(t) = NcPt
e−t/τ

τ
Ptrigger, (4.4.6)

where Nc is the number of carriers generated in an avalanche, τ is the average lifetime

of a trap, Pt is the capture probability and Ptrigger is the triggering probability. If an

after-pulse avalanche is triggered before the cell is fully recharged, the resulting gain will

be less than a typical response due to the reduced voltage across the cell, as shown in

Figure 4.14.

In principle there can be several types of trapping centres with different characteristics,

results from [93] indicate the existence of two types, one with a slow (τslow ≈ 50-100 ns)

and one with a fast time constant (τfast ≈ 10-20 ns).
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Optical cross talk

As a result of an avalanche breakdown, an average of three photons per 105 carriers [94]

are emitted with energies greater than the bandgap of silicon (∼1.1 eV [9]). There is then

a finite probability that these photons will go on to initiate an avalanche in a neighbouring

pixel. The number of pixels firing from a single charge carrier production is not a constant

but follows a Poisson distribution. This is an important limitation of the photon counting

capabilities of SiPMs. The optical crosstalk of a device can be reduced by reducing the

overall gain of the devices but many manufactures add additional decoupling trenches

between pixels to minimise the effects without compromising on gain. An example of

a cross-talk event is given in Figure 4.14. As a result of two avalanches being formed

simultaneously, the resulting signal is twice the amplitude of a single cell activation.

Excess noise factor

The excess noise factor is represented by the multiplication noise due to after-pulses and

optical cross-talk for each pixel. The excess noise of a SiPM can be measured from the

width of single electron spectra and calculated as [94]:

F = 1 +
σ2

M2
, (4.4.7)

where M is the gain from each GM-APD and σ2 is the variance on the single photon

response spectrum deriving from both optical cross talk and after pulsing. Excess noise

factors of between 1.05 and 1.30 were measured for Photonique and Hamamatsu devices

by [81].

4.4.4 Dynamic range and linearity

As described above, when an avalanche has been triggered within a GM-APD, the sen-

sitivity of the diode to a further activating event is drastically reduced while the cell is

re-charging. This means that the output signal for any pixel will be identical regardless of

how many photons are incident upon it during a time interval τC . As the detector has a

finite number of pixels, the dynamic range (i.e. the maximum number of photons that can

be simultaneously detected) is limited. Assuming a uniform photon distribution at the

active area and a temporal distribution of less than the effective deadtime of an APD cell,
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Figure 4.15: Non-linear response to a 40 ps laser light signal for SiPMs with different
numbers of GM-APD cells [96].

the saturation of the signal with increasing light intensity can be calculated as [95]:

Nfired = Ntotal

[
1− exp

(
− ε

Nphoton

Ntotal

)]
, (4.4.8)

where Nfired is the number of pixels that give an output signal, Ntotal is the total number

of pixels across the SiPM, Nphoton is the number of incident photons and ε is the PDE

of each GM-APD pixel. When the number of impinging photons times the PDE exceeds

50% of the available cells, the deviation from linearity is more than 20% [96]. This effect

for SiPMs with varying numbers of cells is given in Figure 9.11b.

4.4.5 Timing resolution

The GM-APD timing resolution is defined as the time jitter between the creation of an

e-h pair and the instant when the output current pulse is recorded. The distribution of

counts versus time for a GM-APD has a particular shape, consisting of a narrow peak and

a slow tail, as shown in Figure 4.16a. The peak, which contains a significant majority of

events, is due to e-h pairs created in the avalanche or drift regions where charge carriers

are swiftly generated and then collected. This collection time depends on the drift velocity

of the two carriers that in the high field region can be supposed to be equal for both of

them and of the order of 107 cm/s.

The active layer of silicon in a GM-APD is very thin (2 to 4 µm) and the process of the
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(a) (b)

Figure 4.16: (a) Photon arrival time of a 830 nm photon emitted from a 20 ps pulse width
as measured by a GM-APD [97]. (b) Sketch of the avalanche generation by a photon
absorbed in the depletion layer and by a photon absorbed in a neutral region nearby [98].

breakdown development is fast. In addition, the signal amplitude is big because of the

high cell capacitance. Therefore, very good timing properties even for single photons can

be expected. In reality the time spread on single photon emission is a high peak followed

by a long tail, shown by the logarithmic plot in Figure 4.16a.

The slow tail of the distribution derives from carriers generated in neutral regions where

no electric field is present. These carriers must diffuse through the device until they reach

a high field region, where they are accelerated and can trigger an avalanche. This process

is illustrated in Figure 4.16b. The randomness in the diffusion path then contributes to

the shape of the diffusion tail.

4.4.6 Temperature effects

The largest effects of temperature on SiPMs in a laboratory operating range of approx-

imately 273-323 K are on the DCR and gain. As shown in equation 4.4.4, the number

of thermal carriers exponentially increases as a function of temperature T. For applica-

tions where either low light levels are expected or in timing applications where triggers

are often set at the one-photoelectron level, a high DCR can cause significant systematic

uncertainties.

As the temperature rises, the lattice vibrations in the crystal become stronger. This

increases the probability that carriers may strike the crystal before the accelerated carrier
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(a) (b)

Figure 4.17: (a) Reverse bias as a function of device temperature for a constant gain for
Hamamatsu S10362-11-050C (b) Gain as a function of device temperature for a constant
reverse bias for Hamamatsu S10362-11-050C [78].

energy has become large enough, and reduces the ionization probability of either carriers.

This has the effect of increasing the breakdown voltage of the system. Moreover, as the

temperature rises, the gain at a fixed reverse voltage drops. Both of these effects are

shown in Figure 4.17. As a result, much like APDs described earlier, SiPMs require a

stable bias supply which must be either temperature controlled, or be instrumented with

temperature compensating feed-back electronics.

4.5 Signal processing

In this work the response of SiPM devices is characterised through the use of digital tech-

niques. In fact, all measurements made on either experimental or simulated response pulses

were performed by digitizing the waveforms, applying digital filters and running analysis

algorithms. In this section the digital signal processing techniques applied throughout this

work are presented and described.

4.5.1 Discrete-time signals

In signal processing two basic signal types can be defined: Continuous and discrete-time.

A continuous signal is a function (commonly of time) which changes continuously, for

example an audio waveform. Alternatively, if a signal only changes in specific instants of

time, like a pulsed laser where the signal is either on or off, it can be represented by a
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Figure 4.18: Signal types: (a) continuous (b) discrete-time signals.

discrete sequence of numbers, and is called a discrete-time signal. An illustration of these

two signals types is given in Figure 4.18.

Analogue-to-digital Conversion

In order to digitally process the analogue response of an electronic system, signals can be

converted from continuous to discrete-time by sampling at a given frequency. Changing

a continuous-time to a discrete-time signal is commonly referred to as analogue-to-digital

conversion. In order for the sampled series to be an accurate representation of the under-

lying continuous distribution, the time interval between samples must be chosen carefully.

It is possible to generalise the minimum sampling frequency needed to fully recreate a

sampled distribution as:

T =
1

2fc
, (4.5.1)

where T is the sampling interval and fc is the highest frequency content of the continuous

signal. That is, if the sampling interval is chosen to be smaller than the reciprocal of twice

the highest frequency (2fc - known as the Nyquist frequency), no information will be lost

though sampling. If, however, a continuous distribution is sampled below the Nyquist rate,

frequency aliasing can occur, where different frequencies can appear as indistinguishable.

An example of frequency aliasing is given in see Figure 4.19.

In an experimental environment there is often a trade off to be made between the minimal

sampling rate needed to capture all the information in a given waveform and the technical

limitations of the data acquisition (DAQ) system. The limitation will often derive from
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Figure 4.19: An example of frequency aliasing. The continuous signal being sampled is
shown in black, an alias deriving from the under-sampling of the original signal is given
in grey.

the maximum sample rate of the analogue-to-digital converter (ADC) being used, but

memory and storage considerations can also be a problem. The latter can be of particular

significance if the distribution being sampled is many orders of magnitude longer than the

sample interval T, or if analysis requires storage of a large number of samples.

Another important parameter to consider when digitizing a signal is the ADC resolution.

The resolution of an ADC defines the number of quantized levels available to represent

the amplitude range of a continuous signal and is quoted in terms of bits (n), where the

total number of energy levels is 2n. A 3-bit ADC will therefore have 23 = 8 amplitude

levels available to represent a signal. A comparison of a continuous signal measured with

both a 3-bit and a 16-bit ADC is given in Figure 4.20. In the case of a 3 bit system,

the poor amplitude resolution will mean increasing the sample rate will have a minimal

influence on the reconstruction of the sampled distribution. As such, the resolution of a

digitiser is, in general, of fundamental importance for an accurate representation of the

underlying continuous signal. In this work signal digitization has been performed both a

LeCroy Wavepro and a Tektronix TDS 7254B oscilloscopes, both of which operate 8 bit

ADCs resulting in a full scale quantization of 28 = 256 levels. Sampling rates for individual

experiments are discussed in Chapters 5 and 6.

4.5.2 Digital filters

A filtering system is a system which can be applied to remove unwanted or redundant

information from a data set. In signal processing, the main goal of a filtering system, be
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Figure 4.20: Comparison between a 3 bit and 16 bit ADC resolution [99].

it analogue or digital, is to reduce the noise rate of a signal swith the aim to improve

the quality of the time or frequency component of interest. This is often referred to as

improving the signal-to-noise ratio (SNR) of the signal. There are a number of advantages

to using digital filters over analogue implementations. Perhaps the most significant is that

analogue filters are built of physical components, the characteristics of which have finite

tolerances due to the quality of the build materials and the manufacturing techniques

used to produce them. Digital filters are not affected by manufacturing tolerances and

therefore yield a more predictable response. In this work analogue response signals from

SiPMs are digitized without filtering. Stored signals are then digitally filtered during

analysis, allowing comparison of processed and un-processed results.

There are two main parameters which define a filter: how it differentiates frequencies

and how it scales these frequencies. Frequency selectivity is the most common mode of

classification, where often quoted categories of frequency selective filters are: lowpass,

highpass, bandpass and bandstop. In this work only lowpass filters have been applied. The

scaling of frequency components within the original signal is called the gain. A filter’s

gain is simply the ratio of the output signal level to the input signal level. If the filter’s

gain is greater than 1, then the output signal is larger than the input signal, while if the

gain is less than 1, the output is smaller than the input. In most filter applications, the

gain response of the suppressed region, known as the stopband, is very small and as such

gain is often quoted in dB:

(gain)dB = 20 · log(gain), (4.5.2)
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where gain is the linear gain as described above.

The typical frequency response of a lowpass filter can be seen in Figure 4.21. This plot

illustrates a number of characteristic parameters of this filter type, including: passband,

stopband, 3 dB attenuation (also known as the cut-off frequency), transition band (also

known as the roll-off ) and the stopband attenuation.

The passband defines the frequency range which is unaffected by the filter’s gain charac-

teristics. For an ideal filter the linear gain of the passband is one, however in reality there

are often small attenuation effects in this region known as passband ripple. The stopband

is the range of frequencies which are attenuated by the action of the filter. For an ideal

filter the value of gain in the stop-band would be zero. In the ideal case the stopband

attenuation would be one and the filter response a step function. In reality filters are also

characterised by a transition band, which is a region between the passband and stopband

where the gain has a continuous value between 0 and 1, where the gain ‘rolls-off’. With

the introduction of roll-off, a cut-off frequency (fc) is defined as the point of a -3 dB atten-

uation. Similarly to the passband ripple, non-uniform gains are often seen in the stopband

attenuation. A final parameter, which is not represented in Figure 4.21, is the order N of

the filter. In an analogue system the order refers to the number of passive components

used in the circuit implementation. The higher the value of N, the steeper the roll-off in

the transition band will be and therefore the closer the response is to an ideal filter. In

a digital system, the order is the number of coefficients considered in the mathematical

representation of the filter [100].

As described above, filter design is based in the frequency domain. However, typically

the signals which they act upon are based in the time domain. The response character-

istics must therefore be converted from one to the other. In the case of analogue filters

continuous-time electronic signals are acted on using resistor and capacitor circuits with

resistance R and capacitance C. In this case a time constant is defined by the multiplica-

tion of the two, τ = RC, which relates to the cut-off frequency, and therefore the frequency

domain response, fc = 1/2πτ . Conversely, digital filter design in the frequency domain is

given by the transfer function where mathematical analysis of the transfer function can

describe how it will respond to any input. In order to characterise a filter’s response in

the time domain the transfer function is converted to a set of coefficients to be applied to

the discrete time signal is called the Linear constant-coefficient difference equation:
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Figure 4.21: Diagram detailing the gain and frequency response of a typical lowpass filter.

y(n) =
N∑
i=0

aix(n− i)−
N∑
i=0

biy(n− i). (4.5.3)

Here n describes an element in the signal passed to the filter to processing, y(n) is the cur-

rent filter output while the y(n− i) and x(n− i) are the previous filter outputs and current

or previous inputs respectively. These values are scaled by ai and bi which are the filter’s

feed-forward and feed-backward coefficients respectively. N defines the number of coeffi-

cients considered within the filter’s response and, as described above, defines the filter’s

order. Considering this equation, digital filters can be broken down into two categories:

finite impulse response (FIR) filters, where only feed-forward coefficients are considered

(all values of bi are set to zero), and infinite impulse response (IIR) filters, where one or

more feed backwards coefficients are considered. By applying feed-backwards components

the filter response, once excited by an impulse, will never completely reach zero, hence

infinite response.

In this thesis two specific filter designs were used, both of which were designed and imple-

mented in Matlab with the signal processing toolbox:

• a 5th order Hamming windowed filter of finite impulse response (FIR) with cut-off

frequency fc=500 MHz;

• a 2nd order Butterworth filter of infinite impulse response (IIR) with a cut-off fre-
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(a) (b)

Figure 4.22: Filter characteristics of digital filter designs used in Chapters 5 and 6. (a)
Frequency specifications (b) Filter response to step change.

quency fc=350 MHz.

A windowed filter provides extra control of the roll-off and stop band characteristic of a

FIR filter design. The Hamming window [101]is the default MATLAB FIR filter imple-

mentation and so has been applied here. The response coefficients of the filter are then

generated by the Matlab filter design function using equiripple minimisation [102]. This

filter is henceforth referred to as the equiripple filter. A Butterworth filter is a standard IIR

implementation which does not require any additional coefficient weighting. The specific

coefficients of this design were again calculated by the Matlab toolbox.

In this work the equiripple design has been applied to SiPM response signals initiated

by a fast-pulsed LED. These measurements, described in Chapter 5, have been used to

determine characteristic parameters of a range of SiPM devices. This filter was chosen for

it’s characteristic slow roll-off, as shown in Figure 4.22a, as it is applied to a number of

devices with varying response. The Butterworth design is applied to signals recorded with

the SiPM coupled directly to a LYSO scintillating crystal. Due to the increased temporal

spread of the photon flux, the SiPM response shows a reduced rise time and it is possible

to apply a reduced fc, further constraining the electronic noise. A direct comparison of

these signal, filtered with both designs, is given in Chapter 6.

For completeness, in addition to the frequency response shown in Figure 4.22a, the step

response plot of these two filters is given in Figure 4.22b. This shows the response of each

filter in the time domain. The Butterworth filter shows a much sharper roll-off, restricting

the rise time in the step response and creating a overshoot where the frequencies required

to model the sharp corner are discriminated. The windowed filter is characterised by a
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(a) (b) (c)

Figure 4.23: Schematic representation of the upsampling process. (a) The initial discrete
time signal to be acted on. (b) The original signal is padded with L-1 sample points. (c)
The padded signal is filtered with a low pass filter to give an estimate of the underlying
continuous signal.

gentler roll off, resulting in higher frequencies passing the cut and allowing a faster rise in

the step response and better reconstruction of corner effects. The specific of application

of each filter are discussed in the results and analysis chapters to follow.

4.5.3 Up-sampling

Another discrete-time signal processing technique used in this work is up-sampling. Up-

sampling is an interpolation technique often applied in the context of digital signal pro-

cessing which produces an approximation of the sequence that would have been obtained

by sampling the under-lying continuous signal at a higher rate. Specifically, the process

increases the sample frequency of a discrete time signal, with sample period T, by an

integer factor L.

The first step in the up-sampling procedure is to pad L-1 zeros between each sample point

in the original signal, increasing the sample rate by L. This creates a new signal with a

sampling period T’=T/L, an illustration of which is given in Figure 4.23b. The newly

generated, up-sampled, array must then be acted on to be made representative of the

underlying continuous distribution. To this end a low pass filter is applied to the new

array with fc equivalent to the highest frequency in the original signal. The result is an

accurate estimation of the underlying continuous signal, which, if the original sample was

recorded at the Nyquist rate, can be an almost perfect approximation [102]. A diagram

detailing each of the key steps in this process is given in Figure 4.23.

For the work presented in this thesis up-sampling was performed using the resample func-

tion of Matlab. This function calculates fc of the original array which is passed and applies
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a 10th order Hanning windowed FIR filter to produce the response [103].
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Chapter 5

Selection of a candidate SiPM

device for TOF-PET

This chapter describes measurements taken as a contribution to work carried out within the

ENVISION (European NoVel Imaging Systems for ION therapy) collaboration [104]. The

results of these measurements were presented to the ENVISION collaboration in February

2012 as a recommendation of which SiPM device to use by the collaboration in fast timing

measurements applying scintillator detectors. As a result of studies presented here, the

selected device has been chosen for use also in a prototype TOF-PET detector system now

under construction at the Rutherford Appleton Laboratory (RAL), UK. The characteristic

measurements of the selected device have also been used as input parameters for a purpose-

built simulation framework which has been developed entirely as a standalone package to

predict the performance of systems using coupled SiPM and scintillator detectors. The

simulation framework and results simulated with it are described in Chapters 7 and 8 of

this thesis.

This chapter is broken into three main parts. The first section describes the experimental

arrangement and procedures used to characterise the response of a range of SiPM devices

to LED light. Details of the hardware, analysis techniques and related software are given.

The second part presents and discusses the results of characteristic parameters measured

for each device, including: signal-to-noise ratio (SNR), signal rise and fall times and

intrinsic timing jitter. A final part presents an overview of the results, discusses their

significance with respect to application in a prototype TOF-PET detector system and

identifies a candidate device for further use.
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5.1 The ENVISION project

The ENVISION collaboration [104], launched in 2010 and coordinated by CERN, is a

four-year project set up by 17 leading European research organisations, including two

leading European industrial partners (Siemens and IBA). The goal of the project is to

drive research efforts of novel imaging modalities which can be applied for on-line dose

monitoring relating to ion therapies. It concentrates on the detection of nuclear reaction

products from the interaction of an ion beam with atomic nuclei in a patient’s tissue.

One method of monitoring these products is by applying PET detector systems, operat-

ing in a modality known as in-beam PET [105]. Here β+ emissions occur as a product

of the ion beams’ interaction with the patient’s tissue, but are present in much reduced

concentrations relative to the activity applied for standard PET techniques. The project

is therefore interested in detector systems with superior timing resolution for the develop-

ment of TOF systems, to be applied for optimal image quality of the low statistics signal

generated from these ion interactions. The University of Oxford, in conjunction with RAL,

are party to the ENVISION project and are involved in developing a prototype TOF-PET

detector system which applies SiPM detector technology. Both of these institutes provided

access to the experimental equipment and expertise to aid in the measurements described

here.

5.2 Experimental setup

A range of SiPM devices were identified by the ENVISION collaborators at RAL for

characterisation. These devices were from three of the leading manufacturers at time of the

projects inception: Hamamatsu, SensL and Photonique. Specific models were identified

from each manufacturer to provide a sample including a range of active areas and pixel

sizes with a finite sensitivity to ∼420 nm light. The 420 nm wavelength is equivalent to the

peak spectral emission of LYSO, which was selected by the RAL group for application in

the prototype detector system. A list of the SiPM devices identified for testing from each

of the three manufacturers is given in Table 5.1, values of some characteristic parameters

are also included. Here active area refers to the total area of the device surface covered by

the GM-APD pixel matrix, pixel size defines the area of an individual pixel and fill factor

the percentage of the active area sensitive to incident photons. Devices with a range of

characteristics were selected in order to study the systematic effects of these parameters

80



on the device response.

Table 5.1: List of SiPM models used in LED measurements

Manufacturer Model

Active

area

[mm2]

Pixel area

[µm2]
Npixels

Fill

factor

[%]

PDE at

420 nm

[%]

Hamamatsu

S10362-11-25C 1 25 × 25 1600 30.8 24

S10362-11-50C 1 50 × 50 400 61.5 48

S10362-11-100C 1 100 × 100 100 78.5 67

S10362-33-25C 9 25 × 25 14400 30.8 24

S10362-33-50C 9 50 × 50 3600 61.5 48

S10362-33-100C 9 100 × 100 900 78.5 65

Photonique

0611B1MM-PCB 1 ∼44 × 44 ∼500 >70 22

0611B4MM-PCB 4.4 ∼50 × 50 ∼1700 >70 25

0710G9MM-PCB 9 ∼70 × 70 ∼8100 >60 18

SensL*
MicroSL-10035-X13 1 35 × 35 576 64 10

MicroSL-30035-X13 9 35 × 35 4774 64 10

*These devices were mounted on Photonique AMP 0611 pre-amplifier boards [106].

All results presented in this chapter were acquired through analysis of the response of

each SiPM device to fast pulsed LED light in a temperature controlled lab with a nominal

temperature of 20 ± 2◦. For this purpose a PicoQuant PLS-420 LED was used, defined by

a 420 nm peak emission. The LED was driven by a Sepia 808 picosecond pulsed diode laser

driver as recommended by the manufacturer. This combination of LED and driver system

gives a fast optical pulse with a width of 800 ps [107]. When characterising the electrical

response of a system in the time domain, the temporal response of the source should be

negligible compared to the induced signal to avoid significant convolution effects of the

two. It has been shown in literature that, for a number of pre-amplifiers with bandwidths

in the range 0.1-2 GHz, the optimum response of a Hamamatsu SiPM to a picosecond

laser pulse is 1.71 ns [75]. For device rise times of this order, a source signal with 800 ps

pulse width is negligible to good approximation.

A mechanical arrangement was designed to ensure reproducibility of the LED signal mea-

surement of each device based on standard 1-inch diameter ‘SM1’ threaded optical lens
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Figure 5.1: Mechanical arrangement used for characteristic measurements with fast LED
signal, not to scale.

tubes. A diagram of this arrangement is given in Figure 5.1. The PLS-420 LED was cou-

pled directly into a SM1 tube and a Thorlabs DG10-220-P01 optical diffuser attached to

the opposing end. The diffuser is a ground glass surface which randomises the direction of

traversing optical photons, producing an approximately uniform intensity distribution of

light. The addition of a diffuser was to optimise the uniformity of the photon distribution

reaching the SiPM surface. Due to the pixel nature of SiPMs, a non-uniform photon dis-

tribution impinging on the active area could lead to saturation effects, which may in turn

be difficult to quantify for devices with different pixel sizes and active areas. To enhance

this effect a long (∼15 cm) SM1 tube was used between the diffuser and the SiPM, the

tube had been annealed to give a matt black finish to reduce surface reflections. The SiPM

under investigation was coupled into the system via a custom-designed mechanical holder,

threading directly into a second optical lens tube.

SiPM devices from both Hamamatsu and Photonique were mounted on biasing electronics

described by the schematic shown in Figure 5.2. This was designed for purpose by EN-

VISION collaborators at the University of Oxford [108]. The design applies two simple

RC low pass filters on the incoming bias voltage, represented by R1, C1 and R2, C2 in

Figure 5.2. The biasing voltage was supplied to the board by pin connectors to a Keithley

2612 dual-channel precision power supply. The SiPM device, represented in Figure 5.2 as

a diode, was reproducibly placed into the circuit via a pin socket for the device leg pins.

A permanent load (R3) of 51 Ω was used on the output. This, in parallel with the 50 Ω

termination resistance of the oscilloscope (Rs), yields a system load of 25.2 Ω. Although

no additional pre-amplifiers were used in this work, a 51 Ω load was chosen to match

the input impedance of a large range of commercially available pre-amplifiers to be used

in series with the bias circuit if desired. The output signal was then AC coupled via a

capacitor (C3) in series with the output connector. Finally, there are protecting diodes
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Figure 5.2: Schematics of the bias circuit for fast timing. The values of the components
are R1 = 3.3 kΩ, R2 = 10 kΩ, R3 = 51 Ω, Rs = 50 Ω, C1 = 100 nF, C2 = 470 nF, C3 =
100 nF [108].

positioned before the output connector that were introduced to avoid overload and con-

sequent damage of the oscilloscope input when the circuit is used without a pre-amplifier

in series. All passive components were surface mounted to minimise stray inductance and

capacitance.

It is shown in Table 5.1 that the devices from SensL are less sensitive to 420 nm photons

than the other candidates, with a PDE of only 10%. The response signal of these devices,

when mounted in the biasing circuit described above, was very close to the noise floor of

the oscilloscope and presented a challenge applying the measurement techniques described

later in this chapter. The SensL devices were therefore mounted on Photonique AMP 0611

pre-amplifier boards. The schematic for these boards can be seen in Figure 5.3. Similarly

to the bias circuit shown in Figure 5.2, a low pass RC filter is applied to the biasing

voltage to be held across the SiPM. The drop in voltage caused by an activating event

at the SiPM is AC coupled to the input of an operational amplifier. The amplifier was

independently biased at +5 V by an ISO-Tech IPS-2303D dual channel power supply to

provide approximately a ×10 signal amplification [106].

The analogue signals resulting from activating SiPMs with the fast pulse LED system were

transmitted from the bias boards to a 4 GHz WaveMaster Zi-8 oscilloscope via a 50 Ω

coaxial cable, terminated with 50 Ω at the oscilloscope input. Signals were digitised at 40

GS/s by the oscilloscope’s internal ADCs. For each device, a data set of 5000 nominally

identical response pulses were saved to file for analysis.
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Figure 5.3: Schematics Photonique AMP 0611 amplifier. The values of the components
are R1 = 1 kΩ, R2 = 1 kΩ, C1 = 10 nF, C2 = 10 nF [106].

5.3 Measurement techniques

For all measurements described in this chapter the recorded pulses were digitally filtered

for electronic noise with a finite impulse response (FIR) filter (see Chapter 4). The filter

was designed using a function available in MATLAB which creates designs based on a

windowed, linear phase FIR implementation characterised by two inputs: the filter order

(N) and the cut-off frequency (fc) to be applied. In our case the default Hanning window

[101] was applied with N = 5 and fc = 500 MHz. Using higher order filters increases the

number of weighted values used to calculate a point on the resulting filtered signal and

yields a sharper roll off. In the application here, where the response of devices may vary,

the ideal cut-off frequency may change for each device. A 5th order design was chosen to

apply a shallow roll-off to account for this effect. A 500 MHz cut-off frequency was chosen

to artificially reduce the bandwidth of the system, in turn reducing the electronic noise,

without affecting the analogue rise time of system (tr), previously assumed to be 1.71 ns

[75]. The constraint put on the rise time due to a 500 MHz bandwidth can be estimated

as: tr ∼= 0.34
BW = 0.34

500 MHz ≈ 700 ps, well below the 1.71 ns limit. Comparisons of a typical

response pulse from a Hamamatsu S10362-33-050C device both before and after filtering

are given in Figure 5.4. The signal shown is the device response to a fast LED optical

pulse from the previously described LED system.

For all measurements, a histogram was produced of the parameter values measured as

described below from each of the 5000 recorded pulses. With the exception of the timing

jitter, which is described separately in section 5.3.4, the result quoted in section 5.4 are the

mean value extracted from a Gaussian fit to these histograms. The uncertainties quoted

are the standard deviations extracted from the same histogram fits.
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5.3.1 Signal-to-noise

The signal-to-noise ratio of a device response voltage can be defined as:

VSNR =
Vpulse
σrmsnoise

(5.3.1)

where Vpulse is the pulse height (i.e. the maximum voltage measured for each filtered

pulse) and σrmsnoise is the rms of the noise floor of each pulse, prior to filtering. These

parameters are illustrated graphically on example pulses in Figure 5.4.

In order to avoid operating the devices in saturation mode, the LED brightness was cal-

ibrated. With a uniform distribution of photons incident at the device active area, the

device(s) with the lowest saturation threshold are those with the highest PDE and the

largest pixel areas, leading to the smallest number of pixels per unit active area. With this

in mind the Hamamatsu S10362-11-100C, which has the fewest pixels and the highest PDE

(see Table 5.1), was used to calibrate the LED brightness to be used with all devices. The

calibration was run by varying an arbitrary-unit potentiometer on the Sepia 808 driver

which varies the maximum amplitude of the current pulse used to activate the LED. By

varying this scale from the zero point upwards it was possible to observe a region where

the SiPM response signal no longer increases linearly with the current pulse to the LED, a

relative potentiometer setting of 10-7. By reducing the setting to 6-4, approximately 60%

of the region where non-linear behaviour was first observed, a signal is seen well above

the noise floor, below the saturation region. A potentiometer setting of 6-4 was used to

measure the SNR of each device.

5.3.2 Rise time

The rise time of each device was measured by digitally up-sampling the recorded pulses to

a rate of 50 GS/s using a windowed filter technique as discussed in Chapter 4. In essence

the process works by inserting new values in-between the original sample points of the

recorded pulse, all of which are set to zero. A digital filter is then applied to this newly

formed array to remove any high frequency content resulting in an up-sampled array.

To measure the rise time, amplitude thresholds were individually set at 10 % and then

90 % of the pulse height. The first sample points to cross these thresholds were then

identified and their time stamps stored. The 10-90 % rise time of each individual pulse
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(a) (b)

Figure 5.4: Response of Hamamatsu S10362-33-050C to fast LED signal (a) Unfiltered
pulse used to calculate the σrmsnoise. (b) Filtered pulses used to calculate pulse height,
Vpulse.

was then recorded as the difference between the timestamps relating to the two threshold

crossings.

5.3.3 Fall time

As discussed in Chapter 4, the falling edge of a SiPM devices response pulse is charac-

terised by two decay constants, a fast constant τfast and a slow constant τslow. The slow

component is attributed to the re-charging of the pixel capacitance after an activating

event and the fast component to the current flowing in the external load.

For most of the devices tested the slow fall time dominates the shape of the falling edge

with a negligible contribution from the fast response. Only in the case of the Photonique

devices the fast time constant was prominent enough to fit. As a result both fast and slow

constants were extracted from the response of Photonique devices via the linear sum of two

exponential fits, while for all other devices only the slow component was measured by using

a single exponential fit to the falling edge. Example fits to Photonique 0611B4MM-PCB

and Hamamatsu S10362-11-050C response pulses are given in Figure 5.5. Five pulses

are plotted for each device, labelled data 1-5, with the fit to the 5th pulse. The two

component behaviour is shown to significantly contribute to the response of Photonique

device presented in Figure 5.5a. A fast component is visible in Figure 5.5b however it

provides only a minor contribution to the total response shape and so was not fitted

explicitly. The τ extracted from the exponential fits were scaled to give the 10-90% fall

time in the final results: tfall = τ · ln(9).
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(a) (b)

Figure 5.5: (a) Example filtered pulses measured with Photonique 0710G9MM-PCB device
with a bi-exponential fit. (b) Example filtered pulses measured with Hamamatsu S10362-
33-050C with a single-exponential fit.

5.3.4 Timing jitter

The timing jitter, or transit time spread of the response signal, was measured by calculating

the time difference between the current pulse used to drive the LED signal and the SiPM

device response. The triggering signal used to define the current pulse to the LED was

connected directly to a second channel of the oscilloscope, terminated at 50 Ω.

Timing measurements are often taken using simple leading edge discriminators where

a time stamp is defined by the first sample point to cross a chosen amplitude threshold

(VT ). This technique was used for the rise time measurements already discussed. However,

timestamps acquired this way are affected by an additional uncertainty on the position of

sample points introduced by the electronic noise of the system, the signal jitter (σSignal).

This uncertainty can be defined as:

σsignal =
σrmsnoise
dV
dt |VT

∼=
trise
SNR

, (5.3.2)

where dV
dt |VT is the signal gradient at threshold and trise is the 10-90% signal rise time. In

order to minimise the effects of this uncertainty recorded pulses were filtered to minimise

the σrmsnoise and a linear fit was applied to the 25-75% range of the leading edge of both the

trigger and signal pulses. By using a fit which considers multiple points on the leading edge

the effects of any residual electronic noise are averaged out. The 25-75% range was chosen

to avoid non-linear affects at the extremes introduced by the system bandwidth. Times-

tamps were then defined as the baseline crossing, mathematically extrapolated from each
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Figure 5.6: Example trigger and SiPM pulse pair used to calculate the intrinsic timing
jitter. Linear fits to the leading edges are shown in red.

fit. Example fits to the trigger and SiPM response signals are shown in Figure 5.6.

The timing jitter was calculated by first creating a histogram of the recorded timestamps

with a bin width of 25 ps (equivalent to the 40 GS/s sample rate of the recorded traces).

A Gaussian fit was applied to the resulting distribution and the FWHM extracted from

the fit parameters. The uncertainty on this measurement was then assumed to be the

convolution of the statistical uncertainty associated with the data set and the contribution

of non-Gaussian tails. Non-Gaussian tails were estimated by refitting the histogram for

incremental fit ranges stepping between three to six σ in steps of σ/2. The range of FWHM

values calculated over all fit limits was considered the uncertainty due to non-Gaussian

tails.

5.4 Results

5.4.1 Signal-to-noise

As shown in Equation 5.3.1, the VSNR of a detector system is defined as the ratio of the

peak response voltage to the rms of the noise floor - the baseline detector signal when no

activating event is present. It defines the quality of the system response relative to internal

noise limitations. The highest possible SNR is desirable in any detection system.

The noise floor of the system can be considered as the sum of all the noise sources in

the experimental apparatus, where noise is defined as any signal other than the one being
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measured. In the case of electronic systems the main contributions of the baseline noise

are from thermal (Johnson-Nyquist) noise, generated by the random thermal motion of

charge carriers in the system, and shot noise which defines random statistical fluctuations

in the motion of charge carriers. Both sources are approximately Gaussian about a baseline

voltage and are hence proportional to the system bandwidth. Due to the avalanche mode

operation of the SiPMs APD array, the gain variation between pixels is small [109]. As a

result, the peak signal voltage of a SiPM device, in response to a fast light pulse where

temporal effects are negligible, is linearly dependent on both the number of pixels fired in

an activating event and the single pixel gain of the device.

Results from SNR measurements for each device are presented in Figure 5.7, where the

quoted error bars represent the standard deviation of each measurement. Results are

additionally listed explicitly in Table 5.2. The first feature to notice is that, for each

device manufacturer, VSNR is shown to degrade as a function of increased pixel dimension1.

Assuming an even photon distribution across the SiPM device surface, the probability of

multiple, non-activating, photon hits at each pixel is proportional to the pixel dimension.

Although larger pixel areas result in an increased capacitance, and therefore a higher gain

(see equation 4.4.1), this trend indicates that the increased number of activated pixels

is the dominant effect. Additionally, it should be noted that the devices from the same

manufacturer with identical pixel size, but differing total active areas, behave comparably

to within one error bar. This effect can be expected as increasing the active area correlates

with a proportional increase in total number of pixels, and therefore an extended dynamic

range. However, as the light source applied in these measurements was calibrated to be well

below the saturation region of all devices tested, no change in response is observed.

The best performing manufacturer is shown to be Hamamatsu where devices with both

the 25 × 25 µm2 and 50 × 50 µm2 pixel areas outperformed all other devices. This is

attributed partly to the higher PDE of the Hamamatsu devices, shown in Table 5.1. For

a pixel area of 50 × 50 µm2 the Hamamatsu and Photonique devices are characterised by

a PDE of 48% and 25% respectively. The approximate increase by a factor of nine seen

in VSNR is due to a convolution of the PDE reduction and the signal shape from the two

devices. It is shown in Figure 5.5 and Table 5.2 that the slow fall time of the Photonique

device is an order of magnitude longer than that measured with the Hamamatsu detectors.

This is explored in detail in Section 5.4.3. As a result, the total charge generated by the

1Pixels produced by all device manufacturers are square in shape and are most regularly identified in
literature by the single edge dimension, this convention is used here reffered to as ‘pixel dimension’.
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Figure 5.7: Signal-to-noise ratio plotted as a function of pixel size. The different colour
and marker symbol series differentiate the device manufacturer.

pixels is distributed over an extended time period, reducing the optimal pulse height

(Vpulse).

5.4.2 Rise time

The rise time is defined as the time interval in which the rising edge of the pulse reaches two

predetermined voltage levels, usually defined as 10% and 90% of the total pulse amplitude.

The rise time of a detector system describes how well defined the detector activation is in

time. An ideal detector system would show an infinitely sharp rise time so the activation

time could be measured with infinite precision.

It was discussed in Chapter 4 that the rise time attributed to the electrical model of

a single APD cell is extremely small. By applying equation 4.3.1 and considering the

electronic characteristics of a Hamamatsu S10362-33-025C device measured by [75], this

contribution was calculated explicitly as 15.4 ps.

The results of rise time measurements are presented in Figure 5.8 where the quoted error

bars represent the standard deviation of each measurement. Results are also listed in

Table 5.2. Values for measured rise times are of order 1-3 ns across all devices, much higher

than the predictions of the electrical model. Rise times of this order are in agreement with

the experimental measurements of other groups [75] [110]. As mentioned briefly above,
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Figure 5.8: Rise time plotted as a function of pixel size. The different colour series and
marker symbols differentiate the device manufacturer.

with the experimental arrangement used here a lower limit will be set for the rise time of

the system by the temporal spread of photons arriving at the device surface from the LED.

The latter is quoted as 800 ps by the LED manufacturer. The general degradation of the

rise time of all devices beyond this value must then be described by a number of additional

factors not accounted for in the electrical model. One contribution is the influence of an

inductance introduced by the bonding wire connecting the pixel array to the SiPM output

pins, apparent in each device model. This wire is in series with the signal chain and has

an estimated value of a few nH.

However, a significant source of degradation in the device rise time comes from the tran-

sient times of signals from individual microcells. This effect can be observed in the data

presented in Figure 5.8 where devices with equivalent pixel sizes but differing active areas

show consistent offsets in response. The trend is best seen in the Hamamatsu devices

where a clear offset is observed for each of the three devices. An increase in active area is

correlated with a parabolic increase in the total number of pixels needed to populate that

area. In turn, this creates a greater range of paths which the signal could take to reach

the terminals of the device, increasing the uncertainty on the time at which the voltage is

induced at the terminals. As a result the best performing devices from each manufacturer

are those with the smallest active area. Again the best performing manufacturer was

Hamamatsu.
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5.4.3 Fall time

The purpose of the measurements presented in this section is to select a candidate SiPM to

read out the characteristic light distribution from scintillator crystals, specifically LYSO.

LYSO is characterised by an exponential scintillation emission time of 41 ns, much longer

than the rise time of the device (∼1-2 ns). In this scenario the device response signal will

not be characterised by a sharp rise, but can be approximated as the convolution of the

source signal shape and the single pixel’s response function. The dominant component of

the single pixel signal shape is the fall time (see Figure 5.5) and, therefore, it is the fall time

which will have the largest influence on the signal shape in response to a temporally spread

signal. Additionally, the fall time defines the time it takes the electric field across the p-n

junction to re-charge after an avalanche event. Whilst the electric field strength is reduced

the triggering probability is also significantly reduced, making the pixel insensitive to an

impinging photon flux while these conditions persist. This can lead to saturation effects,

as, in these conditions, the device response is no longer proportional to the activating

flux.

The results of slow fall time measurements, which dominate falling edge signal for all

devices, are presented in Figure 5.9, where the quoted error bars represent the standard

deviation of each measurement. All fall time measurements, including the fast fall time

measurements made on the Photonique devices, which have not been included in Fig-

ure 5.9, are listed in Table 5.2.

Photonique devices have been observed to have a significantly degraded fall time compared

to the other devices. If we consider equation 4.3.2, this can be attributed to increased

values of the quenching resistance (Rq), the capacitance of the quenching resistor (Cq), the

pixel capacitance (Cp), or possibly all three factors together. Although no values for these

parameters can be found in literature for the specific devices that were tested, it is likely

that an increase in the capacitive values is the cause. This educated guess comes from the

consideration that the load resistor is a physical component and can be explicitly chosen

by the manufacturer to maximise the device performance. There is no operational benefit

from increasing the uncertainty on both the signal activation time and the single pixel

dead time, so it is unlikely that this characteristic was developed by choice. Considering

measurements of the characteristics of Hamamatsu devices [75], it was seen that Cq was

typically five times smaller than Cp. Therefore Cp is likely to also be the dominant contri-

bution in this case. Both parameters can be difficult to control. Often Cp will depend on
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Figure 5.9: Fall time plotted as a function of pixel size. The different colour series differ-
entiate the device manufacturer.

the quality of the silicon wafers and the manufacturing techniques used in the production

process [111], hence it is a value that can be expected to vary between manufacturers. The

value Cq should be well understood as it will relate to the specific material characteristics

of the physical quenching resistor component. However, it is possible that this component

could be affected by stray capacitances associated with the metallic grid connecting the

pixels. Although all of these effects may provide contributions, without detailed mea-

surements of these electronic characteristics the dominant contribution cannot be known

precisely. The large uncertainties on the measured values relative to the Hamamatsu and

SensL devices are a result of the characteristic fall time being much longer than the length

of the captured pulse (see Figure 5.5a). Hence, only a fraction of the full distribution was

used in the fit, leading to significant uncertainties in the fit parameters.

The Hamamastsu devices show two trends. The first is an increase in fall time with

pixel area. This is expected as the pixel capacitance is proportional to pixel area and

an increased fall time is therefore predicted through equation 4.3.2. The second is the

consistent offset measured of 15-20 ns for devices with the same pixel size but an increased

active area. A similar effect, although not quoted explicitly by the manufacturer, has

been seen previously in [75], where the quenching resistors on the large area devices were

measured with a resistance 20-40% higher than the smaller area equivalents. Although

the logic of this feature is not understood, it is possible then that a systematic increase in
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load resistance was applied by the manufacturer for the larger area devices, degrading the

fall time performance. Both the 1 mm2 and 9 mm2 active area SensL devices, which are

both characterised by 35 × 35 µm2 pixel areas, performed with consistent uncertainties,

suggesting identical quenching resistors were applied to both.

5.4.4 Timing jitter

The timing jitter of a SiPM can be defined as the spread on the time the detector takes to

generate a signal in response to a stimulus. This spread is due to statistical and systematic

effects which characterise an electron avalanche and its propagation to the terminals of

the detector.

The avalanche process itself can be generated by two types of events: a photoelectron

creation within the high-field avalanche region; or an phototelectron creation in the low

field drift region. Events occurring in the high field region generate a minor contribution

to the time spread as charge carrier can instantly trigger an avalanche. However, when

carriers are generated in the drift region, the signal production is slower as charge carriers

must drift a finite distance before an avalanche can be triggered. Most SiPM designs are

optimised such that the high field region is positioned at a depth of approximately one

interaction length of a specific band of optical wavelengths. This way photons of the right

wavelength are likely to interact in the high field region of the silicon, optimising both the

triggering probability, as charge carriers are less likely to recombine before reaching the

high field region, and timing properties of an avalanche process. In addition, it has been

shown that the timing jitter is optimum when a photoelectron is generated at the centre

of the pixel, and degrades as the interaction position approaches the edges of the pixel

[112]. This is correlated with the electric field strength distributions across the pixel area

where a high field results in faster avalanche propagation.

Results of the timing jitter measured for all devices are presented in Figure 5.10 where

the uncertainties are the convolution of both statistical and estimated fit uncertainties.

All values are additionally listed in Table 5.2. In devices from both Hamamatsu and

SensL a degradation in timing resolution is observed for devices with identical pixel di-

mension but increasing active area. This can be attributed to the variation in signal path

length associated with single pixel pulse activations scaling proportionally with active

area. Additionally, a general trend of timing jitter degrading as a function of increased

pixel dimension is observed. It has been shown by [112] that the timing response of each
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Figure 5.10: Timing jitter plotted as a function of pixel size. The different colour series
differentiate the device manufacturer.

APD pixel is position sensitive. Larger pixels exaggerate this effect by increasing the total

range of possible interaction positions.

As with all measurements presented in this section, the Hamamatsu devices outperformed

those from both SensL and Photonique with the 25 × 25 µm2 and 50 × 50 µm2 showing

optimal performance.
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5.5 Device selection

As introduced at the start of this chapter, the drive of the measurements presented here

has been to identify the best candidate device for application in a prototype TOF-PET

detector system. It has been shown that the devices from Hamamatsu outperform the Pho-

tonique and SensL devices in all the parameters measured and so should be considered

the focus of the final selection process. However, with a range of characteristic measure-

ments performed it is useful to consider the operation conditions associated with the final

application in order to identify the best suited device. A logical process of elimination will

then follow from these considerations.

The characteristic light yield of LYSO crystals is 32 ph/keV [61], therefore in a 511 keV

activation event a total flux of 511 × 32 ≈ 16×103 photons will be produced. These

photons will be emitted with an exponential time profile described by the constant, τLY SO

= 41 ns [61]. If we consider the description of light transport in the crystals presented

previously in Chapter 3, it was shown through geometric estimations that only photons

emitted with a θ angle in the range 0 < θ < 50.7◦ or 129.3◦ < θ < 146.5◦ will reach the

active area of the SiPM. This corresponds to ≈ 20% of all emissions. Therefore, we can

estimate that the total number of photons impinging the active SiPM surface over the full

time profile of an event will be ≈ 3.2×103 photons. If the source signal was well defined

in time (i.e. a laser or a fast LED), then the ideal detector would be characterised by a

number of pixels much greater than the number of photons in the source signal, so as to

avoid saturation effects. However, this is complicated by the increased temporal spread of

the light source, as the single pixel dead time (which is proportional to the fall time) will

additionally influence the number of source photons which may be detected.

Considering both the source flux described above, and generic timing considerations asso-

ciated with the detector system, we can identify a number of key parameters.

• The number of pixels in the APD array should be larger than the number of imping-

ing photons. If the number of pixels is equivalent to or less than the source flux then

significant saturation effects will be seen. Saturations effects will cause the device

response to tend to a single, predictable output, degrading the energy resolution.

It was discussed in Chapter 2 that the energy resolution is a key parameter in the

noise rejection for a PET detector and hence should be considered.

• The PDE should be as high as possible. It has been shown in Chapter 3 that the
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first photons arriving at the active surface of the device have the smallest timing

uncertainty. The optimum coincidence timing resolution measurable with the detec-

tor system can therefore only be achieved if the probability of detecting these first

photons is maximised.

• The fall time should be as short as possible. This has two effects. Firstly, the fall

time describes the recovery rate of an APD after an avalanche event has occurred.

The time a detector system is insensitive after activation is often called dead time

and should be minimised to avoid signal losses. Secondly, for all measured devices,

the fall time is an order of magnitude (or more) longer than the rise time and as such

describes the largest temporal spread of the signal from an avalanche event. If one

considers again that the system’s temporal response can be modelled to first order

as the convolution of the source emission distribution and the single pixel response,

then the single pixel response should approach a Dirac delta function if the source

distribution is to be fully recreated. The fall time is therefore directly related to the

shape of the response signal where a reduced value of fall time will correspond to an

increase in the gradient of the rising edge (dVdt |VT from equation 5.3.2), minimising

σsignal.

• The timing jitter should be as small as possible. The timing jitter defines the ultimate

lower bound of the timing resolution possible with the device and as such should be

minimised.

If we consider these parameters in order they are presented above, then the a first round

of selection cuts can be made with respect to the number of pixels on each device. There

are four devices with Npixels > 3200: Hamamatsu S10362-33-025C, Hamamatsu S10362-

33-050C, Photonique 0710G9MM-PCB and SensL MicroSL-30035-X13 (see Table 5.1). Of

these devices, the SensL MicroSL-30035-X13 and Photonique 0710G9MM-PCB show poor

response in the PDE and fall time parameters respectively, and can hence be rejected. This

leaves the Hamamatsu S10362-33-025C (9 mm2 active area with 25 µm pixel dimension)

and S10362-33-050C (9 mm2 active area with 50 µm pixel dimension) devices.

In order to select between these two devices the three main parameters which must be

considered are: the PDE, which affects the statistical uncertainty on the device timing

resolution when coupled to a scintillator; the fall time which affects the σsignal uncertainty

when coupled to a scintillator; and the timing jitter. The measured value of the timing

jitter for the two devices differ by 2 ps and can be considered approximately equivalent.
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The 25 µm device then shows a factor of two improvement in fall time and an equivalent

factor of two reduction in PDE. It is generally considered that the ultimate limiting factor

in the timing resolution of any detector system consisting of a scintillator coupled to a

photodetector is the statistical fluctuations [60] [113] [62] [55] [114]. In conclusion, the

final device recommended for application in a prototype TOF-PET detector system is the

Hamamatsu S10362-33-050C device, which applies a 9 mm2 active area with 50 × 50 µm2

pixel area.

A prototype TOF-PET detector system applying the S10362-33-050C device has been in

development at RAL since August 2012. Further design optimisations to be applied to

this prototype have been investigated by the simulation work presented in the chapters

which follow.
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Chapter 6

Characterisation of a coupled

SiPM and LYSO detector

system

With a SiPM device identified, it is key for the work presented this thesis that the de-

vice response is well understood in the context of a detector system applicable to PET.

This chapter details the measurements and results of two experimental arrangements,

specifically designed to characterise a gamma-ray photon detector system consisting of a

Hamamatsu S10362-33-050C SiPM coupled to a LYSO scintillator crystal.

The first experiment presented is aimed at measuring the energy and timing response of a

pair of such detector systems operated in electronic coincidence and illuminated by a 22Na

positron-emitting radioactive source. The resulting coincident pulse pairs are recorded and

used to evaluate both the energy and the coincident timing response of the system.

The second experiment investigates the optical photon transport in the crystals through

depth-of-interaction (DOI) measurements taken at different positions along the crystal

length. By using a collimated beam of gamma photons it is possible to control the interac-

tion position along the length of the crystal. The resulting optical photon flux, as measured

at a number of different longitudinal positions, can then be monitored at opposite ends of

the crystal by coincident SiPMs, to measure the energy and timing characteristics.

The results from both experiments described in this chapter were used to both develop and

validate the detector system simulation which was developed from scratch and is presented

in the following chapter.
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6.1 Coincident detector systems

A PET detector system, as discussed in Chapter 2, consists of opposing arrays of detector

elements, operated in electronic coincidence. Signals from channels at opposing arrays

are then correlated to identify annihilation events using energy and timing constraints.

Events are accepted if their properties fall within well chosen intervals which ultimately

define the ability of the system to reject noise events from being mistakenly recorded.

The contamination from fake signals ultimately degrades the efficiency of the system and

limits the quality of the final reconstructed image. This is the reason why an in-depth

understanding of the energy and timing characteristic of the system is crucial for reliable

and robust conclusions to be drawn on the suitability of a detection system to PET

applications.

In this work investigations have focused on the development of an array of detector ele-

ments which apply one-to-one coupling between scintillator crystals and SiPMs. This type

of arrangement, as discussed previously, has a number of advantages over using block de-

tectors as in conventional PET. Two of the most significant advantages are the improved

spatial resolution that one can obtain and the reduced dead time that can be achieved

[115] [21] [29] [58]. One-to-one coupling also maximises the statistics measured by a single

photodetector. As mentioned in the previous chapter, it is the photon detection statis-

tics which ultimately define the lower bound of timing resolution with scintillator systems

[60] [113] and should be maximised where possible for fast timing applications. As a re-

sult 3×3×5 mm3 scintillator crystals are applied here to enable direct coupling to the

3×3 mm2 active area of the Hamamatsu S10362-33-050C SiPM. The crystal length was

chosen as 5 mm to keep the aspect ratio (i.e. the ratio of length to cross section) low, as

the aspect ratio increases the probability, and as a consequence the average number, of

boundary interactions before detection also increases. By using low aspect ratio crystals

it is therefore possible to evaluate the system response with a reduced contribution from

the effects of boundary interactions - which have been investigated separately with the

depth-of-interaction experiment.

6.1.1 Experimental arrangement

As in the LED characterisation measurements described in Chapter 5, SiPMs were me-

chanically secured with the same custom-designed SiPM holders. These holders included
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Figure 6.1: Photograph of the mechanical arrangement designed for coupling a S10362-
33-050C SiPM to a scintillator crystal. An example SiPM device is shown on the far left.
In the centre two identical SiPM holders are positioned to show both the front and back
faces where the SiPM and LYSO crystal arrangement are respectively coupled. Finally a
3×3×5 mm3 LYSO crystal, painted in TiO2 paint, is shown in the plastic casing used to
both centre and secure the crystal in the holder.

a 1 mm deep, 4×4 mm2 window centred about the active area of the device which was

used previously as an opening through which to illuminate the device with an optical

LED signal. Here it is used to directly couple a scintillator crystal. The remaining 6 mm

thickness of the holder is cut with a wider 7×7 mm2 opening. The result is that a crystal

with a 3×3 mm2 cross section, with a reflective coating of up to 0.5 mm thickness on each

edge, can be reproducibly coupled to the SiPMs active surface centred and protectively

held with a plastic casing. A photograph of the arrangement is given in Figure 6.1.

Two such mechanical detector coupling arrangements were screwed into position at either

side of a sealed, 1 µCu 22Na positron source, housed in a custom designed mounting based

on 1-inch diameter optical tubes. The distance between the sealed source and the plastic

crystal housing during data collection was approximately 1-5 mm. This distance was kept

to a minimum in order to maximise the solid angle subtended by the detection system

relative to the isotropic emission of collinear 511 keV photons from the source.

The system was optimised for optical performance by applying a layer of optical grease

(refractive index: ngrease = 1.61) at the physical junction between the LYSO crystal and

the SiPM. Applying grease reduces the change in refractive index seen by an optical

photon approaching the junction, reducing the critical angle as defined by Snell’s law

and increasing the range of angles in which transmission can occur. Additionally, as

briefly mentioned above, reflective coatings were applied to all faces of the crystal, bar

the face being read-out by the SiPM. Coating the surface in this way has been shown

previously to maximise the light collection at the detector by reflecting light back into
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the crystal [116], increasing photon detection efficiency and reducing the statistical limit

of the systems energy resolution. For this purpose comparative measurements were made

with scintillators wrapped in layers 0.07 mm thick PTFE tape and painted with white

TiO2 paint. These materials were specifically selected as they have been the subject of

in-depth investigations into their use as reflector materials for scintillators [66]. With

published data available on both, equivalent materials could be more easily developed in

simulation.

SiPMs were biased and read-out with the custom designed circuit described in Chapter 5,

a schematic of which has been given previously in Figure 5.2. The biasing voltage applied

to specific SiPM devices was set to the manufacturer’s recommended value (2 V above the

breakdown voltage of that device - approximately 70 V), supplied by a Keithely 2612 dual-

channel power supply. As before, the output signals were readout through a permanent

load of 51 Ω, in parallel with the 50 Ω termination resistance of a LeCroy WaveMaster

Zi-8 oscilloscope, yielding a system load of 25.2 Ω. The resulting analogue signals from

active SiPMs were digitised for off-line analysis at 40 GS/s using the LeCroy WaveMaster

Zi-8 oscilloscope.

6.1.2 Energy results

The system energy response was evaluated via pulse height spectra for both reflective coat-

ing materials. For each case, separate spectra were formed for the two coincident channels

by filtering 20,000 recorded pulses for electronic noise with a second-order Butterworth

filter, fc = 350 MHz. The maximum amplitude of each filtered pulse was measured and the

result passed to a histogram with bin width of 1 mV. Uncertainties of
√
ni, where ni is the

number of bin entries at the ith bins, were applied to each bin and the photopeak fitted

with a Gaussian. The energy resolution for each detection system was then calculated

as:

∆E

E
=
σFWHM

x̄
, (6.1.1)

where σFWHM is the FWHM of the Gaussian fit (σFWHM = 2
√

2ln2σ, where σ is the

standard deviation of the distribution) and x̄ is the photopeak energy, given by the mean

of the same distribution. Uncertainties on each of the fit parameters were assumed to be

the propagation of the statistical uncertainties and the uncertainty on the fit. The uncer-
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(a) (b)

Figure 6.2: Example gamma spectra measured in electronic coincidence for (a) crystals
wrapped in PTFE tape (b) crystals painted with TiO2 paint. Gaussian fits to the measured
photopeak are shown as thick green or blue coloured lines.

tainty associated with non-Gaussian tails on the photopeak distributions was estimated

by varying the limits of the considered data range and re-fitting. This procedure was

repeated in steps of σ/2 for the data set contained between three to six σ of the original

fit. The range of the resulting fit parameters was considered as the contribution due to

these tails. Results for both reflector types are given in Figure 6.2.

The resulting pulse height spectra show two key structures: a Compton continuum, where

only a fraction of the 511 keV energy was deposited in the crystal, and a full energy

photopeak, where an interaction occoured via the photoelectric effect. The first thing

to notice in comparing the two measurements is a significant (approximately 50 %) gain

in signal for the crystals painted with TiO2 paint. This result stands in contrast to

the relative reflection coefficients given in literature of 0.934 and 0.951 for PTFE and

TiO2 paint [66], which would suggest the materials might perform comparably. In fact,

it was found that the photopeak energy could vary by up to 40 % if crystals were re-

wrapped and the measurement re-run. Although a recommended procedure was followed

for wrapping the crystal [117], the inconsistent results are likely due to non-uniformities

which occur through the process of wrapping the crystals by hand. Some small fluctuations

of 1-2% were seen in photopeak energy for measurements taken with painted crystal (see

Figure 6.2b), however these were attributed to inconsistent optical coupling between runs.

It should also be noted that photopeaks measured with the TiO2 coated crystals are less

well described by Gaussian fits. This is due to the increased light levels saturating the

device response.
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Figure 6.3: An example pulse from within the photopeak FWHM is plotted as recorded
and after applying both a 5th order equiripple filter (fc = 500 MHz) and a 2nd order
Butterworth filter (fc = 350 MHz). The zoomed image in the top right hand corner
compares the response of the raw and processed signals to the highest gradient signal
change.

6.1.3 Coincident timing results

For these measurements, due to the large systematic uncertainties seen in the system

wrapped in PTFE tape, only data taken with the TiO2 paint are considered. Here only

events which would have passed the initial energy cut are of interest and as such only

pulse pairs from within the photopeak FWHM were selected for processing. For a pulse

height spectrum including 20,000 events this would typically result in a sample of ∼ 1500

pulse pairs.

A set of timestamps were then recorded for each pulse via leading-edge discriminators

applied at incremental steps along the leading edge. Trigger levels were applied relative

to the mean position of the photopeak pulse height, 0.152 V. At each trigger point the

time difference (∆t) between each pulse pair was taken and histogrammed using 25 ps

bins (equivalent to the 40 GS/s sample rate of the recorded pulses). The final histograms

containing a full sample of ∆t values were then fitted with a Gaussian distribution. The

mean of this distribution then represents the time delay between the two signals, while

the width represents the spread in time. For all coincidence timing resolution (CTR)

measurements in this work, the result is given as the FWHM of this Gaussian distribution.
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Figure 6.4: A plot of the timing resolution as a function of leading edge discriminator
position for a coincident system of 3×3×5 mm LYSO crystals, painted with a reflective
TiO2 paint and read out by Hamamatsu S10362-33-050C SiPMs. The three colour dis-
tributions define the processing techniques applied to the recorded pulses before triggers
were applied.

As in the energy measurements, the uncertainty on each FWHM was assumed as the

propagation of the statistical uncertainty on the width of the device with the range of values

calculated when the fit was re-applied in steps of σ/2 to the three to six σ range.

This process was repeated for three separate cases:

• The data set received no processing. The leading edge discriminators were applied

to the pulses exactly as recorded, or ‘Raw’.

• The data set was filtered using the 5th order, windowed Equiripple filter with fc =

500 MHz.

• The data set was filtered using the 2nd order, Butterworth filter with fc = 350 MHz.

An example photopeak pulse processed with each of the three methods is given in Fig-

ure 6.3.

The resulting distribution of CTR as a function of trigger position for each of the three

cases is given in Figure 6.4. The Butterworth filtered data set consistently shows the best

CTR below a trigger threshold of ∼ 12%, with an optimum result of 290 ± 10 ps at a
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threshold of 3% of the mean photopeak energy.

As the threshold level increases, more photon interactions are required at the SiPM for

the signal amplitude to rise to this level. As described in Chapter 3 the statistical limit

on the time spread of detected of photons degrades with increasing photon number and

the timing resolution degrades as a function of trigger position. In the case of the lower

threshold positions, the contribution of photon statistics is reduced and the signal jitter

(see equation 5.3.2) becomes a significant contribution. It is clear from Figure 6.3 that the

rising gradient (dVdt ) of all three signal types are equivalent, but the noise floor (σrmsnoise) is

significantly reduced for the filtered signals. By filtering the signals for electronic noise, the

signal jitter is minimised and the timing resolution improved with the best performance

shown by the Butterworth filter.

The sharp increase in the CTR shown by both the Raw and Equiripple filtered signals

below the 10 mV level is due to the chosen threshold becoming of comparable size to the

electronic noise level. This behaviour establishes the lower bound of the CTR which can

be used when applying the leading-edge discriminator technique.

6.2 Depth-of-interaction measurement

In order to re-produce the energy, and, in particular, the timing results presented in

section 6.1, it is important to understand the characteristic parameters which contribute

towards them. To simulate the scintillator response, an understanding of both the photon

emission characteristics and the photon transport through the crystal are required. The

emission characteristics include: photon yield, intrinsic energy resolution, rise time and

fall time. These are available as either data sheet values or measurements in literature and

can be applied with known uncertainties. However, the photon transport in the crystals

depends on a range of parameters that are difficult to obtain experimentally or which can

often not be characterised by a single value as this in turn depends on other parameters.

The addition of a reflective coating surrounding the crystal further complicates the system,

making an analytical solution very hard, if not impossible to achieve.

Measurements detailed in this section were designed to attain a set of results from which

the depth-of-interaction (DOI) effects of high energy photon interactions in the crystal

could be decoupled, allowing an investigation of the optical photon distributions at either

end of a crystal at a range of interaction positions. These results can in turn be used to
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Figure 6.5: Schematic diagram showing the experimental arrangement applied for DOI
measurements.

tune a number of simulation parameters relating to the photon transport in the crystal in

the simulation environment described in the following chapters.

6.2.1 Experimental arrangement

This experiment was performed at the University of Surrey, where a collimated 137Cs

source was available. The 137Cs source, whose main emission components are 32 keV

and 662 keV gamma photons [118], was enclosed in a 11.4 cm thick lead container with

a 1 mm diameter aperture which provided the collimated signal. A 2.2 mm steel plate

was used to secure the source in place and act as attenuation for the low energy 32 keV

photon emissions. These were additionally vetoed at the acquisition stage by pulse-height

discrimination thresholds. A schematic diagram of the collimator and detector system

arrangement is given in Figure 6.5.

The detector system was suspended approximately 10 cm above the aperture of the col-

limated source in a 5 mm thick, light-tight plastic box mounted on a Parker P25L x-y

stage. The stage was fixed to a permanent framework built about the collimated source

and was operated with Soloist IDE control software, capable of controlling the motion of

the system to a tolerance of 100 µm in both planes. The box itself housed the detector
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system and associated electronics, including: a 4×4×20 mm scintillator crystal, painted

with TiO2 paint; two S10362-33-050C SiPM detectors; and the associated biasing and

readout electronics. Both SiPMs were mounted on identical biasing electroinics as seen

previously in Figure 5.2, however in this case additional amplification was supplied by

Minicircuits ZFL-100LN low noise pre-amplifiers as recommended by the Surrey group

who had previously found them to perform well with their system [75]. Both amplifiers

were biased at +15 V with an Iso-Tech TDS7254B power supply to yield a gain of 20 dB.

The SiPMs were biased at the manufacturer recommended operating voltage by a pair of

Ortec 659 single channel power supplies. All biasing voltages and SiPM response signals

were fed in and out of the box via feed-through BNC connections. The resulting analogue

signals were monitored and digitised for off-line analysis at 10 GS/s with a Tektronix TDS

7254B oscilloscope available at Surrey, running a LabVIEW data acquisition script.

This experiment, in contrast to the previous coincident detector system experiments, used

a 4×4 mm2 cross section LYSO crystal in order to compensate for effects of the higher

energy gamma photon signal emitted by 137Cs. A 511 keV event will produce 511 keV × 32

ph/keV ≈ 16×103 photons, whereas a 662 keV photon will produce ≈ 21×103 photons.

The latter has been shown to exhibit significant saturation effects when read out by a

S01362-33-050C SiPMs [119]. By increasing the crystal cross section to 4×4 mm2 the

ratio of cross section to SiPM active area is: 16 mm2/9 mm2 ≈ 60%. As a result the

fraction of the total photon flux seen by the device is: 0.6×21 ≈ 12.6×103 photons,

therefore reducing the saturation effects.

Due to both the larger cross section crystals and spatial constraint of the light tight box,

the SiPM holders employed for all previous measurements could not be re-used. Small

plastic coupling tools were developed to fit over each end of the crystals which could

be used to reproducibly couple the SiPMs. This is shown in Figure 6.6. Optical grease

(refractive index: ngrease = 1.61) was applied at the junction between the scintillator and

SiPM to optimise photon transport.

A calibration of the crystal’s central position in both the x (crystal length) and y (crystal

width) planes was run using an ORTEC 661 rate-meter with a lower limit counting thresh-

old of +150 mV. The signal from one SiPM was fed into the rate-meter input and the

calibration was run individually in both the x and y planes stepping at 0.5 mm intervals

to profile the detector system’s count rate response as a function in each 1-D plane. Data

sets were recorded at the central crystal position in the y-plane and stepped in 2 mm
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(a) (b)

Figure 6.6: Photographs showing a 4×4×20 mm3 LYSO crystal painted with TiO2 paint
connected to coupling tools used to DOI experiment (a) side view (b) top view

increments along the crystal length (x-plane).

6.2.2 Energy results

The system energy response was evaluated via the pulse height spectra recorded at each

step point along the crystal length. Spectra were formed at each point by filtering 5000

pulse pairs for electronic noise with the 2nd order Butterworth filter, fc = 350 MHz. The

maximum amplitude of each filtered pulse was measured and passed to a histogram with an

8-bit resolution on an arbitrary unit scale. For measurements presented in this section, the

pulse heights are considered on an arbitrary unit scale so to avoid direct comparisons with

other data-sets where additional amplification was not applied. The specific scaling relates

to the raw data as stored in the LabVIEW data file, where the 8 bit amplitude resolution

of the scope is represented as floating point numbers between zero and one.

A fit to each distribution was made about the photopeak using a linear sum of a Gaussian

distribution and a falling exponential. The additional exponential component was required

to account for an exponential feature, prominent in the SiPM response to interactions at

the opposing end of the crystal. Gamma spectra recorded at extreme and at central beam

positions along the crystal length are given in Figure 6.7. A number of observations can

be made from these distributions. Firstly, for the more central beam positions represented

by Figures 6.7e and 6.7f, the Compton continuum and photopeak structures are clearly

visible, with the energy of the photopeak shown to be measured higher by the channel

closest to the interaction position. Secondly, when the interaction position approaches the

face of a either of the two detector channels, the energy resolution of the system degrades
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to the extent that the features of the distribution are lost and a photopeak is no longer

distinguishable. By considering the isotropic emission of scintillation light in the crystal,

and assuming an approximately point like source, both behaviours are explained by the

increased solid angle subtended by the detector as the interaction position approaches.

Similar effects are observed in simulation studies presented in Chapter 8. Due to the

inability to distinguish a photopeak at the extreme end positions, these data points have

not been included the parameter distributions given in Figure 6.8. The exponential energy

distribution, which is shown with an endpoint energy equivalent to the highest energies

measured at the extreme positions for each of the two channels, can be attributed to a

diffuse source distribution.

The photopeak energy and width were extracted from the fits applied to the gamma

spectra as shown in Figure 6.7. Uncertainties on these fits were estimated by re-fitting the

distributions over a range of lower limits and convolving the range of resulting parameters

with the statistical uncertainties. An initial lower limit on the fit range was selected and

the difference (∆E - measured in a.u.) between this value and the photopeak energy

was found. The fit was then reapplied with the lower limit set with ∆E in the range

(0.5-1.5)∆E in steps of 0.25∆E. The results of these fits are shown in Figure 6.8. The

photopeak energy distributions, presented in Figure 6.8a, show a linear dependence on

the crystal position. The gradient of the distribution recorded at Channel 2 is lower than

Channel 1, likely due to an uncertainty on the method of optical coupling, resulting in a

proportional signal drop recorded at Channel 2. However, it is also possible the the SiPM

detector applied at Channel 2 was damaged resulting in a number of inactive cells which

would result in a similar effect.

A plot of the photopeak FWHM as a function of interaction position in the crystal are given

in Figure 6.8b. The trend of the distribution is again shown to be linear but with outlier

points, seen in both channels, whereby the width of the peak increases non-proportionally

at interaction positions 2 mm from the device surface. In this case, conversely to the

photopeak energy measurements, the fit to Channel 2 shows the steeper gradient. These

two effects are correlated, as a lower photopeak energy is a consequence of a reduced light

signal and therefore reduced photon statistics, widening the photopeak distribution.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.7: Example pulse height spectra as measured at a number of beam positions
along the crystal length (a) −10 mm relative to the crystal’s centre (b) +10 mm relative
to the crystal centre (c) −8 mm relative to the crystal centre (d) +8 mm relative to the
crystal centre (e) −2 mm relative to the crystal centre (f) +2 mm relative to the crystal
centre. Fits are shown as thick coloured lines: blue = Channel 1; green = Channel 2.
Channel 1 and Channel 2 are positioned at -10 mm and 10 mm respectively.
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(a)

(b)

Figure 6.8: Distributions of the energy characteristics as measured by fits to gamma
spectra produced at step points along the length of a 4×4×20 mm crystal. (a) Photopeak
energy distribution (b) FWHM of the measured photopeak
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Figure 6.9: Distribution of CTR as a function of DOI measured at step points along the
length of a 4×4×20 mm crystal. A range of distributions are given relating to different
trigger threshold position on the leading edge between 3-10 % of the photopeak equivalence
energy.

6.2.3 Coincidence timing results

For these measurements pulse pairs where both pulses were within the FWHM of the

photopeak of the specific detection channel were selected at each step position. For pulse

height spectra including 5,000 events this would typically result in a sample of ∼1100 pulse

pairs.

As described in section 6.1.3, a range of leading edge discriminator trigger thresholds

were applied to the leading edge and the resulting time stamps used to calculate ∆t. In

order for trigger thresholds to be easily comparable to equivalent simulation results where

additional amplification is not applied, thresholds were set relative to the crossing point of

the photopeak energies shown in Figure 6.8a, in the range 3-10 %. Values of ∆t measured

at each threshold were histogrammed with 100 ps bins, equivalent to the 10 GS/s sample

rate of the oscilloscope. The final distributions were fitted with Gaussian distributions

and the standard deviation scaled to give the FWHM. The uncertainty on the FWHM

was assumed as the propagation of the statistical uncertainty with a measure of the non-

Gaussian tails. As described previously, the tail contribution was estimated as the range

of FWHM values found by re-fitting the distributions in steps of σ/2 between the 3σ and

6σ limits. The results of this measurement are presented in Figure 6.9.

The distribution shows optimum CTR at interaction positions around the centre of the

crystal, degrading as the interaction approaches either of the two crystal ends. In agree-
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ment with the results shown in Figure 6.4, the timing resolution degrades as the trigger

threshold on the leading edge increases. The optimum CTR for this system was measured

as 690 ± 10 ps, approximately factor of two degradation on the 320 ± 5 ps measured in

the coincident system presented in section 6.1.3. A number of factors can be considered

which contribute to this effect. The reduced photon flux resulting from the mismatched

crystal cross section and SiPM active area has two separate considerations in that it both

significantly reduced photon detection statistics and is non-selective of the time distribu-

tion of detected photons. A similar reduction in CTR is presented in simulation studies

given in Chapter 8 by applying mis-matched geometries as here. The reduced sample rate

of the oscilloscope available for this measurement is also a factor, increasing the bin width,

and therefore resolution, of the ∆t histogram from 25 ps to 100 ps.
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Chapter 7

Implementation of coupled LYSO

and SiPM detector system into a

GEANT4 simulation

This chapter describes the implementation of a GEANT4 simulation which models the

characteristic timing response of a coupled SiPM and LYSO detector system. Similar

models have been previously developed, documented in the literature, which reproduce

the response of SiPM devices including detailed considerations of a number of noise effects

[120] [121] [122] [123]. This work builds on existing results to construct a Monte-Carlo

simulation that, based on concrete approximations, is applicable to a specific experimen-

tal environment as will be discussed in the chapters which follow. GEANT4 has been

selected as the simulation environment of choice due to its scalability [124] [125] [126], and

extensively validated in-built physics models [127] [128].

The chapter is split into three main sections. First the theoretical timing considerations

which must be reproduced by the final simulation are defined. Secondly, an overview of

the GEANT4 environment is given, followed by details of the specific models applied for

here. Finally a description of the SiPM response simulation is given.

7.1 Some considerations on timing

The timing precision of a PET detector consisting of a LYSO scintillating crystal directly

coupled to a SiPM is defined by a number of uncertainties. These uncertainties derive
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from both the characteristic optical photon flux produced by the LYSO crystal and the

SiPMs response to that flux. Most of these contributions have been introduced previously

but are presented again here for clarity and narrative. The sum in quadrature of each

individual contribution gives the total timing uncertainty of the detector:

σDet =
√

(σ2
Stats + σ2

Trans + σ2
γ + σ2

Jitter + σ2
Signal), (7.1.1)

where the individual components are defined and discussed in detail below.

• σStats. The ultimate limiting factor in the CTR of a PET detector system is the

photoelectron statistics, which have been previously discussed in Chapter 3. A num-

ber of works have been produced which describe the single photon variance effects in

detail [52] [53] [129] [113], along with additional investigations into the possible gains

in CTR if a sample of the total registered photons were instead considered [60] . As

a result, the effect of photon detection statistics on the system timing uncertainty is

well understood.

• σTrans. After emission, scintillation photons must propagate through the crystal en-

route to detection. The timing uncertainty associated with this process is indicated

here as the photon transport, or propagation time. A basic estimation of the contri-

bution of the photon transport was given in Chapter 3, where perfect flat surfaces

were assumed at the crystal boundaries. This assumption, although useful for a

preliminary estimate, is unrealistic in practice as some non-uniformities are bound

to have developed both during and after manufacturing. Additionally, the intro-

duction of a reflective coating adds a further effect to account for as photons are

reflected back into the system in cases where they would be lost in the ideal case

with consequent impact on timing.

• σγ . The Gamma transit time spread derives from the variance of the gamma con-

version position in the crystal. A diagram of a standard coincident PET detec-

tor system’s geometric configuration can be seen in Figure 7.1. Due to the differ-

ent values of the refractive index of LYSO at gamma and optical photon energies

(nLY SO(Eγ=511 keV) ' 1, nLY SO(Eγ=2.8 keV) = 1.81), gamma photons propa-

gate through the crystal at higher speeds. Gamma conversion close to the detector

will therefore yield a shorter total transit time than a conversion at the entrance of

the crystal. This is a small contribution to the total σDet and has been estimated
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Figure 7.1: Diagram of a coincident detector elements.

as < 10 ps for 15 mm long crystals [65]. Such an effect is accounted for by the

electromagnetic and optical physics models available in GEANT4 which consider

the refractive index in the propagation velocity of both optical and ‘high energy’

photons.

• σJitter.Once a photoelectron has been created in a SiPM pixel, an avalanche develops

and a current is induced and seen at the detector’s output pins. A timing uncertainty

is then induced in this process from the time spread between e-h hole generation

and detected signal at the device output. The value of σJitter was measured for the

Hamamatsu S10362-33-050C device in Chapter 5 and is applied here to the simulated

single pixel response with known uncertainty.

• σSignal. The electronic signal jitter has been introduced previously and can be con-

sidered a description of how well any point on the system’s electrical response is

defined in time. This uncertainty derives from the electrical noise induced random

fluctuation of the response signal about the underlying signal shape. It is defined

as:

σSignal =
σrmsnoise
dV
dt |VT

, (7.1.2)

where σrmsnoise is the root-mean-square of the electronic pedestal (or baseline) noise

and dV
dt |VT is the gradient of the rising edge at a given threshold voltage (VT ). This

is a complex parameter as the simulated signal shape, and therefore the gradient

at any given point, is dependent on the accurate modelling of both the photon

flux arriving at the SiPM surface and the response of the SiPM to this flux. The

accuracy of the photon flux is defined by σStats, σTrans and σγ as described above.

The SiPM response depends then on a number of parameters relating to the single

pixel response including: PDE, rise time, fall time, gain, dead time and σJitter. A

full description of both the SiPM and LYSO simulations is given in sections 7.3

and 7.2.5. The second parameter in this equation, σrmsnoise, is however well known,

measured directly from the response of the coincident detection system presented in

Chapter 6.
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In a coincident system, the response of both systems used in coincidence must be consid-

ered. As such the CTR of a coincident pair of SiPM and LYSO detector systems is given

by:

σCoinc =
√

2σDet, (7.1.3)

where σDet is the same as in equation 7.1.1.

7.2 GEANT4

The simulation framework chosen to reproduce the detector systems response is the gen-

eral purpose, Monte Carlo particle transport toolkit GEANT4 [130] [126]. GEANT4 has

applications in particle detection simulation ranging from astrophysics [131] [132] and par-

ticle physics [133] [134] [128], to Medical Physics [135] [136] [124]. The object-oriented

nature of the framework provides a flexible environment where it is possible to develop

3-D detector geometries, modelling the interaction of traversing particles with constituent

atoms in a user-definable range of media. Specific class structures are available to record

characteristics of particle interactions with the implemented geometric system, such as

energy loss, local or global positioning and time stamps.

For the work described here, the GEANT4 framework is used to model the source emission

of collinear 511 keV photons, the interaction of those photons with LYSO crystals, and the

subsequent scintillation response to such an event. The paths of all scintillation photons are

traced through the detector geometry and the time and position of any photon interactions

with the active surface of a SiPM are recorded. Results are processed by a plug-in class,

designed from scratch to model the response of a Hamamatsu S10362-33-050C SiPM, which

was selected for application in a prototype TOF-PET detector system in Chapter 5.

7.2.1 General properties of GEANT4

The geometry through which particles propagate in GEANT4 is defined within the Detec-

torConstruction class by placing geometric primitives, such as boxes or cylinders, inside an

initial ‘world’ volume, which defines the boundaries of the simulated environment. Each

volume placed within the ‘world’ is passed material information describing characteristics,
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including chemical formula, density and refractive index. By placing multiple volumes,

full detector systems can be described.

The specific interaction processes which particles transiting through the user constructed

geometric arrangement can undergo are controlled by the PhysicsList. Any physics which

the user wishes to consider in the simulation must be called explicitly by the PhysicsList.

This approach allows for multiple models of an interaction to exist within GEANT4,

which can be easily replaced in the user code depending on the desired application. The

specific GEANT4 physics models applied to this work are described in the sections which

follow.

The probabilities of particle interactions with the implemented environment are calcu-

lated in terms of ‘steps’. A ‘step’ is a discrete path length which the simulation uses to

propagate particles through the simulated geometry. After each step the probabilities of

particle interactions are evaluated and, if an interaction has occurred, the particle prop-

erties are modified accordingly. The step size applied in the simulations presented here

was the system recommended 50 µm. The smaller the step size, the more evaluations the

simulation will attempt per unit length. A balance must therefore be struck between the

uncertainty on the interaction position and computation time.

Although the majority of interactions are considered as discrete (and therefore are eval-

uated in terms of steps), some interactions are classified as ‘continuous’. These processes

continuously modify the particle’s energy and are handled separately so as to avoid them

imposing considerable slow downs on the computation time. Of those processes applied

in this work, only the inelastic scattering of electrons is modelled as continuous.

7.2.2 Detector construction and materials

As discussed above, both the detector system geometry and the associated material def-

initions are implemented within the DetectorConstruction class. In the simulation of a

coupled LYSO-SiPM detection system, the geometry directly impacts the σtrans, as it in-

fluences the range of optical photon paths available to detected photons. The more exact

the real measures and material compositions applied to volumes, the more precisely σtrans

will be modelled.

A schematic diagram showing the side view of a simulated detector geometry is given in

Figure 7.2. From left to right the Figure shows a LYSO crystal, covered on five of six faces
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with 400 µm thick layer of TiO2 paint. A 100 µm layer of optical grease is assumed between

the open face of the LYSO crystal and the SiPM. The SiPM is itself characterised by three

separate layers, each implemented according to data sheet dimensions [77], including: a

300 µm thick protective epoxy window, a 100 µm sensitive silicon layer and an outer

silicon casing. Any number of identical detector systems may be placed within the ‘world’

volume, which was filled with air to mimic an experimental laboratory environment.

The elementary properties of each material used in the detector geometry are given, with

references, in Table 7.1. It is noted that the density and chemical composition of the

epoxy and optical grease layers are approximate. The effect of this approximation is

negligible on the systems energy and timing response as these parameters do not influence

the propagation of scintillation light, which only considers the refractive index.

Table 7.1: Properties of materials used in the simulation.

Material
Chemical

composition

Density

[g/cm3]

Refractive index

@ 420 nm
Reference

Air N0.76 O0.23 Ar0.01 1.29×10−3 1.00 [137]

Silicon Si1 2.33 3.50 [137]

Epoxy C1H1O1 1.00 1.49 a

Optical Grease C1H1O1 1.00 1.6 a

LYSO Lu1.8Y0.2SiO5 7.1 1.81 [61]

Paint TiO2 1.00 1.61 [138]

a Refractive index provided by the manufacturer.

7.2.3 Primary generator action

The PrimaryGeneratorAction class creates the initial particles at the beginning of each

event. For the simulations described here a point source was defined equidistant between

the two coincident detector elements. Collinear 511 keV photons were emitted isotropically

from the source, with a global time delay of 10 ns. The delay was implemented to give

a distinct region with no signal in the SiPMs response, allowing for comparison of the

experimental and simulated baseline noise. The non-collinearity of photons described in

Chapter 2 is not included as the focus of this work is to investigate the detector systems

energy and timing response. Reconstruction studies have not been performed so this effect
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Figure 7.2: Schematic diagram showing the simulated geometry of a coupled LYSO and
SiPM PET detector system. The diagram is not to scale.

cannot influence results.

7.2.4 Electromagnetic physics

The PhysicsList for the simulations presented in this work makes use of the standard elec-

tromagnetic processes of GEANT4 version 10.0, specifically the: G4PhotoElectricEffect,

G4ComptonScattering, G4eMultipleScattering and G4eIonisation processes [127] [130]. In

the context of the detector system simulation, the former two processes determine the in-

teraction of 511 keV photons with LYSO crystals. The latter two processes model the

elastic (G4eMultipleScattering) and inelastic (G4eIonisation) scattering of electrons gen-

erated as a result of gamma interaction in the crystals.

Each of these models have been rigorously validated against experimental measurements

to insure their accuracy [139] [140] [141] and require no input from the user other than

inclusion in the physics list.

7.2.5 LYSO simulation and optical models

The optical physics processes included in the PhysicsList manage both the scintillation

model and the propagation of optical photons through the detector system. These two

processes are key to reproducing both the σStats and σtrans contributions, additionally

influencing the σsignal as the gradient of the leading edge is directly correlated with the

temporal distribution of the detected photon flux. For this purpose the G4OpScintillation,

G4OpBoundaryProcess and G4OpRayleigh optical physics processes were applied to model
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scintillation, the reflections of optical photons at boundaries between media and the

Rayleigh scattering process respectively.

Scintillation

In the case of scintillating materials a number of additional property inputs are required

at the material definition stage, including: scintillation yield, resolution scale, rise time,

fall time, absorption length, scattering length, and a emission spectrum. A full list of the

parameter set used to define the response of a LYSO is given in Table 7.2.

It was discussed in Chapter 3 that the conversion of ionising radiation to scintillation light

can be quantified by the scintillation efficiency. In GEANT4 the efficiency is characterised

by the scintillation yield (Ȳ [photons/keV]), set with a unit-less resolution scale (α) which

describes the Gaussian distributed fluctuations on the number of photons generated in an

event. The resolution scale can be used to describe the combined effects of statistical and

systematic contributions to the photon generation in a scintillating material. The average

number of photons emitted is:

n̄ph = Eγ Ȳ , (7.2.1)

where Eγ is the energy deposited in the crystal by an incident high energy photon. The

variance on n̄ph is then given by var(n̄ph) = α2n̄ph. The resolution scale α is a constant

describing the degradation of energy resolution. The value of alpha for a given energy

resolution (∆E/E) is given by:

α =

√
n̄ph

2.35

∆E

E
. (7.2.2)

In order to reproduce the 8 % energy resolution of LYSO at an energy of 511 keV (see

Table 7.2), the resolution scale was set to α = 4.31.

The rise and fall times which characterise the time profile of a scintillation event each

require a single input parameter1 as given in Table 7.2. The emission spectrum is more

complex, set with a look-up table containing a user-defined number of input values. The

wavelength of scintillation emissions is then empirically sampled from within this table.

1By default the scintillation rise time is not considered by the simulation and, in addition to the material
definition, must be activated explicitly with a boolean value within the PhysicsList.
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In this work a Poisson like distribution was applied, peaking at 420 nm, to mimic the

emission distribution given by Saint-Gobain [61].

After emission, scintillation photons must propagate through the crystal where interactions

are split into two categories:

• interaction with bulk materials;

• interactions at optical interfaces.

The former describes the absorption or elastic scatter of photons through interactions with

a physical medium. Absorption simply removes the particle track and any influence it has

on the surrounding media from the simulated environment. Elastic scatter diverts optical

photons from their original path by applying Rayleigh scatter [127] equations. The prob-

ability of interaction through either of these processes is set by a user defined interaction

length. The scatter length is included in Table 7.2. Based on an approximation presented

by [142], it is assumed that the contribution of absorption is negligible due to the Stokes

shift which separates LYSOs absorption and emission spectra. As such, the absorption

length has not been defined as it is considered to be infinite by the simulation.

Table 7.2: List of characteristic parameters of LYSO scintillation response, including the
Rayleigh scatting length and the reflectivity of the TiO2 painted covering.

Material Parameter Value Reference

LYSO

Light Yield 32 ph/keV [61]

Fall time 41 ns [61]

Peak emission wavelength 420 nm [61]

Energy resolution 8 % [61]

Rise time 0.09 ns [54]

Scattering length @ 420 nm 55 cm [143]

TiO2 Reflection coeff. 0.95 [144]

Optical interfaces

In order to fully consider the systematic effects related to the optical transport (σTrans)

in the crystal, surface treatments were included at the optical interfaces between media,

provided by the UNIFIED model of GEANT4 [145]. Generally in GEANT4, surfaces are
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(a) (b)

Figure 7.3: Diagrams outlining (a) The four reflection types which can be assigned prob-
ability weightings in the UNIFIED model (b) The micro-facet distribution which produce
a Gaussian distributed range of reflections with respect to the average surface normal.

defined as either dielectric-dielectric or dielectric-metal. In the case of a dielectric-metal an

impinging photon can only be absorbed or reflected by the metal. If the photon is absorbed

it is considered detected and characteristics of the interaction are recorded. Conversely, at

a dielectric dielectric interface the photon can undergo total internal reflection, refraction

or Fresnel reflection. The UNIFIED model allows access to a range of surface effects to

describe dielectric-dielectric surfaces based on either a polished or a ground finish.

In the case of a polished finish, all reflections will be specular (i.e. the angle of incidence

is equal to the angle of reflection), assuming a perfectly flat surface. This is the system

default for when no surface is specified by the user. Alternatively, a ground surface can be

set with user defined probability weightings for four individual types of reflection: specular

spike, specular lobe, Lambertian and back scatter, see Figure 7.3a.

• Specular spike describes a specular reflector on a perfectly flat surface.

• Specular lobe is a case of specular type reflection in which the reflective surface is not

perfectly smooth but contains micro-facets characterised by a Gaussian distribution

of angles (α) about the surface normal, see Figure 7.3b. The standard deviation of

this distribution (σα) can be defined by the user.

• Lambertian reflection is diffuse and results in a cosine probability distribution about

the average surface normal, as shown in Figure 7.3b.

• Backscatter describes the specific case when the incident photon is reflected back

along its incident path.

A further level of detail can be added to polished or ground surfaces by considering the
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Figure 7.4: Diagram showing ground back painted surface type.

surface as either front painted or back painted. A front painted surface will not allow refrac-

tion from one media to the next, limiting photon interactions to reflection or absorption at

the optical boundary. A polished front painted surface will consider only specular reflection

at the boundary. Similarly, a ground front painted surface will consider only lambertian

reflections, removing the need for user defined probability weightings of the four reflection

types. In both cases the reflectivity of the paint layer is defined by a coefficient in the

range 0-1 which must be set by the user.

Back painted surfaces are a complex surface description which are defined with material

properties of their own, used to describe a virtual medium between the photon propagation

media and the paint, illustrated as nv in Figure 7.4. This type is useful for modelling

higher order effects of painted surfaces as it allows for both user defined reflection type

and a surface roughness (σα) to be applied at the n1-nv interface. If a photon is refracted

through into the nv medium, it will go on to interact with the paint (or reflector) layer

where, similarly to front painted surfaces, the photon is either reflected or absorbed. In

the case of a polished back painted surface, reflections off the paint layer are specular

assuming a perfectly flat surface. In the case of ground back painted reflections of the

paint are lambertian, see Figure 7.4. Again, in both cases the reflectivity of the paint

layer is defined by a coefficient in the range 0-1 which must be set by the user.

A ground back painted surface was used to define the LYSO-paint interface shown in

Figure 7.2. The refractive index of the nv layer was set to 1.61, equivalent to the refractive

index of TiO2 paint given in Table 7.2 and the reflectivity of the paint layer was set to

0.95. A value for the angular distribution of the micro-facets was not available from the

crystal manufacturer (Saint-Gobain) and so was set as σalpha = 1.3◦, equivalent to the
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distribution measured from the surface of a polished BGO crystal by [144].

The only other surface specifically defined was at the epoxy-active surface interface (see

Figure 7.2) which was set to dielectric-metal. For this surface type only reflection or

detection may occur with probabilities Pref and Pdet respectively. The probabilities of both

parameters can be set by the user with the constraint Pref + Pdet ≤ 1. In this simulation

Pref = 0 and Pdet = 0.48, equivalent to the detection efficiency of the Hamamatsu S10362-

33-050C device to 420 nm wavelengths [77]. As a result any photon track which was

incident on this surface was simulated no further, independent of detection.

All other optical interfaces shown in Figure 7.2 were set to the default dielectric-dielectric

polished type.

7.3 SiPM device simulation

In order to emulate the response of a SiPM device, the pixellated nature of the device

must be considered. As discussed in depth in Chapter 4, the combination of high gains

and photon counting capability exhibited by the SiPM is achieved through segmentation of

the active area into pixels. The number of detected photons and their temporal spread can

hence be determined from the number of pixels where an avalanche breakdown occurred,

and the shape of the resulting electronic pulse summed from all activated pixels. Besides

the photon detection there are a number of other parameters which affect an SiPMs

response:

• Gain. The gain of a SiPM determines the charge produced in an avalanche event

and hence the signal amplitude. The gain depends linearly on the potential difference

applied across the device and therefore the static electric field strength through the

p-n junction. The value of the single-pixel gain used in this simulation (see Table 7.3)

was the data sheet value. The uncertainty on the gain quoted in Table 7.3 defines

the gain swing for a temperature change of ±1◦C.

• Photon Detection Efficiency (PDE). A fundamental property of any photode-

tector device is the PDE. This, as the parameter with the single largest influence

on the photon counting resolution, has a significant effect also on the final CTR. A

smaller value of PDE will make the probability of detecting the first few photons

within the σStat statistical distribution smaller, increasing the uncertainty on the

signal turn-on. The PDE assumed in this work is the data sheet value as given by
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Hamamatsu.

• Dynamic Range and Pixel Recovery. The finite number of pixels available to a

SiPM intrinsically limits the operational range. Saturation effects can therefore be

observed whereby the number of photons in the activating signal is underestimated

by the number of avalanche breakdown events. A SiPMs response to an infinitely

narrow light pulse can then be described using equation 4.4.8 from Chapter 4. In

the case of a SiPM response to a temporally distributed flux, as in scintillator appli-

cations, the pixel recovery time can also significantly influence the device response.

During an avalanche process, the bias voltage across the p-n junction drops to the

characteristic break-down voltage, recovering to the nominal operating voltage at a

rate of τfall:

Vover(t) = Vover(0) ·
(
1− e−t/τfall

)
, (7.3.1)

where τfall is the device fall time as measured in Chapter 5. This process there-

fore defines how long it takes for the pixel to return to ideal operating conditions,

during which time it shows reduced sensitivity to an activating photon flux. In this

simulation it is assumed that the single pixel dead time is equivalent to the value

as measured by [146]. During dead time the pixel is completely insensitive to any

external photon flux. Saturation effects will have little effect on the CTR of the

system when measured with a thresholding technique as the early photon detections

will not be affected by the saturation effects. However it is possible that a reduced

energy resolution caused through pulse height saturation may result in the CTR

being overestimated.

• Cross Talk and After Pulsing. For each triggered avalanche, there is a finite

probability that the process will generate further avalanches through either cross-

talk or after-pulse effects, previously discussed in Chapter 4. For 50 µm2 Hamamatsu

devices, cross-talk has been measured to occur in 4% of pixel activations [147]. After-

pulsing is observed in terms of fast τfast and slow τslow emission components, both

of which have been measured to occur in approximately 13% of pixel activations [93]

[109]. However, unlike cross-talk events, the gain distribution of avalanches triggered

by after-pulsing is correlated to the state of recharge (given by equation 7.3.1) of

the previously activated pixel. Since both cross-talk and after-pulsing events are

triggered by avalanche breakdown, they are often referred to as correlated noise.
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The PDE value as quoted Hamamatsu, and applied to this simulation, is not cor-

rected for correlated noise contributions. However the time window over which

the gain was calculated has not been made available through communications with

Hamamatsu. Therefore it is not straightforward to make educated guesses on what

percentage, if any, of the after pulses are included in the data sheet value [77]. The

adopted strategy has been to not simulate correlated noise effects specifically, so to

avoid overestimating their effects. Uncertainties on the CTR due to this assumption

are considered and discussed in detail in Chapter 8.

• Thermal noise. Thermal noise in SiPMs is typically described by the rate of

thermally activated pixel avalanches. Hamamatsu quote a thermal noise rate of the

S10362-33-050C device as 10 Mcps, measured at the 0.5 p.e photon level. Therefore,

in a scintillation event lasting typically 200 ns, 2 thermal noise events are expected.

This contribution was considered insignificant and has not been included in the

simulation presented here.

• Electronic noise. The electronic noise of the system was described previously as

σrmsnoise and is linearly related to the σsignal timing contribution via equation 7.1.2.

This value was measured directly from pulses recorded for the coincident detector

system experiments described in Chapter 6.

7.3.1 Simulation framework

A full list of the input parameters describing the SiPM simulation response are listed in

Table 7.3. In the first simulation step a list of three dimensional vectors providing the

(x,y) coordinate as well as the time t, are read in, generated by the scintillation and optical

transport models in response to a γ-photon interaction in the crystal. In this case x and

y described the spatial hit coordinate on the SiPMs active surface and t the interaction

time. Each three-vector therefore describes the space and time co-ordinates of photons

which passed the PDE cut when interacting at epoxy-active silicon surface.

Once loaded into the SiPM response code, the (x,y) coordinates at each hit are assigned

to 50×50 µm2 pixels, and the list of hits for each pixel are sorted in time. A dead time is

next applied at each pixel to discard any hits which occurred during the re-charge cycle,

when the pixel is assumed to be inactive. The result is a list of timestamps defining each

single pixel activation generated in response to a scintillation event. To account for the

transit time spread effects on each activation, time stamps were smeared using a Gaussian
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Figure 7.5: A simulated single pixel current response as defined by equation 7.3.2 (ta =
10 ns) and the parameter set given in Table 7.3.

distribution with a FWHM equivalent to 2.35·σJitter. A smeared time stamp was then

randomly sampled from within the projected distribution.

Table 7.3: List of characteristic parameters of SiPM response.

Parameter Value Unit Reference

PDE 52 ± 5 % [77]

Gain 9×105 ± 3×103 - [77]

Rise time10−90% 1.43 ± 0.02 ns see Table 5.2

Fall time10−90% 42.7 ± 0.5 ns see Table 5.2

Jitter (σJitter) 33.9 ± 0.4 ns see Table 5.2

Dead time 50 ± 7 ns [146]

Electronic noise (σrmsnoise) 84 ± 5 µA -

Sample Rate 40 Gs/s -

A single-pixel response, as defined by the rise time, fall time and gain (see Table 7.3),

was produced originating from the calculated smeared time stamps. The shape of this

response is mathematically described by a linear rise followed by a single exponential fall,

as follows:
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f(t) =


0, t < ta

G t−ta
δ , ta < t < (ta + δ)

Ge
t−ta−δ
τfall , t > (ta + δ)

(7.3.2)

where ta is the pulse activation time, G a scaling factor used to define the single pixel gain,

δ is the time from ta to the maximum amplitude (δ = 1.2 × rise10−90% = 1.71 ns) and

τfall is the 1/e fall time (τfall = (ln(0.9) − ln(0.1))fall10−90% = 19.43 ns). The resulting

pulse shape was scaled so as the integrated charge was equivalent to the charge on a single

electron, multiplied by the device gain: 1.6 × 10−19 C×9 × 105 = 1.44 × 10−13 C. The

resulting pulse shape is given in Figure 7.5.

The full device response was formed by sampling each single pixel response at 40 GS/s.

The sampled response of each single pixel activation was then summed by recording the

values in a histogram with 25 ps bins (equivalent to 40 GS/s). The result is the summed

response of all single-pixel activations, mimicking the parallel combination of APD cells

in a SiPM device as show in Figure 8.3.

Comparisons of simulated electronic response pulses, produced by the combined GEANT4

and SiPM simulation frameworks described here, and the experimentally measured equiv-

alent are discussed in detail in Chapter 8 which follows.
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Chapter 8

Simulation results of a coupled

SiPM and LYSO detector

system

This chapter characterises the response of the GEANT4 detector simulation model de-

scribed in Chapter 7, validated against theoretical and experimental results. It has been

discussed previously that the limiting contribution to the timing uncertainty of a PET de-

tector system is the photon statistics. As such, validation of the single and bi-exponential

photon emission models of the GEANT4 framework are presented first. With confidence

in the GEANT4 emission characteristics, initial results of the coincident detector system

simulations are presented and discussed. Finally, measurements of the systematic uncer-

tainties associated with CTR of the system are evaluated. Specific parameters which either

dominate the systems CTR response, or have been applied with large uncertainties, are

identified. The effect of these parameters are measured by varying the parameter values

within individually considered limits. By considering the effect of each parameter, a to-

tal uncertainty on simulated results is given and comparisons made against experimental

results.

8.1 Photon statistics

Theoretical models developed to predict the probability distributions of photon arrival

times have been presented previously in Chapter 3, but are additionally included below.
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From [52], we can assume the probability that the Nth photo-electron is created in a time

interval between 0 and t is Poisson-distributed:

PN (t) =
[f(t)]N e−f(t)

(N !)
, (8.1.1)

where f(t) describes the temporal profile of the characteristic scintillation response. For

the single exponential model we then define [53]:

f(t) = R

(
1− e

− t
τfall

)
. (8.1.2)

And for the bi-exponential model [55]:

f(t) = R

[
1−

τrise + τfall
τfall

e
− t
τfall +

τrise
τfall

e
−t/

τriseτfall
τrise+τfall

]
. (8.1.3)

In both cases R is the total number of photoelectrons produced at the SiPM in a certain

time window (e.g. 200 ns), τrise and τfall are the rise time and fall time of the scintillator’s

characteristic decay.

In order to check the statistical photon emission models of the G4OpScintillation process,

simulations were run with input parameters set as Tables 7.2 and 7.3. For these simulations

the G4ComptonScattering process was turned off. Gamma-ray photons could therefore

only interact via the photoelectric effect. This allowed the mean number of photons

associated with photopeak events to be evaluated without correcting for lower energy

Compton scatter events. The surface roughness of the LYSO-Paint optical surface was set

to σα = 1.3◦, equivalent to the distribution of a polished crystal surface as measured by

[144]. Time stamps of interacting photon hits at the SiPM active surface were recorded for

5000 independent events. For both coincident detector systems, the average and standard

deviation number of photons detected in a photopeak event was R = 3000 ± 100. For the

single exponential measurement the SetFiniteRiseTime method of G4OpScintillation was

set to false; for the bi-exponential it was set to true.

Comparison of the simulated and theoretical distributions calculated by applying equa-

tions 8.1.1, 8.1.2 and 8.1.3 are given in Figure 8.1. The simulation is shown to qualitatively

reproduce the single exponential model for a range of photon order statistics when SetFini-

teRiseTime is set to false, and likewise the bi-exponential model when set to true. All
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(a) (b)

Figure 8.1: Comparative plots of normalised theoretical and simulated photon arrival dis-
tributions (a) Single exponential model [53] (b) Bi-exponential model [55]. The parameters
applied to the theoretical considerations are quoted on the plots.

simulation results presented in what follows have the SetFiniteRiseTime method set to

true in order to consider the more physical bi-exponential model.

8.2 Coincident detector systems

For the coincident detector simulations described in this section, two identical detector

systems were placed in the world volume with a spatial separation of 5 cm, see Figure 8.2.

As in the photon statistics simulations, only photopeak events are of interest and so the

G4ComptonScattering process was turned off, resulting in significantly shorter processing

times. A point source was placed at the central position between the two, emitting collinear

511 keV photons isotropically distributed over a spherical surface, but with emission angles

restricted to a cone illuminating the detector systems. All response characteristics were

applied as in Tables 7.2 and 7.3. The surface roughness of the LYSO-Paint optical surface

was set to σα = 1.3◦.

Data sets for all measurements presented in this section correspond to 6×105 independent

γ emission events, yielding approximately 2500 coincident photopeak pulse pairs. For each

coincident pair the current response pulses generated by the SiPM simulation were saved to

file. It is shown in Figure 7.5 that the simulated single-pixel response is defined in terms of

a current response. In order to compare results directly with experimental measurements

the simulated current response pulse was scaled by a factor of 25.2, representative of

total load resistance of the experimental arrangement to convert the current to a voltage
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Figure 8.2: Illustration of a coincident detector system about a point source.

response.

8.2.1 Energy results

Using a method identical to that described in Chapter 6, energy measurements of the

simulation response were extracted from a pulse height spectrum formed by filtering the

recorded pulses with a second order Butterworth filter, fc = 350 MHz. The maximum

amplitude of each filtered pulse was measured and the result passed to a histogram with

bin width of 1 mV. The energy resolution was then calculated as described in equation 6.1.1

using the mean and standard deviation as extracted from Gaussian fits to the photopeak.

Uncertainties on each of the fit parameters were assumed to be the propagation of the

statistical uncertainties and the uncertainty due to non-Gaussian tails. Uncertainties due

to non-Gaussian tails on the fitted data set were estimated by varying the limits of the

considered photopeak range and re-fitting. This procedure was repeated in steps of σ/2

for the data set contained between three to six σ of the original fit. The range of the

resulting fit parameters was considered as the uncertainty on the fitting routine.

A direct comparison of experimental and simulated electronic pulse pairs are presented

in Figure 8.3a with further comparisons of the related photopeak energy results in Fig-

ure 8.3b. There are a number of features to note from these distributions.

Firstly, the shape of both simulated and experimentally measured pulses appear com-

parable in the first few nanoseconds following turn on. This is the signal region which

this simulation has specifically been designed to model as it defines the optimum timing

performance. Recreating the electronic noise and signal shape in this region equates to

matching the σsignal contribution of the systems CTR.

Secondly, the pulse height spectra given in Figure 8.3b shows a reduced photopeak en-

ergy and improved energy resolution in the case of the simulated pulses. This effect
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(a)

(b)

Figure 8.3: Comparison of example photopeak pulse pairs from simulation and experi-
mental measurements. (a) Example raw, unprocessed experimental and simulated pulses
pairs (b) Pulse height spectra as measured from digitally filtered pulse pairs.
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can be explained by after-pulse events which are not fully considered by the simulation.

As described in Chapter 7, after pulse events have been measured to occur in ∼26% of

avalanche activations with emission probabilities shared equally between τfast ≈ 15 ns

and τslow ≈ 80 ns [93]. As the pulse height is shown to peak approximately 25-30 ns

after turn on, it is expected that the signal gain associated with the τfast emission will

contribute to photopeak gain and variation. Due to the gain correlation of after pulses

with the associated primary avalanche, and by considering τfast < τfall = 19.4 ns, it can

be assumed the average gain of a fast emission after pulse event is less than a primary

avalanche event. As such the signal gain from these events will be in the range < 13%. The

10% gain offset between simulation and experiment could therefore feasibly be explained

by τfast after pulses.

Finally, differences are observed between the two data sets at the falling edge, where the

simulation produces a less than satisfactory approximation. The shape of simulated re-

sponse pulses is seen to exhibit a two component falling edge either side of approximately

80 ns. This behaviour derives from the 50 ns single pixel dead time which, in combination

with the finite size and number of pixels defined within the SiPMs active surface, leads to

saturation effects in the device response. At approximately 80 ns one sees the effect from

a number of pixels which, having been activated at the beginning of an event, and having

since been insensitive to the optical photon flux, are then re-activated. This brings the

response closer to a linear regime, thus reducing the gradient of the falling edge. Although

S10363-33-050c SiPMs have been shown to saturate when coupled to LYSO crystals, acti-

vated with 511 keV γ photons [148], this specific pulse shape behaviour is masked in the

experimental measurements by the contribution of the (τslow = 80 ns) after-pulsing events.

These events are higher gain than the τfast events due the gain correlation between the

time of the primary avalanche and the initiation of a secondary avalanche. It was cal-

culated previously that τfall = 19.43 ns. It can then be assumed that the approximate

relationship τslow ≈ 4×τfall is true. As a result the pixels are likely to have completed the

re-charge cycle when a τslow event is initialised. These events can therefore be considered

to yield comparable gain characteristics to photon induced activations. In conclusion, a

13% underestimate of the simulated signal gain in approximately 50-150 ns is expected

due to τslow after pulse events which are not included in this simulation model.
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8.2.2 Timing results

The CTR of the simulation was measured with the identical method as applied to exper-

imental results in Chapter 6. Only events in which both pulses are within the FWHM of

the photopeak were selected for processing. A set of timestamps were recorded for each

interesting pulse via leading edge discriminators, applied at incremental steps along the

leading edge relative to the mean photopeak pulse height. For each trigger position the

time difference (∆t) between each pulse pair was calculated and transferred to a histogram

with 25 ps bins (equivalent to the 40 GS/s sample rate of the recorded pulses). The final

histograms containing a full sample of ∆t values were then fitted with a Gaussian distri-

bution and the FWHM extracted to represent the system CTR. The uncertainty on each

FWHM was assumed as the propagation of the statistical uncertainty on the width of the

device with the range of values calculated when the fit was re-applied in steps of σ/2 to

the three to six σ range. The process was repeated using: raw, unprocessed pulse pairs,

pulse pairs filtered with the 5th order, windowed equiripple filter with fc = 500 MHz and

pules pairs filtered using the 2nd order, Butterworth filter with fc = 350 MHz.

Comparisons of the experimental and simulated CTR are presented in Figure 8.4. The

simulation is seen to reproduce all the major features of the three distributions, including

the trigger position of the optimum CTR, the divergence of the three distributions below

trigger positions of approximately 12%, and linear behaviour of the three distributions at

trigger positions above 12%. A feature of note in these two distributions is the abrupt

increases in CTR measured in the Raw and Equiripple pulse distributions. This effect

derives from the electronic noise (σrmsnoise) which has not been fully removed from these

distributions. As the threshold approaches the noise floor, there is an increased proba-

bility that the noise will cross the threshold, resulting in a time stamp which does not

correlate with the detector activation. As a result, the timing distributions are no longer

correlated to a detector activation and the timing resolution diverges. This is a limitation

of thresholding techniques which must be considered if an accurate measurement is to be

made. At the 1% and 2% thresholds, the CTR is seen to improve in both experimental

and simulated distributions. This is a noise saturation effect where the threshold is so

low that only the noise is visible. The timing resolution measured in this case is then

correlated only to the σrmsnoise distribution.

Finally, one must recall that the purpose of this simulation is to reproduce the timing

performance of a coupled LYSO and SiPM detector system. The CTR of the simulated and
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(a)

(b)

Figure 8.4: Timing resolution as a function of leading edge discriminator position for a
coincident system of 3×3×5 mm LYSO crystals, painted with a reflective TiO2 paint and
read out by Hamamatsu S10362-33-050C SiPMs. The three colour distributions define
the processing techniques applied to the recorded pulses before triggers were applied. (a)
Simulated system response (b) Experimentally measured system response.
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experimental data sets, as measured at a 3% trigger position of the Butterworth filtered

data-sets, were calculated as: CTRExp = 290± 10 ps, CTRSim = 270± 10 ps, equivalent to

within 1.4 error bars. It should be noted here again that the quoted simulation uncertainty

does not include systematic effects, which are evaluated in what follows, increasing the

total uncertainty. Moreover, the simulation is also shown to recreate all of the features

observed in the experimental results, including the correlation of the trigger position and

the CTR over a range of 40% of the total pulse height.

The combination of the well reproduced CTR features and the gain characteristics de-

scribed by the energy and pulse shape comparisons suggests that the 52% Hamamatsu

quoted PDE is a good approximation of the system response, including photon activations

and cross talk effects, but excluding after pulses. The systematic uncertainties deriving

from this approximation and others are detailed below.

8.3 Systematic uncertainties on the timing response

This section presents measurements of systematic contributions to the system CTR intro-

duced through uncertainties on the simulation input parameters. A number of parameters

have not been explicitly considered here due to the well defined uncertainties with which

they are either quoted in literature, or have been measured experimentally as part of the

work presented in Chapter 5. This group includes: the rise time, fall time, gain and jitter

as defined in Table 7.3 and the rise time, fall time, energy resolution, scintillation yield

and TiO2 paint reflectivity as given in Table 7.2. The parameters which require further

investigation, are: the single pixel dead time, the PDE and the surface roughness of the

LYSO crystal. For the measurements described in this section all of energy and timing

results were acquired using identical methods to those described in section 8.2.

8.3.1 Dead time

The dead time of individual GM-APD cells is quoted with a 15% uncertainty (Table 7.3)

and this was therefore identified as a notable source of uncertainty. By reducing the

dead time of the individual pixels, reactivation of pixels by the photon flux becomes more

probable. As a result, the contribution of τslow after-pulses to the total signal gain will be

reduced as secondary pixel activations are more likely to occur through photon activation.

For these measurements the dead time was varied in the ±3σ range around the nominal
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value of 50 ns.

The energy and CTR results for a range of dead time inputs, measured using identical

methods to those described in section 8.2, are given in Figure 8.5. Results show negligible

effects on the system CRT and energy resolution in the ± 3σ range. This is expected as

the dead times in the range 30-70 ns, as applied here, will only affect the shape of the

falling edge of the pulse. This is shown explicitly in Figure 8.6 where simulated photopeak

pulses have been plotted with some representative values of dead time for comparison. It

is shown that the rising edge and maximum pulse height, where the energy and timing

measurements are made, are equivalent. The effects of varying this parameter only become

visible on the falling edge. It is shown that as the dead time decreases, more pixels are

available to fire a second time, increasing the gain of the falling edge.

8.3.2 Photon detection efficiency

An uncertainty on the quoted PDE is not available from Hamamatsu and so cannot be

applied directly here. However it has been discussed already that Hamamatsu quote data

sheet values for the PDE which include the effects from all correlated noise. In this case,

by applying the nominal value without properly modelling correlated noise events, the

simulation is bound to underestimate the temporal spread of pixel activations. In order

to characterise any effect of PDE on the resulting system CTR, the correlation of these

two parameters must first be understood.

Again energy and timing results have been measured by applying the techniques described

in section 8.2. In this case the PDE has been varied in steps of 5% to show a total spread

of ± 15% relative to the value quoted by Hamamatsu. Results of the system CTR and

the energy resolution as a function of PDE are then given in Figure 8.7. Both the CTR

and energy resolution show a clear linear dependence on PDE. The correlation of both

parameters can be predicted due to the increased probability that a higher number of pixels

will be activated in a given event. In the case of the timing resolution this means that a

higher proportion of the early photon flux is detected, these photons arrive with narrower

probability density distributions (see Figure 8.1b) and so provide a reduced contribution

to the total system timing resolution. In the case of the energy resolution, an increased

PDE equates to an increased number of pixels firing and hence an increase in pulse height.

The resolution on these pulses is intrinsically improved due to the statistical gains from

activating a higher number of cells.
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(a)

(b)

Figure 8.5: Selected simulation response parameters plotted as a function of single pixel
dead time (a) Coincidence timing resolution (b) Energy resolution.
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Figure 8.6: Comparison plot showing simulated photopeak pulses with three separate dead
times.

In order to extract an uncertainty on the CTR associated with the approximated PDE

value, a range of input values must be assumed. The Hamamatsu data sheet PDE is

considered here as an upper bound whereby the gain contributions of cross-talk and all

after-pulsing effects are compensated for by an inflated PDE. However, it has been shown

through comparison of simulated and experimental energy, pulse shape and CTR results

that this does not appear to be the case. It is likely then that after pulses may not be

fully accounted for in this value. With no information available from Hamamatsu on their

measurement technique some assumptions must then be made. If we first consider that

due to τslow ≈ 4×τfall, these after pulse events will often occur after the activated pixel has

fully re-charged. These events will therefore be indistinguishable from dark noise events

and are hence impossible to correlate to a primary avalanche event on the single event

scale. It is likely then that these events were not included in the quoted PDE. As such, in

order to estimate a lower bound on this uncertainty it is assumed that all τfast after pulses

were measured with a (over-estimated) gain equivalent to that produced by an avalanche

event in a fully re-charged pixel. Hence the quoted PDE is over-estimated by a percentage

equivalent to the probability of these events: τfast = 13%. The upper bound on the PDE

is then xhigh = 52% and the estimated lower bound is then xlow = 45.2%. By applying

the gradient of the straight line fit given in Figure 8.7a, the uncertainty in PDE can be

equated to an uncertainty on the CTR of:

143



(a)

(b)

Figure 8.7: Selected simulation response parameters plotted as a function of PDE (a)
Coincidence timing resolution (b) Energy resolution.
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FWHMPDE = (a0 + a1 · xlow)− (a0 + a1 · xhigh) = 23 ps, (8.3.1)

where a0 = 0.48 ns and a1 = -3.38×10−3 ns/%.

8.3.3 Surface roughness

As discussed previously, modelling the surface roughness of the crystal is one of the largest

sources of uncertainty in the input parameters. It has been shown in literature that

increasing the roughness of the crystal surface, by applying different surface treatments,

will broaden the distribution of photon reflections off that surface. Specifically crystal

surfaces which have been mechanically polished, chemically etched and coarsely ground

result in an approximately Gaussian distribution of angles of reflection with standard

deviations 1.3◦, 3.8◦ and 12◦ respectively [144]. The crystals used in this work were

polished by the manufacturer before delivery, however it is possible that the polishing

abrasives/techniques applied were different to those used in the cited work. Crystals could

also have been damaged (for example scratched) in transit. In order then to understand

the correlation of CTR with surface roughness over all possible surface types, σα was

varied in the range of 0.1-12◦.

The resulting CTR and energy resolution distributions are given in Figure 8.8. Here both

energy and CTR distributions show a quadratic decrease of the resolution as the surface

roughness is increased. At larger scattering angles the photon flux is less dependent on the

geometry and gamma interaction position in the system, hence reducing the fluctuations

in both the temporal and spatial photon distribution at the SiPM surface.

It is possible then to estimate the uncertainty associated with the surface roughness by

assuming a ± 1.0◦ uncertainty on the 1.3◦ input parameter. This relates to approximately

≈ 70% of the range difference between the polished and chemically etched crystal surfaces.

By considering a 1.3◦ ± 1.0◦ one can consider xlow = 0.3◦ and xhigh = 2.3◦. By applying

the fit equation given in Figure 8.8a an estimated uncertainty due to surface roughness

effects can be estimated as:

FWHM SR = (a0 + a1.0.3 + a2 · x2
low)− (a0 + a1.2.3 + a2 · x2

high) = 34 ps, (8.3.2)
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(a)

(b)

Figure 8.8: Selected simulation response parameters plotted as a function of surface rough-
ness (σα) (a) Coincidence timing resolution (b) Energy resolution.
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8.4 Depth-of-interaction

The depth of interaction experiment as described in Chapter 6 was reproduced in simu-

lation by replacing the 3×3×5 mm3 crystal in the geometery shown in Figure 7.2 with

a 4×4×20 mm3 crystal painted on the four long edges. A SiPM was optically coupled

to each end of the crystal with a 100 µm layer of optical grease. For each measurement,

662 keV γ-photons were emitted uniformly from within a 2 mm diameter circular source,

centred about the quoted offset relative to the crystal surface. This source distribution

had been predicted by simulations run by Dr Mukhtar Al Shanqity at the University of

Surrey using the Monte Carlo simulation software EGSnrc [149]. In the experimental

DOI measurements presented in Chapter 6, no clear distinction between the Compton

continuum and the photopeak was observed in data. Hence, Compton scattering events

could not be assumed to have a negligible impact on the energy measurements presented

in this experiment and the G4ComptonScattering model was turned on. The response

characteristics of both the LYSO crystal and SiPM were applied as given in Tables 7.2

and 7.3. Values for the surface roughness have been varied in the range σα = 0.1-12% for

comparative analysis and are quoted explicitly in relation to each measurement.

8.4.1 Energy results

For each step position along the length of the simulated crystal 5000 events were used

in analysis so as to provide a direct statistical comparison between experiment and sim-

ulation. In this case simulated SiPM current pulses were recorded when greater than 10

photons were detected at each of the coincident detectors. During analysis pulses were fil-

tered with a second-order Butterworth filter, fc = 350 MHz and the resulting pulse height

values transferred into a histogram with bin widths 0.25 mV.

Unlike the experimental measurements, an exponential component was not observed stretch-

ing beyond the photopeak. As a result, simulated photopeaks were fitted with a simple

Gaussian distribution between user selected limits. The exponential behaviour seen in the

experimental measurements is therefore likely due to source effects resulting from a non-

ideal collimator. In order to account for any uncertainty introduced to the fitting routine

due to the shape of the Compton distribution about the lower range, the difference be-

tween the photopeak mean and the user selected lower range was calculated and fits were

re-applied with the lower range varied between 0.5 and 1.5 times the original value. This
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range results in fits both with and without the weightings from the Compton shoulder

which will be the largest source of uncertainty in the fit. The uncertainty of each of the fit

parameters was then approximated as the propagation of the statistical uncertainties and

the range of the values measured from these fits. Example gamma spectra for a number

of symmetric beam interaction positions are given in Figure 8.9.

The resulting measurements of the photopeak energy for range of σα values are given in

Figure 8.10. Here each distribution has been normalised relative to the measurement made

at the 8 mm beam positions. Applying a normalisation is convenient for comparing results

with the equivalent experimentally measured values, also included in Figure 8.10. Both the

simulated and experimental photopeak distributions show a common trend whereby the

photopeak energy, and therefore the total photon flux reaching the detector, increases as

the beam position approaches the SiPM. Clear correlations should also be noted between

the surface roughness of the crystal and the gradient of the photopeak energy as a function

of position. It is shown that the smoother surfaces show a higher rate of change and

therefore a greater dependence of the DOI position. This property can be explained

through geometric considerations. If the crystal surface is considered as a perfect specular

reflector, then only scintillation photons emitted at a range of extremely well defined

angles (see Chapter 3) will escape the crystal to be detected by the SiPM. In this case the

amount of light detected is purely a function of the solid angle projected from the point-

like emission position of the scintillation light to the end face of the crystal. This effect is

therefore expected to scale with r2, where r is the radial distance between the crystal face

and the scintillation emission position. As the surface roughness increases, reflections at

the crystal surface become increasingly randomised and hence the geometric constraints

on the range of scintillation emission angles visible to the detector are decreased. The

result is then that rough surfaces show a reduced dependence of the light flux intensity as

a function of DOI, tending to become increasingly linear as the randomisation of reflection

angles is increased. However, the simulation shows that even for the largest applied surface

roughness (σα = 12◦, relating to the measured angular distribution of a roughly ground

crystal surface [144]) some quadratic behaviour is still seen at the positions approaching

the SiPM.

The experimentally measured distribution, although showing a comparable change in light

response over the length of the crystal, presents a linear dependence. The higher order

shaping effects of this distribution could be influenced by a number of systematic uncer-

tainties in the experimental arrangement, notably including: the source collimation and
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(a) (b)

(c) (d)

(e) (f)

Figure 8.9: Example pulse height spectra (alpha = 1.3) as measured at a number of beam
positions along the crystal length (a) -10 mm relative to the crystals centre (b) +10 mm
relative to the crystal centre (c) -8 mm relative to the crystal centre (d) +8 mm relative to
the crystal centre (e) -2 mm relative to the crystal centre (f) +2 mm relative to the crystal
centre. Fits are shown as thick lines coloured relative to the distribution represented.
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Figure 8.10: Comparison of experimental and simulated photopeak energy. Values of each
trace have been normalised relative to the 8 mm beam position for comparison.

distribution, a skewed crystal alignment, and non-uniformities in the crystal surface and

paint layers. Without extended characterisation of the experimental apparatus and the

potential systematic effects described above, it is difficult to draw specific conclusions on

surface roughness of the crystal from the results of these energy measurements. In hope

of providing a more detailed conclusion timing measurements have also been analysed for

comparison.

8.4.2 Timing results

Timing measurements were performed on simulated data using the same technique de-

scribed in section 8.2.2, but with triggers applied relative to the crossing point of the

photopeak energies. Comparison of the simulated and experimental CTR are then given

in Figure 8.11. Here, Figures 8.11a and 8.11b compare the full range of trigger values mea-

sured at each of the DOI positions for the experimental and σα = 1.3◦ simulation runs.

Results show a few significant features. Firstly, the simulated distribution has a reduced

dependence on both the DOI position and the trigger level. The spatial dependence is

likely due to the higher order discrepancies seen in the energy response of the experiment

and simulation as previously presented. The trigger level dependence however is explained

by the energy offset seen in the two experimental channels in Figure 6.8a. In the case of

the experimental measurements the trigger applied does not relate to a constant fraction
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of each pulse in the pulse pair, hence introducing an additional systematic uncertainty. Fi-

nally, the timing resolution of the experimental results is offset from the simulated results

by approximately 50 ps at the minimum trigger points in the central region.

In order to compare results for each of the surface roughness measurements, the 4% trigger

results from each are plotted in Figure 8.11c. The simulated results are shown to under

predict the experimental results in the range of 30-300 ps, where the closest approximation

is shown by the smoother σα = 0.1◦ and 1.3◦ surfaces. By comparing the series directly

it is clear that the experimental measurements show anomalous behaviour at the -8 mm

to -4 mm positions. A systematic effect at these positions is consistent with the results

shown in Figure 8.10 where the parabolic behaviour predicted by the simulation is not

reproduced by experiment. Both of these behaviours can be explained by a reduction in

the predicted photon flux at these positions. It is possible then that some optical defect

in the crystal (i.e. a scratch, or a surface chip) could be causing a systematic reduction in

light reaching the SiPM in this region.

In conclusion the depth of interaction experiment and resulting simulations have further

validated the base response of the simulation framework by reproducing reasonably well

experimental measurements of both energy and CTR effects. However, uncertainties in

the experimental results have lead to less than ideal recreation of the higher order effects

in both the energy and timing measurements. Therefore, specific, detailed conclusions on

the distribution of reflections at the crystal surface cannot be drawn. The estimate of

surface roughness, as described in equation 8.3.2, cannot be improved upon with available

data, and an extension to DOI measurements would be a natural next step to improve

understanding in this area.

8.5 Comparison of experimental and simulated CTR

With the dominant systematic uncertainties on the simulations input parameters inves-

tigated in detail, the uncertainty on the simulated CTR at each trigger point (i) can be

estimated as:

FWHM i
CTR =

√
FWHM i

meas.
2 + FWHM2

PDE + FWHM2
SR,

=

√
FWHM i

meas.
2 + 232 + 342,

(8.5.1)
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(a)

(b)

(c)

Figure 8.11: Coincidence timing resolution as a function of absolute position along x-axis
(a) Experimental CTR results (b) Simulated CTR (σα = 1.3) (c) Result measured at 4%
trigger levels for each simulated surface roughness compared to the equivalent experimental
distribution.

152



Figure 8.12: Comparison of simulated and experimental CTR distributions as a function of
leading edge discriminator position. Coincident pulse pairs for both data sets were filtered
with a 2nd order Butterworth filter, fc = 350 MHz. Uncertainties quoted on the simulated
result are the propagation of statistical and fitting uncertainties with FWHMPDE and
FWHMSR.

where FWHM i
meas. includes the statistical and non-Gaussian tail uncertainties as de-

scribed in all plots to this point. The FWHM2
PDE , FWHM2

SR contributions are the

input uncertainties deriving from the photon detection efficiency (equation 8.3.1) and

surface roughness (equation 8.3.2), respectively. A final comparison of the experimen-

tal and simulated CTR distributions as a function of trigger positions is then given in

Figure 8.12.

With the inclusion of systematic uncertainties, the simulation is shown to reproduce the

experimental measurement to within one sigma at all trigger positions, with the exception

of the lower limit at a 1% trigger value. It is possible that additional effects from the

experimental electronics may contribute through small baseline fluctuations to the exper-

imental response in this region, the effects of which are not considered in the simulation.

If the extreme 1% trigger point is ignored, the simulation is shown to follow the trend

of the experimental arrangement extremely well, with a consistent offset of 10-15 ps, well

within the uncertainties.

In the following chapter, the simulation will be used to emulate configurations of detector

elements within coincident arrays. The ultimate goal of this final exercise will be to provide
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design recommendations for a prototype TOF-PET detector system now in construction

at RAL. In order to investigate the impact on the performance of various configurations,

conclusions will be drawn from central values, in the awareness that systematic uncer-

tainties, estimated including contributions from both FWHMPDE and FWHMSR as in

equation 8.5.1, may disguise subtle effects which could be observed in an experimental

system.
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Chapter 9

Simulation of prototype PET

detector systems

The ultimate goal of the body of work presented in thesis has been to produce a sim-

ulation to aid the design of coincident photodetector arrays, to be used as a TOF-PET

detector. This chapter presents results from the simulation of coincident arrays consisting

of 12×6 individual detector elements, the individual response of which was described in

Chapter 8. The performance of different experimental combinations of 3×3×5 mm3 and

3×3×10 mm3 LYSO crystals within the coincident arrays are described, to emulate the

crystal geometries available to develop a prototype at the Rutherford Appleton Laboratory

(RAL). Ultimately, results from the prototype will be used, together with simulations, as a

first step towards designing and then realising a scanner for commercial use. The effects of

scaling the crystal dimensions to lengths equivalent to clinical scanners (2-3 cm) or bigger

have also been investigated as a possible evolution of more conventional designs and the

results obtained for the new design are discussed in detail. Finally, an investigation into

the use of events where a gamma photon has Compton scattered internally in the detector

array is presented. This is a novel idea that, to our knowledge has not been considered

before. It is shown that by using such events, gains in detection efficiency of the order

upto 60% can be achieved with small cross-section, one-to-one coupled detector elements

as proposed here. A signal increase of this magnitude could have significant impact on the

efficiency that would be achievable in a clinical environment, and therefore merits further

thorough investigation.
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9.1 Detector simulations for a TOF-PET prototype

The LYSO crystals available for the realisation of the first TOF-PET prototype under

construction at RAL have dimensions 3×3×5 mm3 and 3×3×10 mm3, where the third

dimension is the length of the crystal. This is significantly shorter than the 20-30 mm

crystals typically applied in clinical scanner [29]. Reduced length crystals were chosen for

this first prototype is to take advantage of the associated reduction in geometric aspect

ratio. Minimising the aspect ratio directly affects the CTR of a system by reducing

the average number of reflections undergone by an optical photon detected at the SiPM

surface, reducing the effect of σTrans as defined in Chapter 8. The trade off, however, is

a significantly reduced detection efficiency. This limitation can in part be addressed by

techniques explored later in this chapter.

Different arrangements for the crystals in the two opposing arrays have been considered

and correlations between parameters have been explored systematically in order to opti-

mise the detector geometry based on overall performance.

9.1.1 Array geometries and experimental arrangement

All experimental arrangements simulated in this section consist of coincident arrays of 12

columns by 6 rows of detector elements. With the exception of the crystal length, each

detector element in the two arrays are identical, consisting of crystals with a 3×3 mm2

cross section coupled to a SiPM as described previously in Chapter 8. Experimentally,

each of the crystal arrangements chosen for investigation are realisable by arranging crys-

tal elements in a purpose-built mechanical grid, which ensures mechanical stability and

reproducibility of coupling between scintillators and SiPMs.

The various array geometries considered are as follows:

• Full 5 mm. Both coincident arrays are uniformly populated by 5 mm long crystals

(Figure 9.1a).

• Full 10 mm. Both arrays are uniformly populated by 10 mm long crystals (Fig-

ure 9.1b);

• Heads. One array is populated uniformly with 5 mm crystals (Figure 9.1a), the

other by 10 mm long crystals (Figure 9.1b).
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(a) (b)

(c) (d)

(e) (f)

Figure 9.1: GEANT4 visualizations of the geometric crystal arrangements considered for
the prototype detector arrays. In these 5 mm and 10 mm crystal are shown in yellow and
blue respectively. (a) Full 5 mm (b) Full 10 mm (c) Blocks (d) Mixed (e) Columns (f)
Rows.
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• Blocks. Each array is populated by alternating 4×4 blocks of 5 mm and 10 mm

long crystals (Figure 9.1c).

• Columns. In each array alternating columns are populated by 5 mm and 10 mm

long crystals (Figure 9.1d).

• Mixed. In each array 5 mm and 10 mm crystals are alternated along both the

vertical and horizontal planes (Figure 9.1e).

• Rows. In each array alternating rows were populated by 5 mm and 10 mm crystals

(Figure 9.1f).

Arrays are considered in coincidence with respect to a point source emitting collinear

511 keV gamma-ray photons. The source is constructed to emit isotropically with spherical

symmetry. However, in order to minimise the total computation time, emissions are

restricted to a cone of appropriate angles, illuminating the detector arrays at a radius of

15 cm (see Figure 9.2).

In the case of mixed-length array geometries (i.e. Blocks, Columns, Mixed and Rows),

arrays were rotated relative to each other such that a 5 mm crystal in one array is always

facing a 10 mm crystal in the array opposite (see Figure 9.2). A notable feature of this

symmetry is that, for the case of a point source equidistant between the two arrays,

coincidences will activate detector element pairs consisting of either two 5 mm or two

10 mm crystal elements (Figure 9.2). This is in contrast to the Heads arrangement, where

a 5 mm crystal will always make a coincident pair with a 10 mm crystal, or the full

5 mm and full 10 mm arrangements, where only coincident pairs of the associated crystal

lengths can be made. It should be noted however that this symmetry only holds for the

specific source arrangement used for the purpose of the initial simulation results presented

here.

For all measurements presented in this section the G4ComptonScatter process was turned

on to enable the investigation of effects associated with internal Compton scattering within

the two arrays. Although all measurements described in this section, and indeed all mea-

surements made by clinical scanners, only consider events where single detector elements

were activated at each opposing array, the advantage of using a Monte Carlo model is that

additional physics parameters such as internal Compton scattering within the arrays can

be investigated with accuracy. Hence the efficiency of events where all the energy from γ

photons is fully deposited in the detector arrays, but one or more Compton scatters have
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Figure 9.2: Diagram showing the overhead view of a coincident array simulation. A point
source with an angular emission distribution restricted to the blue cones is shown at the
central position, 15 cm from each array. The crystal arrangement in the coincident arrays
is equivalent to Columns as shown in Figure 9.1.

occurred internally in either or both of the arrays, is also considered.

Events were recorded to file when all of the 511 keV energy of each collinear γ photon

is deposited in the detector arrays, independent of the number of detector elements that

are activated. A technique for the application of these scatter events is explored in Sec-

tion 9.3.

9.1.2 Energy resolution

In a clinical PET detector system, the pulse height recorded for each detector activation is

compared to some pre-set acceptance window (or ‘cut’) in order to reject events whereby a

γ photon may have Compton scattered along the path to detection. This is a key step as,

if they cannot be identified, such events can lead to an increase in the number of Scatter

Coincidence events (as defined in Chapter 2) accepted for processing, ultimately reducing

the NECR of the system. The accuracy with which the photopeak can be identified, and

therefore Compton events can be tagged and removed, depends on the energy resolution

of the system. If the mean energy or the variance (width) of the photopeak is affected by

the length of the activated crystal it is important to account for such an effect in order to

achieve noise rejection with the highest accuracy in the prototype system.

Therefore, the energy resolution has been investigated for each array geometry as a func-

tion of the crystal length for the activated channels. As with energy measurements dis-

cussed earlier, the energy resolution has been estimated by filtering the simulated pulses
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with a second order Butterworth filter with fc = 350 MHz, and creating a histogram of

the resulting pulse heights. Separate histograms have been generated for pulses measured

in detector elements using 5 mm and 10 mm long crystals. The energy resolution of the

two crystal lengths are then calculated by applying equation 6.1.1, using the mean and

FWHM obtained from Gaussian fits to the photopeak.

In order to investigate in detail the physics effects which impact on the final recommen-

dations, the systematic uncertainties presented in Chapter 8 are assumed to describe an

offset of the simulated and experimental response. As such, inter comparisons of simulated

measurements do not consider the full systematic uncertainty associated with the simu-

lations input parameters, but the uncertainties on the specific measurement only. This is

true for all results presented in this chapter.

Uncertainties on each of the fit parameters were assumed to be the propagation of the

statistical uncertainties and the uncertainty due to non-Gaussian tails in the data set.

The contributions due to non-Gaussian tails were estimated by varying the limits of the

considered data set between the three to six σ, and re-fitting in steps of σ/2. The range

of measurements for each parameter was then taken as an estimate of the contribution of

non-Gaussian tail effects.

Table 9.1: Weighted mean energy resolutions as calculated from full range of crystal
arrangement measurements given in Figure 9.3b. Uncertainties are the standard deviation
on the weighted mean.

Crystal length

5 mm 10 mm

Energy Resolution (%) 10.1 ± 0.1 9.5 ± 0.1

A histogram showing example spectra for both 5 mm and 10 mm crystal lengths, measured

with the Mixed Crystal arrangement, is given in Figure 9.3a. Measurements of the energy

resolution in 5 mm and 10 mm crystal channels, for each of the array arrangements, are

then presented in Figure 9.3b. It is shown that, across all arrangements, there is an offset

in the response of the different crystal lengths. This is expected as the behaviour of the

independent detector element should be independent of the array geometry. The results

measured are separated by slightly more than an error bar (χ2
nu = 1.21), suggesting an

underestimation in the quoted uncertainties. A weighted mean of each data series is given

in Table 9.1 where it is shown that the 10 mm crystals outperform the 5 mm crystals by

0.5%. This result is not consistent with other measurements available in literature [150],
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(a)

(b)

Figure 9.3: Energy results measured using the crystal length channels (a) Example gamma
spectra as measured with the mixed array arrangement, fits to the two data sets are shown
as a continuous line. (b) Energy resolution of 5 mm and 10 mm detector elements as
measured for each crystal arrangement.
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where an increased aspect ratio was shown to correlate with a reduction in both light

yield and energy resolution. Although a reduced photopeak energy is observed for the

longer 10 mm crystals (see Figure 9.3a) the energy resolution does not appear to follow

the trend. The correlation between crystal length and energy resolution is investigated

further in Section 9.2 where the crystal lengths below 7 mm are observed to present non-

typical behaviour. The effect observed here is then discussed an explained in an extended

context in the section to follow.

9.1.3 Coincidence timing resolution

In a conventional PET system the time difference (∆t) measured between coincident de-

tector activations is used to correlate a coincident event to a single positron annihilation

within the source volume. By only accepting ∆t values within a given selection window,

coincident timing measurements can be used to discriminate against random coincidences

where γ photons from unrelated annihilations happen to activate coincident detector el-

ements. The accuracy to which the time difference between the events can be known is

defined by the CTR, typically of the order of 3-12 ns in conventional PET [29].

The CTR of each crystal array arrangement was measured using a similar technique to

that introduced in Chapters 6 and 8 whereby only events in which both coincident pulses

are within the FWHM of the photopeak are selected for processing. In addition to that,

having identified the length of the activated scintillator crystal in this case it was also

possible to apply an energy cut to selected events in the photopeak energy range.

A set of timestamps can be recorded for each pulse pair satisfying the initial energy

cut, via leading edge discriminators applied at incremental steps along the leading edge,

measured relative to the mean photopeak pulse height. For each trigger position, the

time difference (∆t) between each pulse pair is calculated and histogrammed using 25 ps

bins, equivalent to the 40 GS/s sample rate of the recorded pulses. The final histograms,

containing a full sample of ∆t values, are then fitted with a Gaussian and the FWHM

used to estimate the system CTR. The uncertainty on each FWHM was assumed as the

convolution of the statistical uncertainty on the measurement with the range of values

returned from independent fits to the histogram applied in the three to six σ range, in

steps of σ/2. It was shown in Chapters 6 and 8 that coincident pulses processed with

the Butterworth filter, due to the reduction in σsignal, provide the optimum CTR. All

the timing measurements presented in this chapter were calculated after pulses had been
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processed with this filter.

The CTR measured as a function of trigger level for all array geometries is shown in

Figure 9.4a. A comparison of the CTR as measured at the 2% trigger threshold is presented

in Figure 9.4b. Results are additionally listed in Table 9.2.

Table 9.2: Coincident timing resolution as measured at the 2% trigger threshold for each
crystal arrangement.

Full 5 mm Heads Blocks Columns Mixed Rows Full 10 mm

Timing

resolution

(ps)

262 ± 4 264 ± 5 283 ± 4 286 ± 5 284 ± 3 285 ± 4 270 ± 4

As expected, Figure 9.4b shows the full 5 mm arrangement outperforms the full 10 mm

arrangement due to the reduction of the σTrans contributions. However this effect is small,

with approximately a 10 ps offset between the two, a 3% change in relative terms. The

Heads arrangement has been measured to perform to within one error bar of the optimally

performing full 5 mm arrangement. This behaviour is explained by the observation that in

the heads geometry each coincident pair of detector elements must consist of one 5 mm long

crystal and one 10 mm long crystal. The response of the system is therefore a convolution

of the response of the two types of crystals. This prediction is consistent within the quoted

error bars.

All other crystal arrangements consistently show a CTR degradation of approximately

20 ps relative to the Full 5 mm result. This derives directly from how crystals of different

lengths are combined in each arrangement when activated in a coincident event. For each

of these crystal arrangements it has been discussed previously that, for a point like source,

pairs of crystals of the same length are considered in coincidence. As both the photopeak

energy and the energy resolution are different for these two channels, the range of pulse

heights which pass the energy cuts is increased relative to other arrangements. This effect

is shown qualitatively in the pulse height correlation plots given in Figure 9.5 where the

correlation between the pulse heights seen in the two channels for different array geometries

is shown. In the Mixed Crystal arrangement (Figure 9.5d) the phase space extends from

the maximum pulse height shown by the Full 5 mm configuration (Figure 9.5a) to the

minimum height defined by the Full 10 mm configuration (Figure 9.5b). This reflects the

fact that, for a Mixed Crystal geometry, a greater variance of pulse heights pass the energy

cut, in turn leading to a degradation in the CTR response.
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(a)

(b)

Figure 9.4: Coincidence timing resolution plots (a) Coincidence timing resolution as a
function of trigger position on the leading edge. Coloured traces represent the different
crystal arrangements. (b) Results measured at the 2% threshold for each of the crystal
arrangements.
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(a) (b)

(c) (d)

Figure 9.5: Coincident event pulse height correlations for pulse pairs passing initial energy
cuts. (a) Full 5 mm (b) Full 10 mm (c) Heads (d) Mixed arrays.
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9.1.4 Detection efficiency

Image reconstruction techniques applied to PET typically use statistical and probabilistic

methods to recreate the source intensity distribution monitored during a scan. This has

proven to be a powerful technique for reconstructing images from a data sets where the

annihilation position along the LOR is not known. If the timing resolution of a PET

detector system could be as good as to 3 ps or better, the annihilaition position could

be known to an accuracy of approximately 1 mm. In this ideal case, statistical recon-

struction would no longer be necessary as the annihilation position would be known to an

accuracy equivalent to the fundamental spatial resolution of PET, defined by the positron

emission range effect. However, for a more realistic system, with CTR equivalent to those

explored in this work (or available in literature), statistical methods are still required for

reconstruction. These however will benefit from a signal-to-noise improved relative to

conventional PET. This means the image quality associated with a PET (or TOF-PET)

detector system is strongly linked with the number of coincident signals (signal statistics)

which can be acquired in a single scan. Due to the side effects of high energy radiation

on a patient, the source activity is limited by dose levels which are deemed acceptable for

the patient to receive. Typically, for a full body scan, the activity will be 400 MBq at

point of administration, falling to ≈ 200 MBq by the time the scan begins (20-60 minutes

later). It is therefore of great importance that the detection efficiency of the system is

high.

The detection efficiencies (ε) is defined as:

ε =
m

N
, (9.1.1)

where m is the number of events measured where two or more detectors were activated

and N is the number of independent trials. The statistical uncertainty quoted on this

value is calculated as [151]:

σ[ε] =

√
m(1−m/N)

N
. (9.1.2)

Detection efficiencies are shown in Figure 9.6 as a function of the number of activated

detectors in the two heads. The Full 10 mm arrangement outperforms Full 5 mm crystal

arrangements by approximately a factor of three in the case where two detector elements
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(a)

Figure 9.6: Coincident detection efficiency as a function of number of activated detector
elements in an full energy deposition.

are activated. This is consistent with expectations, as for two-detector events only inter-

actions via the photoelectric effect influence the results. The attenuation length of LYSO

due to purely photoelectric interactions at an interaction energy of 511 keV is 30.4 mm

[12], giving estimated detection efficiencies of 0.16 and 0.28 for 5 mm and 10 mm crystal

lengths, respectively. This corresponds to coincident detection probabilities of 0.026 and

0.078 respectively. The offset of this result from in the simulated values given in Figure 9.6

is explained by two effects: dead space in the detector arrays and the over estimation of the

source projection cone about the two arrays, intentionally defined to ensure full coverage.

However, the ratio between the two probabilities, and therefore the relative scaling of the

5 mm and 10 mm crystal efficiencies is preserved.

Crystal array arrangements which implement equal fractions of 5 mm and 10 mm crystals

are shown to perform within error of each other at slightly under twice the efficiency

measured by the Full 5 mm arrangements. This result is again consistent with expectations

based on detection efficiencies of the 5 mm and 10 mm crystals. The estimated efficiency for

an equal mixture of two crystal lengths is given by the product of the individual detection

efficiencies, namely 0.16×0.28 = 0.045. The ratio of this result and the detection efficiency

estimated for the Full 5 mm arrangement predicts a relative scaling factor of 1.7, equivalent

to the scaling observed in Figure 9.6.
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It is helpful at this point to again consider the operation of a conventional PET detection

system. Following standard techniques, cuts on energy and timing variables are applied

only to events whereby single detector element activations have been activated in coin-

cidence. This is for a number of reasons. Firstly, PET reconstruction algorithms use

LORs inferred between the two activated elements to produce a final image of the source

distribution. Therefore, uncertainties associated with these LORs due to noise effects,

systematic contributions of the detector system and the fundamental limitation of the

positron emission detection (as explored in Chapter 2) limits the spatial resolution of the

final image. As such, events where the energy deposit is spread across multiple detector

elements will increase the uncertainty on the projected LOR, in turn reducing the spatial

resolution of the data set. Additionally, identifying events where the full 511 keV has

been deposited in the array, but distributed across multiple detector elements, is also a

more technically demanding task requiring more complex, and therefore more expensive,

electronics. However, it is shown in Figure 9.6 that if events where three detector ele-

ments have been activated could be recovered, significant gains in signal statistics could

be achieved, equivalent to approximately 30% and 45% for the full 5 mm and full 10 mm

arrangements respectively. In an application where statistics are key for sensitivity, but

the source intensity is limited, these events have been identified for further study.

9.1.5 First design recommendations

The results from the simulation as presented in this section can be used to draw a number

of concrete conclusions with impact on the design of the TOF-PET prototype.

• The energy resolution of 3×3×5 mm3 and 3×3×10 mm3 have been simulated to be

10.1% ± 0.1% and 9.5% ± 0.1% respectively. It is to be expected that additional

systematic uncertainties associated with the channel to channel gain fluctuations

in the experimental arrangement will degrade the accuracy of these measurements.

Therefore, the relatively small offset in the resolution for the two geometries does

not seen very significant. The energy resolution of 5 mm and 10 mm crystal can

therefore be considered of minor consequence in a prototype design.

• The degradation of the timing resolution associated with scaling arrays from a uni-

form arrangement of 5 mm crystals to a uniform arrangement of 10 mm crystals has

been measured to be 8 ps ± 6 ps where the uncertainty is the propagated uncer-

tainty of the two measurements. This result is consistent with zero. However, for
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completeness, if we consider that in PET, TOF information is used to improve the

signal-to-noise of a data set, then we can calculate the associated change in signal-

to-noise by applying equation ??, where: D = 0.30 m, ∆t5mm = 262 ps and ∆t10mm

= 270 ps. By increasing the crystal length from 5 mm to 10 mm the signal-to-noise

gain factor is therefore reduced from 2.76 to 2.72, a negligible relative change. The

CTR associated with the full 5 mm and the full 10 mm arrangements can therefore

be considered equivalent and has hence no bearing on design considerations.

• In a ‘Heads’ style crystal arrangement, where one of the collinear 511 keV photons

interacts in a 5 mm long crystal and the other in a 10 mm long crystal at the

opposing array it is possible to combine the timing response of 5 mm and 10 mm

crystals. However, mixing crystal lengths on each of the two arrays results in a

relative degradation in CTR of approximately 8%, due to an increase in the total

sampling range of coincident pulse height correlations. If two crystal lengths are to be

applied to a final system they should therefore be arranged in a Heads arrangement

to optimise the timing performance of the detector system.

• The coincidence detection efficiency of the system has been shown to be strongly

correlated to the crystal length, but is independent of the arrangement of crystals

within an array. The crystal length should therefore be maximised in order to

optimise the detection efficiency of the system.

It can be concluded then that for a prototype detector applying 5 mm and 10 mm long

LYSO crystals, the largest performance differentials can be seen in the detection efficiency.

In fact, all crystal arrangements produced an energy resolution with approximately equiv-

alent uncertainties for both the 5 mm and 10 mm channels. The CTR resolution has then

been shown to be equivalent to within uncertainties for all three of the full 5 mm, full

10 mm and Heads arrangements, displaying instead a degradation of approximately 20 ps

for all other arrangements discussed earlier. The final selection between these three best

performing arrangements will have to be based then on the coincidence detection efficiency.

In respect of that, the full 10 mm arrangement is seen to outperform Heads and Full 5 mm

by a factor of approximately two or three respectively. It is therefore recommended that

the Full 10 mm arrangement is implemented as the baseline in the final prototype.

It is also recommended that, for the purpose of systematic studies, the experimental set

up should have the necessary flexibility to enable compositions between 5 mm and 10 mm

arrangements, as well as a mixed crystal geometry.
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9.2 Crystal length studies

For the first iteration of the TOF-PET prototype, under construction at RAL, crystals

have already been acquired, with lengths of 5 mm and 10 mm. Therefore flexibility is

limited for the first iteration of measurements. However, in order to explore the potential

of future developments for this project, the simulations described in Section 9.1 have

been extended to investigate different crystal lengths beyond those available for the first

prototype. Lengths have been varied in the range 5-50 mm. The lower value of this

interval has been chosen keeping in mind that 5 mm crystals are the shortest which have be

considered for ultra-precise timing measurements in PET applications [64]. On the other

hand, 50 mm is approximately twice the length of crystals typically applied in clinical

PET scanner [29] and has hence been assumed as an upper limit. As no great gains have

been observed from using mixed length arrays, for the results presented in this section it

was decided to populate arrays uniformly with crystals all of the chosen length. As with

previous simulations, all crystals have an identical 3×3 mm2 cross sectional area.

9.2.1 Energy resolution

As for other studies, the energy resolution has been evaluated by filtering the simulated

pulses with a second order Butterworth filter, fc = 350 MHz and creating a histogram of the

resulting pulse heights. For each measurement presented here, arrays were populated with

identical crystal lengths and pulse height spectra were produced for the interactions at each

of the coincident arrays. The energy resolution of the two channels was then calculated by

fitting a Gaussian and applying equation 6.1.1. Uncertainties were calculated as described

previously in section 9.1.

Figure 9.7 shows the results of both the measured photopeak energy (Figure 9.7a), FWHM

(Figure 9.7b) and energy resolution (Figure 9.7c), calculated as the ratio of the two, as a

function of crystal length. In order then to describe the energy resolution of the system

both the photopeak energy and FWHM distributions must both be considered.

With the exception of very short crystals, a linear behaviour is seen in the photopeak

energy measurements given in Figure 9.7. Due to the non-linear behaviour for the shortest

crystal lengths, measured originally at the 5 mm point, two additional data points at 3 mm

and 7 mm have been simulated for consideration in the energy measurements presented

in Figure 9.7. It is shown that for crystals shorter than 7 mm, the photopeak energy no
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(a)

(b)

(c)

Figure 9.7: Energy results plotted as a function of crystal length (a) Mean photopeak
energy. Linear fits are applied to the 7-50 mm range (b) Photopeak FWHM. (c) Energy
resolution. For both (b) and (c) lines are plotted connecting the points in each data series
as a guide for the eye. 171



longer behaves linearly, reducing as the crystal length approaches zero. This behaviour

can be explained through purely geometric considerations applied to the positions of γ

interaction and the resulting paths of optical photons emitted by the scintillator. The

position with the highest interaction probability is the point of entry into the crystal,

decaying exponentially for interaction positions reaching through the crystal length. As

such, an increase in crystal length is directly correlated with an equivalent increase in the

average path length a scintillation photon will travel before reaching the sensitive surface of

the SiPM for detection. An increase in path length is directly correlated with an increased

attenuation probability, reducing the average number of detected photons and hence yields

a shift to lower values of photopeak energy. In the case of the shorter (5 mm and 3 mm)

crystals, the non-linear behaviour derives from the attenuation length of 511 keV γ photons

in LYSO: τAttenuation = 11.4 mm. As the crystal length is significantly shorter than the

1/e attenuation length of the γ photon, the depth of interaction in the crystal is poorly

defined. At this limit, higher order effects relating to non-uniform photon distribution at

the SiPMs surface leading to detector saturation become more prominent.

The second system response parameter used to calculate the energy resolution is the

variance of the photopeak signal, as measured by the FWHM of the peak. It is shown

then in Figure 9.7b that for crystal lengths of 20 mm and above, the variance of the

resulting photopeaks is approximately constant, with a significantly increased dependence

as the crystal length approaches zero. Again this can be explained through geometric

considerations of the γ interaction position in the crystal. As the crystal length increases

beyond the 11.4 mm attenuation length of 511 keV γ photons in LYSO, the γ interaction

position becomes better defined. As a result the average path of the resulting optical

scintillation photons is known more precisely, reducing the variance of the signal.

The weighting of these two effects is then represented in the energy resolution distribution

given in Figure 9.7c. It is shown that for crystal lengths below approximately 15 mm

the signal variance (Figure 9.7b) is the dominant contribution, limiting the system energy

resolution. However, at crystal lengths above 15 mm, as the depth of interaction of the

crystal becomes better defined, the attenuation of photons due to the increased path

length (Figure 9.7a) becomes the dominant effect, restricting and then degrading the

energy resolution of the system.

It can be concluded then from Figure 9.7c, that to optimise the energy resolution of a

prototype system, crystals should be selected with lengths in the range 10-20 mm.
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9.2.2 Coincidence timing resolution

The CTR results presented here were measured with an identical method as described

in section 9.1. In this case both coincident arrays were populated with identical crystal

lengths, trigger positions were therefore defined relative to the mean photopeak pulse

height for the crystal length being applied. Measurements of these values were presented

previously in section 9.2.1.

The distributions, for each of the simulated crystal lengths, presenting CTR as a function

of trigger position on the leading edge are given in Figure 9.8a. It is shown that increasing

the crystal length results in a offset in the measured CTR. This offset is shown in Fig-

ure 9.8b to depend linearly on the crystal length with a gradient of ≈ 1 ps/mm. The error

bars are shown to have been over-estimated with a χ2
ν = 0.47, this is likely due to correla-

tions from systematic effects associated with the variable range of interaction positions for

differing crystals lengths. If we consider then that the very fastest photons which reach

the SiPM will have undergone little or no reflections at the crystal boundaries, emitted in

the solid angle associated with a direct path to the active detector surface, these photons

are associated with the early rising edge of the electronic signal, where these thresholds

are being applied. As such, this signal region is only minimally influenced by σTrans which

considers the full range of photons paths. The degradation in CTR seen here can then be

attributed to σStats which is degraded for the longer crystals due to the reduced photon

flux as characterised previously in Figure 9.7a.

9.2.3 Detection efficiency

The detection efficiencies and associated uncertainties presented here have been calcu-

lated using equations 9.1.1 and 9.1.2 given in section 9.1. It was shown in section 9.1

that by considering the 30.4 mm attenuation length associated with photoelectric events

of 511 keV γ photons in LYSO, the relative efficiencies of two-detector events could be es-

timated. Therefore, the increasing coincidence detection efficiency of two-detector events

is of interest but could be easily predicted by less involved models.

However, a trend of significant interest is the relative increase in three-detector events as

a function of crystal length. The efficiency gain which would result from accepting these

events is given as a function of cyrstal length in Figure 9.9b. An increase in gain of the

form A(1 - exp(-x/τ)) is observed, tending to a limit of 67.7% with an exponential constant
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(a)

(b)

Figure 9.8: Coincidence timing resolution plots (a) CTR distributions as a function of
trigger position on the leading edge for each crystal arrangement. (b) Results as measured
at the 2% threshold for each of the crystal arrangements. Here error bars are given relating
to the uncertainty associated with the measurement and the additional convolution of
uncertainties related to the simulation input parameters.
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(a)

(b)

Figure 9.9: Coincident detection efficiency plots (a) Coincidence detection efficiency as a
function of number of activated detector elements for each crystal length (b) Efficiency
gains associated with application of the three-detector event as a function of crystal length.
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(τ) equal to 8.88 mm. It is therefore shown that, for crystal lengths equivalent to those

applied to clinical systems (20-30 mm), efficiency gains of 60-65% may be achievable if

these events can be identified and applied to the image reconstruction.

This effect cannot be explained simply by attenuation length considerations, as both the

angle of the Compton scatter event and the probability of interaction with any further

crystals must also be considered. In order to describe this result, the scatter process

associated with these events must first be well understood. Figure 9.10a presents a diagram

of a scatter event where the 511 keV γ photon energy is shared between two detector

elements as a result of a 90◦ Compton scatter event. By considering the Compton scatter

formula as presented in eq 9.2.1 and an acceptance angle ≈ 90◦, the energy of the scattered

photon can be calculated as:

hν ′|θ=π
2

=
hν

1 + hν/m0c2
= 255.5 keV, (9.2.1)

where ν is the frequency of the full energy photon, ν’ is the frequency of the scattered

photon, m0 is the mass of an electron and h is Planck’s constant. Here an acceptance angle

refers to and angle through which photon can scatter whereby it is possible a secondary

interaction can occur in a neighbouring detector element, as shown in Figure 9.10a. The

absolute energy as deposited in each crystal is accessible from the simulation and is shown

in Figure 9.10b. This result presents a more detailed investigation of the Compton scatter

energies associated with scatter events. Here a clear 511 keV photopeak energy is observed

with a distribution of Compton scatter energies centred about the 255.5 keV value, as

predicted by equation 9.2.1. The majority of events are shown to scatter with energies in

the range 175-325 keV but with a second component of the distribution stretching from

80-420 keV. If we consider that the attenuation length of a 255.5 keV photon in LYSO is

3.9 mm [12], and the average path length of the scattered photon in the original crystal

is ≈ 2 mm, then it is likely that these energies correspond to events where a second

scatter has occurred in the first crystals. In this case the total energy measured in the

initials detector element will be artificially increased with two, indistinguishable, energy

deposits. The second scatter then escapes the initial crystal, to be detected by one of

the surrounding detector elements with a reduced energy, hence contributing to the low

energy tail of the distribution.

With the process well understood, it is then possible to consider the effects introduced by

increasing the length of crystals in the detector element arrays as presented in Figure 9.9b.
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(a) (b)

Figure 9.10: (a) Diagram of a typical Compton scatter event (b) Example distribution
of absolute energy deposits as recorded in simulated three-detector events with 10 mm
crystal arrays.

For a system with infinitely short crystals it can be seen by referring to Figure 9.10a that

only photons scattering at a precise angle could be detected by other crystals in the array.

As the crystal length is increased the range of angles though which the γ photon can

scatter is increased, correlating the crystal length with an increased efficiency of three-

detector events. However, for longer crystals, the increased solid angle is associated with

Compton scatter angles shallower than 90◦ (Figure 9.10a). As the scattering angle (θ)

reduces the scattered photon must traverse an increased path length through the initial

crystal, proportional to 1/sin(θ). The probability of the scatter photon then re-interacting

within the initial crystal is exponential in nature. Hence, the probability of scatter events

escaping the original crystal will reduce proportionally with the angular deviation from

90◦.

9.3 Three-detector events

In order to make used of the three-detector events, this section considers a technique for

identifying and applying such events, based on a spatial acceptance cut which could be

applied to an experimental arrangements. Investigations of effects on the detector system’s

response are then presented with respect to: energy resolution, CTR, angular resolution

associated with the reconstructed LOR (identified as the parallax error in Chapter 2) and

the gains in detection efficiency as measured after all energy and spatial cuts have been

applied.
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9.3.1 Energy resolution and response

In order to efficiently reject noise events associated with Scatter coincidences (see Chap-

ter 2), it is necessary to select events based on the values of the pulse heights recorded at

the detector arrays. Applying cuts for both single and multiple crystal lengths have been

discussed previously in sections 9.1 and 9.2 of this chapter. In this section an algorithm

is presented that extends the selection criteria to three-detector events.

For each three-detector event stored to file, pulse heights are first sorted in height order

and the pulses labelled from largest to smallest as: photopeak, scatter 1 and scatter 2

respectively (see Figure 9.11a). With a photopeak and two scatter events identified, the

sum of the two scatter pulses was created, mimicking a summing circuit which may be

applied experimentally. This is labelled as the scatter sum. Each of the four pulses are fil-

tered with a second order Butterworth filter, fc 350 MHz and pulse heights measured. The

pulse height spectra for each of the four pulse types are presented in Figure 9.11a.

The first feature of note is that the scatter sum distribution has a higher energy than the

single photopeak pulse height. This suggests that the SiPM is operating in saturation for

the photopeak measurements. This is confirmed by Figure 9.11b. It is shown that for

an interaction energy of 511 keV, significant non-linear (saturation) effects are observed.

This behaviour derives from the pixellated nature of the simulated SiPM device combined

with the 50 ns single pixel dead time, as described in Chapter 8. This renders the device

insensitive to multiple photon interactions at a given pixel within the associated dead

time. The result is that, for a photon flux where the number of photons is equivalent

to, or larger than, the number of detector pixels, the detector response signal will not

scale proportionally to the photon flux. Secondly, it is shown in Figure 9.11a that the

summed photopeak displays a reduced energy resolution. This effect can be attributed to

the distribution of scattering angles, which presents as an asymmetric distribution of the

two contributing peaks (i.e. Scatter 1 and Scatter 2 in Figure 9.11a). An high energy tail

is visible in Scatter 1 with no low energy equivalent in Scatter 2.

As a result of the offset measured between the photopeak and scatter sum distributions in

Figure 9.11a, a separate energy cut would have to be applied for three-detector events. In

an experimental environment this is an inconvenience but both online and offline solutions

are possible. In the online case a a summing circuit would have to be added to the

electronics architecture of a conventional PET system. Including a comparator on the

output of the summing system, which can be set with limits independent of those used
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(a)

(b)

Figure 9.11: (a) Pulse height spectra for three-detector events including fit results to the
photopeak and the summed scatter peak. (b) Linearity response of the simulated 10 mm
crystal length detector system.
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with the two-detector system, will not be a significant increase in complexity or, as a

result, cost. An offline solution would simply store all three-detector events and apply

energy cuts before passing to reconstruction. This technique come with the caveat of

significantly increasing the storage required for the raw data and likely requiring much

faster write speeds to cope with the increased data rate.

9.3.2 Coincidence timing resolution

The CTR results presented here were measured with an identical method as described in

section 9.1. In this case the trigger positions have been defined relative to the photopeak

pulse height for the crystal length being applied.

The resulting distributions for each of the simulated crystal lengths showing CTR as a

function of trigger position on the leading edge are given in Figure 9.12a. As in Figure 9.8a,

it is shown that increasing the length of crystals populating the coincident arrays results

in a offset in the measured CTR. This offset is shown to be linear with a gradient of

≈ 1 ps/mm in Figure 9.12b. The gradient of this fit is equivalent to the measurements

made on the two-detector events (see Figure 9.8b), however an offset of 21 ps is observed

between the y-intercept values from 259 ps to 280 ps, a relative change of 8 % ± 1%. This

offset is attributed to a combination of the spread in interaction time of the three-detector

events, and the reduced photon flux associated with each of the two scatter interactions

within these events increasing the contribution of σStats. As in Figure 9.8 the error bars

are over estimated, returning a χ2
ν = 0.54. This is again attributed to correlations from

systematic effects associated with the variable range of interaction positions for differing

crystals lengths.

It can be concluded that the CTR response of three-detector events is only a minor degra-

dation in comparison to the conventional two-detector coincidences. In an experimental

system it is possible that additional degradations could be introduced by non-ideal elec-

tronics, however, this effect will likely still be minor compared to the potential 60% gain

in signal statistics.

9.3.3 Angular resolution

One of the major contributions to the angular resolution of PET detector systems is the

“parallax error”, where an uncertainty on the projected LOR is introduced due to the
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(a)

(b)

Figure 9.12: Coincidence timing resolution plots (a) CTR as a function of trigger posi-
tion on the leading edge for each crystal arrangement. (b) Results as measured at the
2% threshold for each of the crystal arrangements. Here error bars are given relating
to the uncertainty associated with the measurement and the additional convolution of
uncertainties related to the simulation in put parameters.
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Figure 9.13: Diagram showing the parallax uncertainty introduced by the finite detector
dimensions.

finite width of detector elements and the dead space between them. A diagram of this

effect is given in Figure 9.13. Due to the nature of scatter events, where the energy deposit

is de-localised beyond a single detector element, the parallax error is nominally increased.

However, as shown in Figure 9.14a, one of the two scatter activated detectors will always

return the correct line of response. If this detector can be identified through either energy

or timing considerations, it is possible that three-detector events could be applied without

any loss in angular resolution.

Measuring the time difference between activations is extremely difficult, as scatters typi-

cally occur over a range of millimetres, corresponding to a time of flight of ∼ 10 ps. It has

been shown in Figure 9.8b, that the coincident timing resolution of this detector system

is in the range 260-300 ps, depending on the length of scintillator crystals applied. By

considering CTR as the convolution of two single-channel timing contributions, we can

consider the single detector timing resolution to be in the range 180-205 ps. As such, the

timing resolution of the system is an order of magnitude too high to identify the time dif-

ference of scatter events. Then, the second option for identifying the two events is through

energy considerations. The energy deposits of the two scatter events have been discussed

in detail in section 9.2.3, where it has been shown in equation 9.2.1 and Figure 9.10b that

the energy is shared between the two scatter interactions, with only a small asymmetry.

This is an unfortunate result, there is little correlation between the energy deposit of the

two scatter events and the order in which those deposits occurred. The order of the scatter

events is therefore indistinguishable through either energy or timing considerations. As a

result the angular resolution associated with the projected LOR for three-detector events

will be degraded relative to the conventional two-detector events. In the paragraphs which
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(a) (b)

Figure 9.14: (a) Diagram showing reconstructed angles in φ as a result of a three-detector
event. To calculate φavg, the central y-coordinate between the two activated pixels is
considered. (b) Rings of detector elements projected about a scatter event. In this case
the scatter has been contained within ring 1.

follow, an averaging technique is described which has been developed in an attempt to

minimise this effect.

If we consider the process of reconstructing a LOR, we must first define a coordinate

system with which the line can be described. Here the separation of the two detector

arrays has been considered as the x-axis, and the columns and rows of the arrays as

the y and z axis respectively. The angular resolution as investigated in this section then

applies a polar coordinate system where the angle φ is the azimuthal angle on the x-y

plane and θ is the polar from the positive z-axis. A number of observations can be made

from Figure 9.14a. The first thing to notice is that the x coordinate used for each line

of response is equivalent, defined as the full 30 cm detector separation. Secondly, the y

coordinate defining the angle φ is measured relative to the centre of the detector element

activated by either a photopeak or scatter event, this is also true for the z coordinate

although it is not shown here. Therefore, in a scatter event in is possible to define two φ

values, one where the angle is at a maximum and one where it is a minimum. As we have

shown, no correlation between the two scatter events, and therefore these two angles, is

known. As a result, without further consideration, one of these two angles would have to

be chosen to define the LOR of this event. The uncertainty associated with this random

choice is then the difference between φmin and φmax. However, if the central y-coordinate

between the two detector activations is applied to give φavg (see Figure 9.14a), the range

of angles associated with this uncertainty is reduced.

In the scenario presented in Figure 9.14a, detector elements directly adjacent to each

other have been activated. Although, due to the exponential attenuation properties of γ

photons, this is the most likely scenario, it is possible that scatters will be detected in
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elements further aways from the original interaction position, yielding a further degra-

dation of the angular resolution associated with that event. In order to investigate the

contribution of different scatter ranges a spatial trigger (or ‘cut’) system has been applied

here. By projecting rings of detector elements about the scatter positions, as illustrated

in Figure 9.14b, it is possible to select events with a defined spatial spread. The effects of

angular resolution, and detection efficiency in the section which follows, can therefore be

investigated based on events scattering within a spatial range, as defined by the number

of detector rings being considered.

Measurements of the angular resolution associated with both two and three-detector events

have been made by calculating the residuals of the θ and φ angles reconstructed from the

detector activations with the precise source emission angles as recorded by the simulation.

In the case of three-detector events, residuals were taken using the measured θavg and φavg

for each event. The results are presented in Figure 9.15.

Figures 9.15a, 9.15b, 9.15c and 9.15d show histograms of the calculated residuals in the

case of two-detector events and three-detector events with 1-3 ring spatial cuts respectively.

The peak structures which are observed in these figures derives from the quantised nature

of the reconstructed θ and φ angles whereby LORs are always constructed from the central

y and z positions of the detector elements. Values of the FWHM and full width tenth

maximum (FWTM) measured for each distribution are included in the plots. As the

residual distributions do not relate to a standard distribution type these values were not

measured using fits, but rather a threshold technique. With this method, thresholds were

placed at half and one tenth of the maximum height of the distributions. The width at

both positions was estimated as the difference between the first and last bins above each

of these thresholds. Uncertainties were then measured by varying the thresholds in within

± 1/
√
N where N is the number of entries in the first bin found above threshold.

The lower bound FWTM angular resolution of the system in both θ and φ is presented

in Figure 9.15a as 1.5◦ ± 0.1◦ and 1.3◦ ± 0.1◦ respectively. These values represent the

parallax error as illustrated in Figure 9.13 for each of the two polar angles. The parallax

uncertainty is shown to increase through Figures 9.15b-9.15d as the window on the spatial

acceptance range increases. This effect is presented for a range of crystal lengths in

Figures 9.16a and 9.16b where it is shown that the FWTM angular resolution associated

with three-detector events in both θ (Figure 9.16a) and φ (Figure 9.16b) is degraded by

equivalent offsets for all crystal lengths.
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(a) (b)

(c) (d)

Figure 9.15: Histograms showing residuals of real and reconstructed emission angles (a) Angular
resolution in both θ and φ for two-detector events for a system populated with 10 mm crystals.
This defines the ultimate angular resolution of the system for this crystal length. (b) Angular
resolution in θ and φ for a system populated with 10 mm crystals. One ring spatial acceptance
window. (c) Angular resolution in θ and φ for a system populated with 10 mm crystals. Two
ring spatial acceptance window. (d) Angular resolution in θ and φ for a system populated with
10 mm crystals. Three ring spatial acceptance window.
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(a) (b)

Figure 9.16: (a) FWTM resolution in θ as a function of crystal length. (b) FWTM
resolution in φ as a function of crystal length.

As a specific example, if we consider the results for 25 mm crystal length arrays, equivalent

to detector systems which may be applied in a clinical scanner, then by accepting scatter

events within one, two or three detector rings, a degradation in φ of 0.83◦, 1.07◦ and

2.17◦ is measured respectively, a relative degradation in angular resolution of 40%, 52%

and 105%. All three of these values show large degradations relative to the lower limit

parallax uncertainty of the system with the optimal performance shown with the most

constrained spatial cuts, but with a significant jump seen from the 2-3 ring measurements.

It is therefore recommended that a spatial cut of no more than two rings is applied to the

final system.

9.3.4 Efficiency

In order to optimise the system response through comparison of the relative gains and

degradations associated with both the angular resolution and detection efficiency of three-

detector events, the concept of detector rings (Figure 9.14b) is again applied. The efficiency

distributions presented up to this point have considered the total number of two and

three-detector events recorded by the simulation, whereby the full 511 keV energy of each

collinear γ photon emitted in an event has been deposited at the arrays. This is a useful

measure of absolute efficiencies of different system arrangements. However, in order to

compare the efficiencies of the three-detector events after selection cuts have been applied,

here the efficiencies presented for both two and three-detector events are quoted post

cuts. In the case of two-detector events, the efficiency is given for pulse pairs where both

pulses are within the FWHM of the measured photopeak energy distributions. In the
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case of three-detector events the efficiency is given for the scatter events identified within

the quoted number of detector rings, where both pulses are within the FWHM of the

measured sum peak energy distributions. The results given in Figure 9.17a relate to the

absolute efficiency of events which pass the described cuts. Figure 9.17b then presents the

relative statistical gains which would result from including scatter events in the data set for

reconstruction. The uncertainties quoted in Figure 9.17b are the propagated uncertainties

on the two-detector absolute efficiency gain and three-detector absolute efficiency used to

calculate the efficiency gains quoted.

It can be concluded then from Figure 9.17b that for crystal lengths equivalent to those ap-

plied to clinical scanners (20-30 mm) statistical signal gains of upto 60% could be achieved,

in the case of 3x3 mm2 cross section crystals, if three-detector events could be identified

and recorded. However, considering the significant reductions in the associated FWTM

angular resolutions measured with three or more detector rings given in section 9.3.3, it

is shown that a statistical signal gain of 23% ± 1% or 44% ± 2% can be achieved with

a one or two detector ring spatial cut respectively. The final choice of one, two or three

detector ring cuts is dependent on the contributions which each of the discussed parame-

ters (i.e. energy resolution, CTR, Angular resolution and efficiency) make to the quality

of the final, reconstructed image. It is hoped that this work can be extended to inves-

tigate the contributions of these effects, possibly with external collaborators, in the near

future.

9.3.5 Summary and outlook

To conclude, a method has been presented whereby three-detector events could be iden-

tified using a range of spatial scatter triggers. If two scatter signals are measured within

a given spatial window, the resulting SiPM response signals could be summed and en-

ergy cuts applied to reject an noise events where either a non-correlated activation has

occurred, or the full 511 keV has not been deposited in the two detectors. With inter-

esting events identified, leading edge discriminator thresholds can be applied to measure

timestamps from the summed scatter pulse and the photopeak pulse with a coincidence

timing resolution loss of 8% ± 1% with respect to two-detector events. By varying the

size of the spatial acceptance window associated with the scatter events it has been shown

that a trade-off between angular resolution and the statistical signal gain associated with

these events can be considered.
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(a)

(b)

Figure 9.17: FWTM efficiency plots. (a) Absolute FWTM detection efficiency after both
energy and spatial cuts. (b) Efficiency gains associated with the application of three-
detector events as a function of crystal length.

188



In order to consider the limit of the spatial resolution, and therefore the quality, of the

final image, it is useful to redefine the parameters which affect the spatial resolution in a

PET system. The relation:

FWHM = kR ·
√
R2 + C2 + P 2 +B2, (9.3.1)

was given previously in Chapter 2 where, R, C, P and B represent the contributions of the

range effect, the photon non-collinearity, parallax error and the block effect respectively.

The constant kR is associated with the quality of the reconstruction algorithm, accounting

for the range of results which may be achieved using a number of iterative or analytic re-

construction techniques [152]. In the prototype system described here, one-to-one coupling

of scintillators to photodetectors has been applied, removing any contribution related to

the block effect (B). Both the range effect (R) and the photon non-collinearity (C) are

physics effects which cannot be removed from the system. The FWHM spatial resolution

of the prototype system presented here is therefore limited by the parallax error (angu-

lar resolution) of the data set, but can be scaled with the constant kR by choosing the

reconstruction algorithm carefully.

As described previously in Chapter 2, the most common reconstruction techniques applied

to modern PET scanners use an iterative method where the full statistical sample of the

signal is considered over a number of iterations to converge towards the highest possible

resolution image [152] [153] [154]. Here the speed of the convergence is proportional to

both the total signal statistics and the signal-to-noise of the data set. With this in mind,

a strategy may be to include the additional sample obtained by considering the three-

detector events for some number of initial iterations, to aide with fast convergence of a

given algorithm. These events could then be removed from the iterative data set for the

final iterations, so that image quality can be optimised using only the data with optimum

angular resolution. As the inclusion of three-detector events has no impact on the system

detection of two-detector events, the image quality would therefore be identical to what can

be obtained using conventional techniques, but could be made to converge more quickly

and with fewer total iterations.

This scheme could translate to a number of operational advantages while yielding the same

quality final signal, including:

• Reduced patient scan times.
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• Reduced patient dose.

• Reduced crystal lengths as a cost saving option.

Although not a specific operational advantage the scintillator crystals are typically the

most expensive components in a PET detector system. If the total scintillator volume

could be reduced and signal statistics achieved equivalent to the current system’s costs

could be reduced.

An extension to the work presented here would then investigate the possibility of applying

such a reconstruction algorithm. If a test algorithm could be developed with a manufac-

turer of clinical PET machines, optimisations of a prototype system could be investigated

in detail with the simulation framework presented here. The full effects of the degraded

angular resolution could then be defined in terms directly applicable to a clinical environ-

ment and the gains in processing times through the increased statistics quantified.
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Chapter 10

Conclusions

The main focus of this thesis is to study the timing performance of a prototype detector

system consisting of inorganic scintillating materials, read out by silicon photomultipliers.

To this end, the performance of a number of SiPM devices, each with a finite sensitivity

to 420 nm light, have been tested. Through comparison of a number of characteris-

tic performance parameters, the Hamamatsu S10362-33-050C SiPM was selected for use

in a prototype TOF-PET detection system. It has been shown that, by one-to-one cou-

pling 3×3×5 mm3 LYSO scintillating crystals to the selected Hamamatsu S10362-33-050C

SiPMs, a CTR of 290 ± 10 ps can be achieved experimentally with little or no system

optimisation. Comparing this result to the 527.5 ± 4.9 ps CTR measured with current

generation clinical TOF-PET detector systems [3], it is clear that this arrangement can

be considered a strong candidate for application in TOF-PET.

The performance of this detector system has been further investigated through the devel-

opment of a simulation framework which recreates the CTR of coincident detector elements

to be 273 ± 43 ps, equivalent to experimental measurements to within 1.4 σ. It has been

shown that the simulation provides an accurate model of the extended distribution of CTR

as a function of trigger position on the leading edge. The simulation has been scaled to

full detector arrays and has hence been used to provide a number of design recommen-

dations to the experimental group at RAL where a prototype system is being developed.

Without the results provided here a detector system including only 3x3x5 mm3 crystals

would have been adopted, which is shown to provide little-to-no timing advantage over

an identical system with 3x3x10 mm3 crystals, where detection efficiency is improved by

approximately a factor of three. First results from this prototype are expected at the end

of summer 2014.
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As part of the detector parametrisation studies, it has been identified that significant gains

of 20-60% could be achieved in the signal statistics if events where an internal Compton

scatter within a detector array can be identified. Although extremely promising, these

events can only be measured with a significantly degraded angular resolution. The angu-

lar resolution associated with the LORs projected in a coincidence activation is directly

proportional to the spatial resolution achievable in the final reconstructed image. It has

been shown that by applying cuts on the spatial spread of the Compton scatter inter-

actions, a trade off can be considered between optimising for either additional signal or

angular / spatial resolution.

There are therefore a number of extensions to this work which would be explored if more

time was available:

• Compare results obtained with the prototype system to simulated predictions. This

is an important step in further validating the simulation response. If, in particu-

lar, separate data runs can be taken for the two heads, populated by a number of

varying crystal lengths, correlations of experimental CTR with crystal length could

be produced. This result could be used to further tune the simulation response and

further optimise the performance of the prototype.

• Approach an industrial medical imaging partner. Reconstruction algorithms for

PET are often extremely complex packages, requiring significant computer resources

and very specific input files which describe environmental variables or attenuation

properties of the detector system used to acquire the data set. Developing a new

algorithm, flexible enough to consider the additional (three detector) inputs, from

scratch, requires both expertise in this particular field and a large number of man

hours. An industrial partner, with previous experience of developing similar algo-

rithms, would be the most efficient path to move forward. If an algorithm could

be developed, then investigations in to the most efficient application of the three

detector events could fully quantified.

• Extend experimental and simulated DOI measurements. It has been shown in the

work presented here that high aspect ratio crystals are subject to DOI effects which

influence σtrans and, more fundamentally for PET applications, also contributes

to the parallax uncertainty. Extended experimental DOI measurements could be

run using a number of different crystal surface finishes, ideally in partnership with

a crystal manufacturer. Results of these experiments could identify correlations
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between surface finishes and specific detector system response characteristics (e.g.

timing resolution and energy resolution) and be used to further refine the simulation

response.

Additionally, if much larger, monolithic scintillators are to be applied, the effects of

reflections would be minimised and the spatial distributions of the light reaching the

detector array could be calibrated to identify the DOI of a photon in the crystal.

The proof of concept for this technique can be investigated with the simulation

framework presented here and, if results are promising, experimental validation could

be provided by the prototype system at RAL.

In summary, the body of work presented in this thesis has provided a number of design

recommendations, each of which have been implemented in a prototype TOF-PET detector

system under construction at RAL. With a simulation framework available, extension

investigations have been identified which could further refine the recommendations for

one-to-one coupled detector arrays, in mind of efficiently applying novel data sets to PET

reconstruction.

In the weeks which follow the submission of this thesis, first results from the prototype will

become available. These results will be sent to prospective industrial partners in hope that

a collaboration can be formed in mind of further extending the impact of the foundation

of work presented here.
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Äı̀2389, Apr 2011. 2, 5, 191

[4] Lisa Mosconi, Valentina Berti, Lidia Glodzik, Alberto Pupi, Susan De Santi, and

Mony J de Leon. Pre-clinical detection of Alzheimer’s disease using FDG-PET, with

or without amyloid imaging. Journal of Alzheimer’s disease : JAD, 20(3):843–54,

January 2010. 3

[5] W H Theodore, S Sato, C Kufta, M B Balish, E B Bromfield, and D B Leider-

man. Temporal lobectomy for uncontrolled seizures: the role of positron emission

tomography. Annals of neurology, 32(6):789–94, December 1992. 3

[6] Thomas H Schindler, Heinrich R Schelbert, Alessandra Quercioli, and Vasken Dil-

sizian. Cardiac PET imaging for the detection and monitoring of coronary artery

disease and microvascular health. JACC. Cardiovascular imaging, 3(6):623–40, June

2010. 3

[7] Yusuf Emre Erdi. The Use of PET for Radiotherapy. Current Medical Imaging

Reviews, 3(1):3–16, February 2007. 3

[8] https://wiki.engr.illinois.edu/display/BIOE414/PET+Scanner+Overview. 4

[9] Glenn F Knoll. Radiation Detection and Measurement. John Wiley & Sons., 1999.

6, 9, 11, 12, 13, 31, 48, 67

194

https://wiki.engr.illinois.edu/display/BIOE414/PET+Scanner+Overview


[10] James W Fletcher, Benjamin Djulbegovic, Heloisa P Soares, Barry a Siegel, and Val

J et al. Lowe. Recommendations on the use of 18F-FDG PET in oncology. Journal of

nuclear medicine : official publication, Society of Nuclear Medicine, 49(3):480–508,

March 2008. 7

[11] P Zanzonico. Positron emission tomography: a review of basic principles, scan-

ner design and performance, and current systems. Seminars in Nuclear Medicine,

34(2):87–111, April 2004. 7

[12] http://physics.nist.gov/PhysRefData/Xcom/html/xcom1.html. 10, 167, 176

[13] Kenneth D. Sevier. Atomic electron binding energies. Atomic Data and Nuclear

Data Tables, 24(4):323–371, October 1979. 11

[14] Z H Cho and M R Farukhi. Bismuth Germanate as a Potential Scintillation Detector

in Positron Cameras. Journal of nuclear medicine, 18:840–844, 1977. 14

[15] B K Lubsandorzhiev. On the history of photomultiplier tube invention. Nucl. In-

strum. Meth., A567(095):236–238, January 2006. 14, 47

[16] P Buzhan, B Dolgoshein, and A Ilyin. An advanced study of Silicon Photomultiplier.

ICFA Instrumentation, 23:28–41, 2001. 14, 54

[17] P. Buzhan, B. Dolgoshein, L. Filatov, a. Ilyin, V. Kantzerov, V. Kaplin, a. Karakash,

F. Kayumov, S. Klemin, E. Popova, and S. Smirnov. Silicon photomultiplier and its

possible applications. Nuclear Instruments and Methods in Physics Research Section

A: Accelerators, Spectrometers, Detectors and Associated Equipment, 504(1-3):48–

52, May 2003. 14

[18] B. Dolgoshein, V. Balagura, P. Buzhan, M. Danilov, L. Filatov, E. Garutti, M. Groll,

a. Ilyin, V. Kantserov, V. Kaplin, a. Karakash, F. Kayumov, S. Klemin, V. Korbel,

H. Meyer, R. Mizuk, V. Morgunov, E. Novikov, P. Pakhlov, E. Popova, V. Rusinov,

F. Sefkow, E. Tarkovsky, and I. Tikhomirov. Status report on silicon photomultiplier

development and its applications. Nuclear Instruments and Methods in Physics Re-

search Section A: Accelerators, Spectrometers, Detectors and Associated Equipment,

563(2):368–376, July 2006. 14

[19] Erika Garutti. Silicon Photomultipliers for High Energy Physics Detectors. August

2011. 14

195

http://physics.nist.gov/PhysRefData/Xcom/html/xcom1.html


[20] Tom K Lewellen. Recent developments in PET detector technology. Physics in

medicine and biology, 53(17):R287–317, September 2008. 14

[21] Bernd J Pichler, Hans F Wehrl, and Martin S Judenhofer. Latest advances in

molecular imaging instrumentation. Journal of nuclear medicine : official publica-

tion, Society of Nuclear Medicine, 49 Suppl 2:5S–23S, July 2008. 14, 15, 16, 23,

101

[22] Virginia Ch Spanoudaki and Craig S Levin. Photo-detectors for time of

flight positron emission tomography (ToF-PET). Sensors (Basel, Switzerland),

10(11):10484–505, January 2010. xiii, 14, 56

[23] JS Lee. Technical advances in current PET and hybrid imaging systems. Open Nucl

Med J, 2:192–208, 2010. 14

[24] M E Casey and R Nutt. A Multicrystal Two Dimensional BGO Detector System for

Positron Emission Tomography. IEEE Transactions on Nuclear Science, 33(1):460–

463, 1986. 15

[25] Todd E Peterson and Lars R Furenlid. SPECT detectors: the Anger Camera and

beyond. Physics in medicine and biology, 56(17):R145–82, September 2011. 15

[26] Robert Eisberg and Robert Resnick. Quantum Physics of Atoms, Molecules, Solids,

Nuclei, and Particles. Wiley, 1985. 16, 18

[27] S. DeBenedetti, C. Cowan, W. Konneker, and H. Primakoff. On the Angular Dis-

tribution of Two-Photon Annihilation Radiation. Physical Review, 77(2):205–212,

January 1950. 16

[28] W.W. Moses, P.R.G. Virador, S.E. Derenzo, R.H. Huesman, and T.F. Budinger.

Design of a high-resolution, high-sensitivity PET camera for human brains and small

animals. IEEE Transactions on Nuclear Science, 44(4):1487–1491, 1997. 18

[29] John L Humm, Anatoly Rosenfeld, and Alberto Del Guerra. From PET detectors

to PET scanners. European journal of nuclear medicine and molecular imaging,

30(11):1574–97, November 2003. 20, 49, 50, 51, 101, 156, 162, 170

[30] D W Townsend. Physical principles and technology of clinical PET imaging. Annals

of the Academy of Medicine, Singapore, 33(2):133–45, March 2004. 20

[31] Gabriele Tarantola, Felicia Zito, and Paolo Gerundini. PET instrumentation and

196



reconstruction algorithms in whole-body applications. Journal of nuclear medicine

: official publication, Society of Nuclear Medicine, 44(5):756–69, May 2003. 20

[32] Maurizio Conti. State of the art and challenges of time-of-flight PET. Physica medica

: PM : an international journal devoted to the applications of physics to medicine and

biology : official journal of the Italian Association of Biomedical Physics (AIFB),

25(1):1–11, March 2009. 22, 23

[33] P. Geramifar, M.R. Ay, M. Shamsaie Zafarghandi, S. Sarkar, G. Loudos, and a. Rah-

mim. Investigation of time-of-flight benefits in an LYSO-based PET/CT scanner: A

Monte Carlo study using GATE. Nuclear Instruments and Methods in Physics Re-

search Section A: Accelerators, Spectrometers, Detectors and Associated Equipment,

641(1):121–127, June 2011. 22

[34] Dimitri Papathanassiou, Claire Bruna-Muraille, Jean-Claude Liehn, Tan Dat
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