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UNIVERSITY OF SUSSEX

Nicholas Ayres, Doctor of Philosophy

Data and Systematic Error Analysis for the Neutron Electric

Dipole Moment Experiment at the Paul Scherrer Institute and

Search for Axionlike Dark Matter

This thesis details work conducted as part of the experimental collaboration responsible
for the neutron electric dipole moment (nEDM) experiment based at the Paul Scherrer
Institute (PSI). The nEDM is a sensitive probe of a broad range of new CP violating
physics beyond the standard model, however it remains elusive: while historic experiments
since 1951 have increased in sensitivity by over six orders of magnitude, a nonzero nEDM
is yet to be detected. Many theories of physics beyond the standard model predict neutron
EDMs of a size that would be detectable by current and next generation experiments, and
it has been said that measurements of the neutron EDM have ruled out more theories
than any other experiment. One explanation of the smallness of the neutron EDM, the
Peccei-Quinn theory, invokes a novel particle, the axion, which is also a credible dark
matter candidate. The axion is yet to be detected.

The work covers three main areas. First, contributions to the data analysis technique
used to analyse the main dataset to produce a new world-leading limit on the neutron
EDM. Second, an auxiliary measurement campaign to map the magnetic field within the
experiment’s magnetic shields is described, and the analysis of these datasets to provide
corrections for several critical systematic effects is presented. Finally, a novel analysis of
the data taken at a previous-generation nEDM experiment is used to derive the first ex-
perimental limits on the coupling of axion-like dark matter particles to gluons is described.
These exclusions are up to 1000 times stronger than previous results for cosmologically
interesting 10−22 eV axions.
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Chapter 1

Introduction

This thesis details work done as part of the PSI Neutron Electric Dipole Moment collab-

oration.

Measurements of the neutron EDM have been said over the years to have disproved

more theories of physics than any other experiment. The first measurement took place

in 1951, and a series of measurements since then have improved the sensitivity to this

parameter by six orders of magnitude. It is a sensitive probe of the violation of CP

symmetry (the same symmetry as between matter and antimatter). This is an important

topic in contemporary physics, as the standard model (our current-best theory of particle

physics) predicts far too little CP violation to be able to explain the observed matter-

antimatter asymmetry in the universe. In the standard model, the neutron EDM (from

the CKM phase) is predicted to be unmeasurably small, however in a wide variety of

theories of physics beyond the standard model, new sources of CP violation induce large

EDMs, of the order of magnitude that current and next generation EDM experiments are

sensitive to. Observation of a non-zero EDM would be a clear sign of physics beyond the

standard model.

Paradoxically, the standard model is also unable to explain why the neutron EDM is

so small. The so-called QCD theta term in the strong-interaction part of the standard

model has the capacity to naturally produce huge neutron EDMs. The CP violating

phase θ̄ has been constrained to be less than 10−10, where it is naturally of order 1. This

presents a substantial fine-tuning problem in the standard model. One solution to this

is the Peccei-Quinn model. This model proposes a mechanism to naturally absorb this

phase so it relaxes to zero, and also implies the existence of a new particle, the axion.

This particle is also an exciting dark matter candidate. In this case, it has been proposed

that the value of the neutron EDM would oscillate.
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In chapter 2, the motivation to search for a neutron electric dipole moment and the

theory behind it is explored.

In chapter 3, the layout and construction of the nEDM experiment at the PSI is

presented.

The next chapter, chapter 4 contains a description of the statistical analysis of the

data taken with the apparatus, which is liable to produce the world’s best limit on the

nEDM to date.

nEDM measurements are difficult experiments requiring extraordinary control of sys-

tematic effects. In chapter 5, the measurement and analysis of data acquired in the 2017

magnetic field mapping campaign to constrain several important systematic effects is de-

scribed.

Finally, in chapter 6, a novel analysis of the data measured at the previous generation

Sussex-RAL-ILL nEDM experiment to produce the first laboratory measurements of the

couplings of hypothetical ultralight dark matter axions to gluons via searching for an

oscillating neutron EDM is presented.
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Chapter 2

Theory and Motivation

The neutron EDM is a powerful observable, giving a sensitive window through which a

large variety of theories of physics which promise to solve issues within the standard model

can be tested. A nonzero neutron EDM would violate parity P and time reversal T , and

therefore also CP , the symmetry between matter and antimatter. One powerful motivation

to search for new physics is the unexplained origin of the observed matter-antimatter

asymmetry in the universe, which requires new sources of CP violation. New physics

theories readily provide such asymmetries in abundance, often predicting large EDMs,

and must often be tuned so as to avoid limits on these from EDM measurements. As of

yet, a non-zero EDM of a fundamental particle is yet to be discovered, and upper limits

on their possible values provide strong constraints on CP violation in physics theories

beyond the standard model.

2.1 C, P and T Invariance in the Standard Model

The standard model of particle physics is our current best description of the subatomic

world, providing predictions which have been experimentally verified up to an incredibly

high level. It describes a world made up of matter particles (quarks and leptons) interact-

ing via three forces: electromagnetism, the strong interaction and the weak interaction,

each of which are carried by gauge bosons. The electromagnetic and weak forces are fur-

ther unified to form the electroweak interaction. The force of gravity is not described by

the standard model, however it has negligible effects on particle physics scales. Efforts to

unify gravity and the standard model have been plagued by difficult theoretical problems.
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C, P and T refer to the operations of reversing charge, parity or time

Ĉ : q → −q (2.1)

P̂ : ~r → −~r (2.2)

T̂ : t→ −t. (2.3)

For example, to transform a wavefunction with the Parity operator P̂ , one must invert all

spatial coordinates ~r → −~r, for example,

ψ(~r, t)→ P̂ψ(~r, t) = ψ(−~r, t). (2.4)

If a system is said to be invariant under or to conserve a symmetry, the observables of

that system must not change under the transformation.

Additionally, each of these operators can be shown to be Hermitian and therefore they

correspond to some observable property of the system. Furthermore, if the interaction

Hamiltonian commutes with these operators, then the observable will also be a conserved

quantity. If so, then if the wavefunction is an eigenstate of the Hamiltonian, then it must

also be an eigenstate of the operator. In the case of parity, it can be shown that the

eigenvalues of P̂ are ±1. For Dirac particles, the particles and antiparticles must have

opposite parity. By convention, particles are denoted to have parity +1 and antiparticles

parity of −1. From quantum field theory, it can be shown that the vector bosons γ, g,

W± and Z have parity −1[1].

It is possible to construct combined transformations, the most common examples of

which are CP and CPT . The transformation CP is the combination of the C and P

operators, and also represents the transformation to convert a system of particles to a

system comprised of antiparticles. Under the CPT theorem, the standard model (and

almost all reasonable variants) must conserve the combined symmetry CPT [1]. As long

as the CPT theorem holds, T must be equivalent to CP .

The first discovery of the violation of one of these fundamental symmetries was in

an experiment observing β decay in 60Co by C.S. Wu et al in 1957 [2]. Wu observed a

clear angular bias in the direction of the emitted electron. This inspired a development of

the Fermi theory of beta decay [3], to one proposed by Lee and Yang [4]. The Lee-Yang

theory was originally proposed to explain the θ-τ puzzle - the θ+ and τ+ particles were

experimentally identical, but had different primary decay modes, to π+π0 and to π+π+π−

respectively. As these final states had opposite parity, the θ and τ could not be the

same particle if parity were conserved. Lee and Yang proposed that they were the same

particle, but that the beta decay process violated parity. This model proposes that the
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weak interaction has both a vector and axial vector component. Vector quantities change

sign under parity, but axial vectors do not, therefore a mixture of the two quantities will

change under P̂ , leading to a P̂ violating decay rate. It was determined that the axial

vector coupling gA was −1 times the vector coupling gV , leading to this model to be named

the V −A theory [5, 6]. This model also proposes the existence of the W± mediator bosons.

This theory eventually evolved into the full electroweak theory within today’s standard

model [7].

To maintain a uniform coupling constant for weak interactions involving quarks and

those involving leptons, and to explain the slower-than-expected decays for particles with

strangeness, Cabbibo proposed a modification where the weak eigenstates of quarks were

not the same as the mass eigenstates [8]. In order to correctly predict the branching ratio

of K0
L → µ+µ−, the GIM mechanism was proposed [9], which added the charm quark.

Up to this point, it had been noted that the combined symmetry CP appeared to be

conserved by this theory. However, in 1964 CP violation was detected in the decays of

neutral kaons[10]. There are two neutral kaons, K0 and K̄0, which are nominally comprised

of ds̄ and sd̄ quarks respectively. They are allowed to mix via the weak interaction.

Therefore, they propagate as a combined state. In practice two distinct states are observed,

being very similar in mass but very different in lifetime, the KS , with a lifetime of 0.9 ×

10−10 s, and the KL, with a lifetime of 0.5× 10−7 s. If CP were a symmetry of the weak

interaction, then each of those states would be eigenstates of CP . In practice the KS

decays almost entirely to two-pion states π+π− or π0π0 and the KL to three-pion states

π+π−π0 or π0π0π0, or semileptonic states. It can be shown that the two-pion states have

CP of +1, while the three-pion states have a CP state of −1. If CP is conserved, then

this means that KL → ππ is not allowed. However, this was observed, meaning that CP

is violated somewhere. There are two solutions: either the mass eigenstates KS and KL

are not equal to the CP eigenstates K1 and K2 (indirect CP violation), meaning the CP

violation occurs in the mixing process, or the decay itself K2 → ππ occurs, violating CP

in the decay process itself (direct CP violation). In this example, indirect CP violation is

the dominant process, but direct CP violation has also been observed, first by the NA31

experiment at CERN[11].

This was eventually reconciled with theory by Kobayashi and Maskawa, who proposed

a third generation of quarks, which allowed the addition of a CP violating phase to the

CKM matrix [12].

Since the original observation in the Kaon system, CP violation has been observed
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in many systems, including in neutral B mesons in 2001 by the Babar [13] and Belle[14]

experiments. The LHCb experiment has found a hint of CP violation in the D meson

system, at a significance of 2.7σ [15]. Continuing to probe CP violating physics is an

ongoing goal at the LHC experiments. So far, observations are fully consistent with CP

violation being fully explained by the single CP violating phase in the Kobayashi-Maskawa

mechanism1 [17].

In the QCD sector of the standard model, there is an additional allowed CP violating

term in the Lagrangian, often called the QCD-theta term[18, 19],

L =
g2
s

32π2
θ̄GaµνG̃

aµν . (2.5)

However, the CP violating phase θ̄ has been constrained to be extremely small, |θ̄| . 10−10

by measurements of the neutron [20, 21] and mercury [22] electric dipole moments, where

it is naturally of order 1. The smallness of this phase is considered a major fine-tuning

problem in the standard model, and there are several extensions to the standard model,

including the Peccei-Quinn model [23–27]. This topic is explored more thoroughly later

in this thesis (chapter 6), where new limits on the couplings of axions (particles arising

as a result of the Peccei-Quinn symmetry) are derived, in the scenario where they also

constitute a major component of the local dark matter concentration.

2.2 Baryon Asymmetry and Baryogenesis

It can readily be observed that our universe contains a vast overabundance of matter over

antimatter, both in our local vicinity and across space at large[28]. Sakharov proposed

in 1967 three requirements for an interaction to produce a matter-antimatter asymmetry

[29]. These are:

• Violation of baryon number B

• Violation of C and CP symmetry

• Interactions out of thermal equilibrium

At first sight the standard model satisfies these conditions, with B violation possible

through sphaleron processes, C and CP violation well established in the weak interaction

and the conditions far from thermal equilibrium available during phase transitions in the

1It should be noted that there a hint of CP violation in the neutrino sector, with the T2K experiment

having found a 2.0σ confidence interval for the CP violating phase in the neutrino mixing matrix not

including the CP-conserving values of 0 or π[16]. This is distinct from the CKM phase.
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early universe. The particular scenario where the baryon asymmetry was created during

the out-of-equilibrium conditions at the time of the electroweak phase transition is referred

to as electroweak baryogenesis [30]. However, the need for new physics to enable this soon

became clear.

First, electroweak baryogenesis is only possible if the electroweak phase transition is

a strong first order transition, which is only true for values of the Higgs mass less than

around 80 GeV [31, 32], which was ruled out first by LEP limits[33] requiring a Higgs mass

over 114 GeV, followed by the discovery of the Higgs by the LHC experiments ATLAS[34]

and CMS[35], at 125 GeV[17]. This provides a powerful motivation for a modified Higgs

sector, to allow for a first order phase transition at the measured Higgs mass. Ongoing

measurements and analyses at the ATLAS and CMS detectors at the LHC and later at

the HL-LHC searching for additional Higgs sector particles and precisely measuring and

comparing the properties of the Higgs to those in the standard model aim to thoroughly

probe this frontier[36–38]. Such searches are complementary to EDM searches and to

experiments searching for charged lepton flavour violation (CLFV) such as MEG[39] and

Mu2e[40].

A further deficiency of the standard model in explaining baryogenesis is that the CKM

phase (the only source of CP violation in the standard model) does not provide nearly

enough CP violation to explain the size of the observed matter-antimatter asymmetry, fail-

ing by orders of magnitude[41]. Thus, some additional source of CP violation is required

to enable baryon-asymmetry-generating processes. A generic feature of many theories of

beyond the standard model physics, including supersymmetric theories, is the addition of

new many potential CP violating phases, many of which are suitable to drive the creation

of the baryon asymmetry [42–45]. Many new CP violating phases produce EDMs at a

one or two loop level, resulting in large predicted EDMs, meaning EDM measurements

already constrain the building of BSM models, which need to produce enough CP violation

to enable baryogenesis while simultaneously producing only small EDM contributions.

An alternative hypothesis is that the baryon asymmetry was produced thanks to CP vi-

olating physics in the lepton sector, so called leptogenesis [46–48]. There is a hint towards

the existence of substantial CP violation in the neutrino sector from the T2K experi-

ment[16]. The most common leptogenesis scenarios require that neutrinos are Majorana,

which would be validated if neutrinoless double beta decay were to be discovered. These

scenarios are being probed by a variety of ongoing experiments in the neutrino sector, and

also have implications for EDMs[49, 50].
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In summary, the need to explain the production of the baryon asymmetry provides a

powerful motivation for a modified Higgs sector to produce a strong first order EWPT

and new sources of CP violation to drive the creation of the baryon asymmetry when

constructing new models of physics going beyond the standard model. EDM measurements

(among many other experimental results) provide tight constraints on such BSM physics

theories.

2.3 The Neutron Electric Dipole Moment

It is well known that the neutron, like many particles, has a finite magnetic moment [51–

53]. This is aligned precisely along the spin axis ~s, as the only available axis in a Dirac

particle. One might also expect that it may have an electric dipole moment. An electric

dipole moment of a fundamental particle can be analogised to that of an asymmetric

charge distribution ρ(~r) in classical physics, defined by

~d =

∫
V
~rρ(~r)d3~r. (2.6)

In the case of a Dirac spin 1/2 particle, this must be aligned with the spin, like the

magnetic moment. The Hamiltonian for a particle with magnetic dipole moment µ and

electric dipole moment d in electric and magnetic fields can be written

H = µ
~s

|s|
· ~B + d

~s

|s|
· ~E. (2.7)

Under the discrete Ĉ, P̂ and T̂ symmetries, the components of this expression change as

such:

Ĉ P̂ T̂ (≡ ĈP̂ )

~r ~r −~r −~r

~s −~s ~s −~s
~E − ~E − ~E ~E

~B − ~B ~B − ~B

Table 2.1: Transformation of some common quantities under Ĉ, P̂ and T̂ .

As such, under parity, the Hamiltonian becomes

H = µ
~s

|s|
· ~B − d ~s

|s|
· ~E, (2.8)

and under time-reversal it becomes

H = −µ ~s
|s|
· − ~B − d ~s

|s|
· ~E = +µ

~s

|s|
· ~B − d ~s

|s|
· ~E. (2.9)
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Thus, a nonzero electric dipole moment violates both P and T , and by extension CP .

2.4 EDMs of other systems

The neutron is only one system among many attractive targets for EDM searches. While

nEDM experiments search for an electric dipole moment of the free neutron, other ex-

periments search for the EDMs using atoms, molecules and in storage rings. Atomic and

molecular searches fall generally into two catagories: paramagnetic and diamagnetic. Ex-

periments using paramagnetic atoms (such as 199Hg) aim to measure the nuclear EDM,

which includes contributions from the neutron and proton EDMs as well as CP violating

interactions at the nuclear level, while experiments in diamagnetic systems such as ThO

aim to make use of the high electric fields in atoms and molecules to gain enhanced sensit-

ivity to the electron EDM. Experiments using storage rings are able to measure the EDMs

of muons, the proton and of light bare nuclei directly[54–57].

Given the cost and difficulty of obtaining relatively low densities of ultracold neutrons

even compared to many rare isotopes, and comparing the huge difference between the sens-

itivities of the most recent neutron and mercury EDM experiments (|d199Hg| < 7.4×10−30e

cm compared to |dn| < 10−26e cm) it may seem that measuring nuclear EDMs is clearly su-

perior to the neutron. However, the most recent limits on the neutron and mercury EDMs

actually provide comparable sensitivity to BSM physics. Measurements of the mercury

EDM are performed on atoms. According to the Schiff theorem[58–60], EDMs of neutral

atoms arising from a nuclear EDM are zero classically, and only relativistic effects[61] and

the effects arising from the finite size of the nucleus[62] violate this. Experiments using

225-radium atoms[63] are an exciting prospect, as the large octopole deformation of the

nucleus[64] leads to an enhancement of these effects[65–67]. One additional difficulty in

EDM searches in nuclei, is that interpretation of the measured values is difficult theoretic-

ally. While the atomic physics calculations are well understood, relating the nuclear EDM

to the underlying CP violating effective interactions still requires complicated many-body

nuclear physics calculations[68]. The relation of the measured values of the neutron and

proton EDMs to the underlying physics is still nontrivial, but substantially easier.

Contrastingly, the interpretation of leptonic EDMs is substantially easier. The electron

EDM is measured typically as part of an atomic or molecular system[69, 70]. These systems

are chosen such that a relatively small applied electric field results in a huge internal electric

field, magnifying the effect of an electron EDM[71, 72]. Additionally, these experiments

are sensitive to a CP violating quark-electron interaction[68], though the results are most
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often quoted as the equivalent pure electron EDM, neglecting this possible interaction. It is

possible for this interaction and an eEDM to offer some cancellations, allowing constraints

on the smallness of the eEDM to be evaded[73, 74]. The muon EDM is most often measured

directly in storage ring experiments. The most sensitive measurement to date[57] ran in

parallel with the g − 2 measurement[75] in the storage ring at BNL, and a new, more

sensitive, measurement is planned using an upgraded apparatus at Fermilab[56]. The

absolute numerical sensitivity of the muon EDM is substantially less than for the electron.

In minimally flavour violating scenarios, the muon EDM expected to follow dµ =
m2
µ

m2
e
de,

however new physics theories can predict large enhancements for the muon EDM over the

electron EDM beyond this[76].

It is useful to measure the EDMs of a variety of systems for several reasons. First,

EDM experiments are difficult precision experiments, which can have large systematic ef-

fects which are nontrivial to compensate. It is likely that the discovery of a non-zero EDM

would need to be confirmed by a second experiment before it would be taken seriously by

the wider physics community. More importantly however, the EDMs of different systems

depend on different combinations of the underlying physical interactions. The discovery

of a non-zero EDM would set the scale for new physics, but would not indicate the source

without comparison to other measurements. It is also possible that in new physics the-

ories, there may be more than one interaction which leads to EDM contributions. For

example, [74] proposes that a CP-violating quark-electron coupling gives a contribution to

the measured electron EDM, evading eEDM constraints on new physics theories. To this

end, a global fit has been performed linking several EDM measurements to find limits on

the strengths of the underlying effective interactions, allowing for more than one source

to be present[73].

One might raise the immediate objection that many common molecules have extremely

well measured electric dipole moments, for example ammonia (NH3). Taking the molecule

to be a rigid body, it is clear that the dipole must lie along the symmetry axis of the

molecule. However, in these molecules, there are states with opposite rotational angular

momentum, as measured by the projection onto the symmetry axis. These are at first

sight degenerate, however atomic physics effects lift the degeneracy, meaning that in the

nondegenerate states of fixed angular momentum both ‘directions’ of EDM state exist in

equal amounts, meaning that the molecule has no net EDM [72, 77].
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2.5 Standard Model predictions for the nEDM

2.5.1 Weak Sector

The first diagrams which could generate a neutron EDM from the CKM phase arise at

2-loop level. However, it can be shown that when summing over all diagrams, these

contributions all cancel exactly[78]. Therefore, the first non-zero contributions arise only

at three loop order, and are therefore extremely suppressed. At this point there are many

possible contributions, and the calculation is complex. Estimates for the nEDM in the

standard model have ranged from 10−29 e cm to 10−34 e cm over the years[68, 79]. The

current best value is calculated in [80], at somewhere between (1 − 6) × 10−32 e cm, far

below current experimental sensitivities and common predictions arising from many BSM

theories. For this reason, the neutron EDM (among other EDMs) is often referred to as a

‘background-free’ observable.

2.5.2 Strong CP

The CP violating phase in the strong interaction, contrastingly, can generate extremely

large EDMs. Measurements of the neutron and mercury electric dipoles have constrained

the CP violating phase to be |θ̄| ≤ 10−10, where it would naturally be of order 1. This

presents a fine-tuning problem in the standard model, referred to as the strong CP prob-

lem. Several mechanisms have been proposed to explain the smallness of this parameter,

including the Peccei-Quinn theory, which implies the existence of axions. This term and

the strong CP problem are explored more fully in chapter 6.

2.6 Relation of EDMs to Underlying Physics Through Ef-

fective Field Theories

While most interactions in particle physics could be expressed at the lowest levels of

quarks, leptons and gauge bosons, in practice at lower energy scales a simplified model

(known as an Effective Field Theory, or EFT) involving only the particles accessible at

such energy levels is often more suitable. One example of an effective field theory is the

Fermi theory of beta decay for the reaction n0 → p+ + e− + ν0
e or µ− → e− + ν̄e + νµ.

In the full standard model description this is mediated by a (relatively very heavy) W+

boson, however this deeper structure was not known at the time. The Feynman diagrams

for these two processes are compared in Figure 2.1 Therefore, in the Fermi theory the
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reaction was modelled as a point interaction of the four participants. This served as a

satisfactory model for many years, solving the apparent energy non-conservation problem

by adding the neutrino.

Figure 2.1: Comparison of Feynman diagrams for the Fermi theory, and the underlying

high-energy process. From [1].

Analogously, it is possible to determine the effects of fundamental interactions at the

scale of TeV and PeV on nuclear scale (GeV) measurements such as EDMs via an effective

field theory. At 1 GeV we can consider all fields other than the u, d and s quarks, the

photon, muon and electron to be heavy and integrate them out. We can construct a finite

set of all CP odd operators up to dimension 6 accessible at 1 GeV. We arrive at a series

of effective operators at the scale of the neutron.

The only dimension 4 example is the QCD Theta term, mentioned in subsection 2.5.2,

which will be further discussed later in chapter 6.

To extend the standard model and add new effective interactions in a relatively model-

independent way, a set of dimension 6 operators which violate CP and lead to EDMs can

be added. These include the quark and electron EDMs (arising from diagrams which

have been integrated out) and the quark chromo-EDMs (analogous to a normal EDM,

but for the strong force). Several further interactions, such as the Weinberg 3-gluon

operator, different 4-quark operators and quark-electron couplings can lead to an effective

CP violating pion-nucleon coupling, which can lead to so-called ‘long range’ contributions

to nucleon EDMs, and which are an important part of the calculation of nuclear EDMs.

See Figure 2.2 for an explanatory schematic diagram illustrating the role of several effective

operators as a general intermediary between model-independent fundamental physics and

observable EDMs.

A wide variety of theoretical techniques are available to link the values of these operat-

ors with the observable EDM values of hadrons, atoms and nuclei. See [68] and references

therein for an excellent quantitative summary and reference.
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Figure 2.2: Schematic diagram illustrating the parameters coming into play to compute

different EDMs at different scales from the underlying BSM physics. Dashed lines indicate

a weaker dependence. In this notation, de is the electron EDM, Cqe and Cqq are various

4-fermion couplings (quark-electron or quark-quark), θ is the QCD θ̄, w is the Weinberg

3-gluon operator and dq and d̃q and the quark EDMs and chromo-EDMs. From these,

operators at the nuclear scale gπNN (CP-violating pion-nucleon couplings) and CS,P,T

(possible electron-nucleon couplings) can be derived and used to compute atomic EDMs.

From [79].

2.7 Historic and Competing nEDM Measurements

Purcell and Ramsey first proposed to measure a neutron EDM in 1950[60], to test for parity

violation. The first dedicated measurement of the neutron EDM was performed in 1951

by Smith, Purcell and Ramsey, but not published until 1957[81], spurred by the discovery

of P violation in the beta decays of 60Co nuclei by Wu et. al. [2]. This measurement was

performed by applying the Ramsey technique[82] to a polarised neutron beam travelling

through a uniform magnetic field, and searching for an electric-field correlated frequency

shift. This gave a result of dn = (−0.1± 2.4)× 10−20 e cm. A series of experiments based

on a similar beam-based Ramsey measurement concluded with the measurement of Dress

et al. published in 1977, which gave a final measurement of dn = (0.4 ± 1.5) × 10−24 e

cm[83], over a factor 10,000 increase in sensitivity. These beam-based measurements were

ultimately limited by systematic errors. As neutrons travel through an electric field ~E

with velocity ~v, relativistic effects cause them to experience a motional magnetic field in
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their rest frame of ~Bm = − 1
c2
~v× ~E [84]. If the electric field is not perfectly perpendicular

to the magnetic field, this motional magnetic field will add with the main B field, causing

an E-field correlated frequency shift, mimicking the effect of a true EDM. This systematic

effect proved to be the limiting factor in the last beam experiment, motivating a shift to

a new technology.

To avoid these systematic effects, the community shifted towards measurements using

stored ultracold neutrons (UCN). The first experiment of this type achieved a result of

dn = (4±7.5)×10−24 e cm in 1980 by a group based at LNPI [85]. Since then, experiments

by that group and by the Sussex-RAL-ILL collaboration have improved by over two orders

of magnitude in sensitivity to reach the latest limit of dn < 3.0 × 10−26 e cm (90% CL)

first published in 2006, and revised in 2015 [20, 21, 86–88].

After the end of data taking, the apparatus used by the Sussex-RAL-ILL collaboration

was transferred to a new experimental collaboration, intending to use it as a basis upon

which to develop a novel room temperature stored UCN apparatus [89]. After several years

of development with the apparatus installed at ILL, the apparatus was moved to the new

UCN source at the PSI[90], with the aim to increase the statistical sensitivity by achieving

greater UCN densities. During the upgrade process, almost every part of the apparatus,

with the exception of the vacuum tank and the four layer µ-metal magnetic shield, was

replaced and upgraded. While the increase in neutron statistics was less than hoped,

improvements in all aspects of the apparatus have resulted in a substantial improvement

in statistical sensitivity per day, as well as in the control of systematics. The apparatus

took EDM data from August 2015 to December 2016, in which time a statistical sensitivity

of approximately 1.1 × 10−26 e cm (1σ) was accumulated, representing an improvement

on the Sussex-RAL-ILL experiment [91]. After unblinding, this result is expected to set

the world’s best limit. The experimental setup and analysis of the resulting data is the

topic of this thesis.

The PSI nEDM collaboration has since begun construction of the next-generation

n2EDM apparatus [92]. This apparatus is partially inspired by the dual chamber design

of [85]. It aims to improve upon the statistical sensitivity of the previous generation

apparatus in several aspects. Going to a double chamber design with chambers of a

substantially increased radius will improve on the total UCN statistics, as will optimisation

of all aspects of the UCN guide geometry to the PSI UCN source[93]. Improved control

of magnetic fields will result in improved neutron polarisation. Finally, improved high

voltage design will allow greater electric field strengths to be achieved. With the current
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‘baseline’ design, using only known and tested techniques and technology, a final sensitivity

approaching 1 × 10−27 e cm is envisaged. Further upgrades have the possibility to bring

this sensitivity into the 10−28 e cm range.

Several other experiments also attempt to measure the neutron EDM experiment using

a double chamber apparatus at room temperature. The Japanese-Canadian UCN collab-

oration aims to construct a double chamber apparatus at the TRIUMF superfluid 4He

UCN source, with both a 199Hg (as used in the Sussex-RAL-ILL and PSI experiments)

and 129Xe comagnetometer. This experiment proposes to reach a statistical sensitivity of

1 × 10−27 e cm after 100 days of beam time, based on simulation [94]. Another collab-

oration seeks to build an experiment at the upgraded LANL UCN source, which has the

possibility to reach a statistical sensitivity of 2.1 × 10−27 e cm for five calendar years of

running, based on demonstrated source performance [95]. The FRM-II/PanEDM experi-

ment was originally developed at the FRM-II reactor, but following regulatory difficulties

was moved to the ILL. It is connected to the SuperSun source [96] and in its first iter-

ation intends to reach a sensitivity of 10−27 e cm, with a second iteration achieving an

improvement of a factor 3-4 by use of the SuperSun magnetic reflector. There is also the

possibility for a 50% improvement in electric field if the comagnetometer can be omitted.

A new UCN source is under development at the WWR-M reactor [97] which promises to

offer high UCN densities; it is planned to run the previous PNPI-ILL experiment[98] at

this source to improve the statistical sensitivity of this apparatus.

An innovative technique was developed to measure the neutron EDM by taking ad-

vantage of the large electic fields available within certain crystal structures. Test measure-

ments using this technique resulted in an nEDM measurement of dn = (2.4± 6.5(stat.)±

5.5(syst.))×10−24e cm [99], and is has been proposed that further measurements using this

technique have the possibility to reach a sensitivity of the order a few ×10−27e cm[100].

Following the success of the room temperature experiment published in 2006, the

Sussex-RAL-ILL collaboration embarked on an ambitious effort to produce an nEDM

experiment with the entire UCN production, NMR measurement and detection taking

place submersed in superfluid liquid helium at 0.7 K [101]. This would allow the experiment

to achieve an order of magnitude higher electric field, and extremely high neutron densities,

with a statistical reach on the level of 10−28 e cm. Unfortunately, the experiment was

plagued by technical difficulties and discontinued before taking any useful data.

Undeterred, a collaboration centred on the Spallation Neutron Source (SNS) at Oak

Ridge National Laboratory (ORNL) [102] are developing an experiment based on a similar
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concept of performing a nEDM search in superfluid helium [103]. This experiment will use

an innovative detection technique relying on looking for a beating in the (spin-dependent)

UCN capture on cohabiting 3He atoms, whose spins are dressed to almost exactly match

the neutron precession frequency [104].

In recent years, there has also been a renewed interest in performing an nEDM experi-

ment using a cold beam of neutrons [105]. It is proposed to counter the systematic effects

using a time-of-flight technique on a chopped input beam, which is then extrapolated down

to a zero-velocity, systematic free measurement. This technique has the possibility to reach

high statistical sensitivities of 5 × 10−28 e cm by taking advantage of the extremely high

cold neutron flux available at pulsed spallation sources, such as the ESS [106]. Several

test experiments have been completed during beamtimes at cold neutron sources such as

those at the ILL and at SINQ (PSI).

2.8 Ultracold Neutrons

The final section of this chapter will be devoted to the theory and properties of ultracold

neutrons (UCN), the key experimental tool used in most modern neutron EDM experi-

ments. Ultracold neutrons are extremely low energy neutrons, defined as having energies

of up to 250 or 300 neV. This corresponds to velocities of up to a few metres per second,

or a temperature of around 3.5 mK. Their most valued property is that they can be stored

for long periods of time in macroscopic bottles made of relatively ordinary materials for

several hundreds of seconds.

Their ability to be stored lies in the properties of their strong interaction with matter.

The force between a free neutron and a free proton can be approximated by a square well

with a depth around 40 MeV and a radius of around 2 fm [107], effectively a forest of

delta functions for such low energy neutrons. However, as the spacing between nuclei is

extremely large compared to the wavelength of the neutrons, the potential will be averaged

out. It is therefore possible in many cases to instead model the interaction between a free

neutron and a material through which it passes as a potential step. This potential may

be positive or negative, corresponding to a repulsive or attractive interaction. Fermi

potentials for typical materials used in UCN storage range between +335 neV for 58Ni

(which may be used as a coating on the inside of glass neutron guides) to +95 neV for the

quartz used for the insulator ring of the Sussex-RAL-ILL nEDM experiment. The effective

Fermi potential depends on the bound coherent scattering length a, number density N
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and neutron mass mn as [107]

Vf =
2π~2

mn
Na. (2.10)

When a neutron reaches a boundary between two media, the interaction can be mod-

elled using as transmission or reflection at a potential barrier. Neglecting capture and

upscattering losses, reflection will occur when the neutron kinetic energy in the direction

perpendicular to the surface is less than the difference between the Fermi potential of

the two materials. In the case where the total neutron kinetic energy is less than the

Fermi potential difference, the neutron will always be reflected. However, typical surfaces

are generally rough. In this case, the reflection may not be totally specular (i.e. with

momentum parallel to the surface remaining unchanged, and perpendicular being exactly

reversed), rather it may be diffuse. In UCN guiding tubes, specular reflection is highly de-

sirable to maximise transmission (thus minimising the number of neutrons reflected back

towards the source, or which are reflected in such a way that their next collision occurs at

greater than the critical angle, resulting in loss). However, since UCN storage chambers

are typically filled from a single small port, the initial velocity distribution will be far from

isotropic. Therefore, in order to ensure that the population quickly equilibrates such that

the assumption of isotropic velocities holds when analysing the experimental data, some

roughness is often desirable in UCN traps.

At each reflection, there is a finite chance for the neutron to be lost. This may be

due to capture on nuclei in the wall, or inelastic scattering. In the quantum mechanical

description of reflection at a finite potential, the neutron wavefunction penetrates a little

way into the material. This allows for two potential loss mechanisms: capture on a nucleus,

and inelastic upscattering from phonons in the material. Losses can be modelled by adding

an imaginary component to the potential U = V − iW . The imaginary component W can

be found as

W =
~
2

∑
i

Niσ
(i)
l v, (2.11)

where Ni is the number density of each nuclear species i, σ
(i)
l is the loss cross section

and v is the incident velocity. The depth of the penetration depends on the ratio of the

incident neutron energy (considering only the direction perpendicular to the surface), and

the Fermi potential of the material. Another useful quantity is the ratio f = W/Vf , given

by

f =
W

Vf
=
σlk

4πa
=

σl
2aλ

, (2.12)

where k is the neutron wavenumber, or λ the wavelength. It can be computed that the loss

probability per reflection for a neutron with total kinetic energy E incident at an angle θ
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is

µ(E, θ) = 2f

(
E cos2 θ

V − E cos2 θ

)
. (2.13)

Note that at higher UCN energies the loss probability per bounce is higher, and the

rate of bounces is higher. This leads to a higher loss rate for higher energy UCN, meaning

that during typical storage experiments the energy spectrum will soften (be shifted towards

lower energies) over time. In addition, any regions with defects in the quality of the coating

or other issues will typically show a reduced Fermi potential or higher loss probability

per bounce, causing UCN losses which typically affect higher energy UCN preferentially,

further softening the spectrum.

Ultracold neutrons are subject to beta decay via the weak interaction. They have a half

life of 880.2±1.0 s as given by the PDG average [17]. However, this number is much debated

with measurements differing from each other by over 5σ. There are two complementary

methodologies: ‘beam’ and ‘bottle’. Beam type experiments take a cold neutron beam of

well-known flux, pass it through a detector, and count the protons or electrons resulting

from the decay, while bottle type experiments store ultracold neutrons for different times,

and count how many remain. Beam experiments typically produce results of around

888 s, while bottle experiments generally report lower numbers closer to 880 s. Both

experiments are subject to large systematic effects, the incorrect assessment of which could

explain the deficit. However, the discrepancy has also inspired alternative hypotheses,

such as a decay to dark matter particles [108], or an oscillation into a hypothetical mirror

neutron[109]. The nEDM apparatus at the PSI has been used for two sensitive searches for

this phenomenon [110, 111].UCN are also the subject of several experiments to determine

the neutron beta decay correlation coefficients [112].

While neutrons have no net charge, they do have a well measured magnetic moment

[53], comparable in size to the proton magnetic moment. As a result of this, there is an

interaction with a magnetic field of

Vmag = −~µ · ~B ≈ 60neV/T
~s

|~s|
· ~B. (2.14)

As a result of this, in an inhomogeneous magnetic field a force will be exerted upon the

neutron

Fmag = −∇Vmag = ±|µn|∇| ~B|. (2.15)

This formula assumes the adiabatic case, where the gradients of the field are gradual

and thus the neutron spins follow the same relationship with the direction of the field.

This leads to two classes of UCN, depending on their spin state: ‘high-field seekers’ and
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‘low-field seekers’, each being drawn to areas of maximal or minimal magnetic field respect-

ively. This effect is used to polarise beams of ultracold neutrons using magnetic fields,

either using strong magnetic fields created by a superconducting magnet solenoid [113],

or more traditionally by using thin iron foils which greatly amplify an applied magnetic

field to produce an equivalent barrier[107]. A superconducting magnet polariser with an

aluminium foil of 100 µm is able to almost fully polarise a beam using a field strength of

5 T (= 300neV)[113].

Ultracold neutrons are unusual among systems often studied in particle physics in that

gravity is a very significant influence on their motion. Writing the interaction with the

Earth’s gravitational field as

Vgrav = mgh, (2.16)

and using the standard value for the neutron mass [17], one finds the rule of thumb that

1 cm of height gained equates to 1.03 neV of energy. Considering typical UCN energies

of up to 250 neV, it is therefore clear that in experiments with dimensions measured in

metres this is a non-negligible effect. In order to optimise the flow of UCN to, from and

within experiments, in general Monte Carlo tools must be used [93]. Even when stored

in chambers of limited size, such as those used in the PSI and previous Sussex-RAL-

ILL experiment (of 12 cm height), the effect of gravity shifts the centre of mass of the

stored neutrons approximately 3 mm below the centre of the chamber [114], causing a

frequency shift from what might näıvely be expected in the presence of vertical gradients.

The differing centres of masses of different UCN energy populations causes additional

depolarisation effects [115–117]. The measurability of gravitational effects on UCN has

spurred several experiments to investigate the quantum levels of UCN-gravity bound states

such as GRANIT [118] and qBounce [119].
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Chapter 3

The Search for the Neutron

Electric Dipole Moment at the

Paul Scherrer Institute

3.1 Introduction and Principle of Operation

Figure 3.1: Sketch showing the layout of key components of the nEDM experiment at the

PSI, described in turn throughout this chapter. From [91].

The PSI nEDM experiment aimed to measure the neutron electric dipole moment

by searching for a shift in the Larmor frequency of stored ultracold neutrons upon the
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application of an electric field. A simplified schematic of the major components of the

experiment is presented in Figure 3.1, each of which will be in turn explained in more detail

in the course of this chapter. The experiment is located at the ultracold neutron source

at the Paul Scherrer Institute, Switzerland, which is depicted in an aerial photograph in

Figure 3.2.

The Hamiltonian of a particle with electric and magnetic dipole moments in an electric

and magnetic field is

H = −d ~s
|s|
· ~E − µ ~s

|s|
· ~B, (3.1)

where d is the EDM, µ is the magnetic dipole moment, and ~s is the spin vector. Such a

particle, of spin 1/2, will precess with a frequency of

fn =
2

h
|µnB ± dnE|. (3.2)

By measuring the neutron Larmor frequency in configurations of parallel (f↑↑n ) and antipar-

allel f↑↓n magnetic and electric fields, one can extract the neutron electric dipole moment

as

dn =
1

4E

(
h(f↑↑n − f↑↓n )− µn(B↑↑ −B↑↓)

)
. (3.3)

As such, it is critical to measure the neutron precession frequency as accurately as pos-

sible, and to measure any changes in the magnetic field as accurately as possible. The

neutron precession frequency is measured using the Ramsey technique, while changes in

the magnetic field are primarily compensated by the mercury magnetometer system.

The Ramsey technique of separated oscillatory fields [82] was first proposed in 1950 by

Norman Ramsey for measuring the precession frequencies of atomic and molecular beams,

for which he won the Nobel prize. It was developed from the Rabi technique. In the Rabi

technique [120], a polarised beam passing through a static magnetic field is subject to a

transverse oscillating (or rotating) field close to the resonant frequency. The oscillating

field causes the spins to begin to be flipped. The closer to the resonant frequency the spin

flip is, the more effective it is. As such, by varying the RF frequency and recording the spin

states of the particles in the final beam, the resonant frequency can be measured. In the

Ramsey technique, a pulse close to the resonant frequency is applied for the appropriate

time and amplitude for a π/2 rotation into the transverse plane. The spins are then

allowed to precess freely for a set time, before a second π/2 pulse is applied, at the same

frequency and in phase with the first. If the frequency of the pulses matches the spin-

precession frequency of the particles, then the spin flip will be successfully completed, and

(assuming no depolarisation) the particles will finish the sequence with opposite spins to
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Figure 3.2: Aerial view of the Paul Scherrer Institute straddling the river Aare, looking

north. The round building in the foreground is the SLS. The HIPA accelerator is located

in the large white building behind it, and the UCN source, cooling plant and nEDM

experiment are located in the attached building on the left.

the starting state. However, if the second pulse arrives with a π phase difference to the

neutron free precession, the initial spin flip will be fully reversed, and the particles will

be returned to the initial state. The behaviour of the neutron spins in case where the

pulses are applied at precisely the neutron resonant frequency is illustrated in Figure 3.3

The final state for pulses close to the resonant frequency (within the first fringe, where

the Rabi window effect is negligible) can be approximated by

N↑(∆ν) =
N0

2

[
1− α cos

(
πδν

∆ν

)]
(3.4)

N↓(∆ν) =
N0

2

[
1 + α cos

(
πδν

∆ν

)]
, (3.5)

where N↑ and N↓ are the approximate number of particles in each final spin state, N0 is

the total number of particles, α is the Ramsey visibility and δν = νRF−νn is the detuning

of the pulses νRF from the resonant frequency of the neutrons νn. The Ramsey visibility

α is defined to be the final polarisation of the neutron ensemble, convoluted with the

efficiency and specificity of the spin-sensitive neutron detection system. The linewidth ∆ν

is given by

δν =
1

2T + 8t
π

, (3.6)
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where T is the free precession time between pulses, and t is the length of each π/2 pulse.

The visibility α is related to the polarisation of the neutron ensemble, including addition-

ally detector efficiencies. The maximum achievable α is 1 for a fully polarised ensemble

with perfect separation of the two spin states upon detection.

In the original conception of the Ramsey technique, it was envisioned that a beam of

particles would pass first through a region with the oscillating field continuously applied,

then pass through a region with only the main static magnetic field, before passing through

a second region with the same oscillating field applied in phase with the first. However,

in modern experiments using stored particles rather than beams, the separated oscillatory

fields are separated in time rather than space: the oscillator runs freely and continuously,

however a gate is applied to the signal such that the oscillating field is applied only

when desired, but the phase of the second and first pulse are guaranteed to match. The

Ramsey technique is often compared to ‘a double slit experiment in time’ and compared to

interferomety and other techniques because it acts like an interference experiment between

the frequency of the pulses and the precession frequency of the particles.

For illustrative purposes, the results of a typical fit of the Ramsey curve a few hours

of typical data are shown in Figure 3.4. In 2017, a special run was performed exploring a

broader part of the Ramsey resonance to validate the form of the Rabi envelope, far beyond

the central fringe where normal datataking is performed. The results of this measurement

are shown in Figure 3.5.

In order to maximise the statistical sensitivity to the central frequency of the fringe

(i.e., the Larmor frequency), it is most effective to measure at the regions of maximum

slope, i.e. close to δν ≈ ±∆ν
2 . In practice, it is useful to add a small detuning to give

sensitivity to nuisance parameters such as the Ramsey visibility α from Equation 3.4 and

Equation 3.5 [122]. This is illustrated in Figure 3.4. It can be shown that the statistical

sensitivity of a series of m Ramsey measurements taken at the optimum working point

when T � TRF with Poisson counting statistics on the counts is [72]

σνn =
1

2πTα
√
N0 ·m

. (3.7)

Combining this with Equation 3.3, we then find that the best achievable statistical sens-

itivity of an nEDM experiment is [72]

σdn =
~

2ETα
√
N0 ·m

. (3.8)

As nEDM experiments have historically been statistics limited, the design philosophy

was to prioritise the statistical sensitivity, while maintaining sufficient control of all sys-
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tematic effects. Each of the statistical factors must be balanced against one another to

optimise the final sensitivity accumulated. For example, reducing the height of the cham-

ber may increase the attainable electric field E, at the cost of decreasing the neutron

counts per cycle N0, both due to the reduced volume and decreased storage time constant

due to an increased rate of wall collisions. Increasing the free precession time T would

decrease the Ramsey visibility α and the neutron counts N0, as well as possibly decreasing

the achievable number of cycles per day.

Although the PSI nEDM experiment is extremely similar in principle to its successor,

the Sussex-RAL-ILL experiment[20, 21, 88], it was improved in several areas to increase

the statistical sensitivity. First, the experimental setup was moved to run at the PSI UCN

source[90] rather than the ILL turbine [123]. This resulted in an increase in the neutron

counts. The PSI source was recently shown to be the most intense UCN source in the world,

in terms of producing as many storable UCN as possible [124, 125]. The development of

improved UCN coatings [126] and switching from a quartz to a Rexolite ring for the

chamber also improved neutron storage times. Substantially improved magnetic field

homogeneity due to a novel optimisation algorithm [127] using the caesium magnetometer

array significantly improved the achievable T2 relaxation time, improving on the final

Ramsey visibility α. A photo of the neutron precession chamber and other key components

within the vacuum chamber is displayed in Figure 3.6.

The remainder of this chapter will be devoted to documenting the experimental sub-

systems of the apparatus that made such improvements possible, and finally to exploring

the outlook to and sensitivity goals of the next generation n2EDM spectrometer.
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Figure 3.3: Sketch of the neutron precession during a Ramsey measurement sequence at

the resonant frequency. Adapted from [121]
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Figure 3.4: Ramsey fit of the Asymmetry A =
N↑−N↓
N↑+N↓

to a typical section of EDM data-

taking. Explanation of fit parameters indicated will be included in chapter 4.
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Figure 3.5: The Ramsey fit of the asymmetry A =
N↑−N↓
N↑+N↓

from a special measurement

covering a larger section of the Ramsey resonance curve beyond the central fringe. Shown

above are the results over the full measurement range, while below is a zoomed view of the

central few fringes. Note that at the extremes, the Rabi envelope becomes clearly visible

over the tight Ramsey fringe pattern.
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Figure 3.6: View inside the vacuum tank, showing the precession chamber used for the

nEDM experiment. The castellated high voltage feed at the top connects to the upper

electrode, which is separated from the lower electrode by the insulator ring. The UCN

enter and leave the chamber from below. The mercury probe light travels across the

chamber through two windows in the insulator ring.
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3.2 The PSI UCN Source

The UCN source at PSI [90] is a spallation source driven by the 590 MeV HIPA accelerator

at the PSI, shown in Figure 3.7. A fast kicker magnet [128] is able to divert the entire

(typically 2.2 mA, but up to 2.4 mA) beam current of the accelerator to the UCN source for

up to 8 seconds, for a maximum duty cycle of 3%. The maximum average beam current

on the UCN spallation target is 60 µA. There is also the option to continuously split

10µA of beam current to the UCN source for testing purposes. An upgrade programme is

planned to increase the HIPA beam current to 3.0 mA [129]. The target is comprised of

760 lead-filled zirconium tubes[130]. Around 8 neutrons are released per incident proton.

These neutrons are then thermalised in a moderator volume consisting of 3300 l of heavy

water (D2O) at approx 31 ◦C [131].

The neutrons are converted to ultracold neutrons in a 30 l solid ortho-deuterium (D2)

converter at 5 K. The incident neutrons are downscattered by phonon interactions to

become ultracold neutrons [132]. Upon leaving the crystal to the vacuum above, they

gain around 100 neV energy from the Fermi potential of the deuterium crystal, which is

lost as they rise up the guide. Then, they enter a large storage vessel of around 2 m3 in

volume. The walls are coated with diamond-like carbon (DLC) to maximise UCN storage

properties. After the spallation pulse, a flap at the bottom of the storage vessel is closed.

A total of three guide ports leave the storage vessel: South, West 1 and West 2. South

and West 1 leave from the bottom of the storage vessel to experimental areas South and

West, while West 2, connected to the top of the chamber, is mostly used for diagnostics

and monitoring. The nEDM experiment was installed permanently in area South for the

entire duration of the experiment.

An experimental comparison of worldwide UCN sources was recently completed [125],

using a portable UCN chamber [124]. The achievable UCN densities in that chamber and

their storage time constants (giving information about the UCN spectrum) were measured.

It was found that the PSI UCN source achieved the highest UCN densities after two seconds

of storage, while also recording a longer storage time constant than achieved at the next

best competitor, the ILL PF2 beamline with the turbine source [123]. The result of the

comparison is presented in Figure 3.8.
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Figure 3.7: Diagram of the PSI UCN Source, from [131].

Figure 3.8: Comparison of the PSI UCN source performance [131] with several competitors

worldwide, from [125].
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3.3 UCN Systems

The systems for guiding, storing and counting UCNs form the core of the experiment. Free

ultracold neutrons are produced at the source in several-second long pulses, at a repetition

period of several minutes. These must be polarised, bought into the precession chamber,

stored for hundreds of seconds for the duration of the Ramsey sequence, and then the

neutrons in each final spin state must be counted.

In general, the neutrons are transported from place to place within UCN guides. In

our experiment, these are typically formed of smooth glass tubes with the inner surfaces

sputtered with a coating of material with a high Fermi potential, such as an alloy of

nickel and molybdenum, or isotopically pure 58Ni. The high smoothness maximises the

specularity of the reflections and the high Fermi potential maximises the chance for the

neutrons to be successfully reflected at each reflection. This contributes to maximising

the proportion of neutrons successfully transported to and from the chamber, maximising

the statistical sensitivity.[133]

The neutrons emerging from the source are unpolarised. To polarise the neutrons, they

are passed through a 100 µm aluminium foil as the UCN are guided through the bore of a

5 T superconducting magnet [113]. The magnetic moment ~µ of the UCN in the 5 T field

[52] imparts ~µ · ~B ≈ 300 neV of kinetic energy to the neutrons with spins aligned with the

field, and fully repels those with lower energies. The neutrons of the correct spin state

are accelerated towards and pass through the foil in greatly increased numbers thanks to

their high kinetic energy. Upon leaving the high field region, this kinetic energy is again

lost, decelerating them to a storable energy. The neutrons emerging from this polariser

are > 99 % polarised. The polarisation of the neutrons leaving the magnet is maintained

by a series of guiding field coils, described in section 3.4.

Between the polariser and the experiment, an adiabatic spin flipper labelled SF1 is

installed. It consists of a pair of coils above and below the incoming neutron guide, driven

with RF. This allows the initial polarisation state of the neutrons to be flipped. This

allows us to both perform specialised measurements of the efficiency of the detection of

each spin state, and to control systematics related to an asymmetry in this. The spin

flipper can be turned off or on at will, and during normal operation this was done every

112 cycles. The efficiency was determined from fits to several combinations of spin flipper

settings, and was found to be close to perfect at (100.4± 0.3) %.

To control the path of neutrons in and out of the chamber, a mechanical neutron switch

was devised. This consists of several bent UCN guides on a rotating platform such that
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the correct path for the UCN can be chosen. There are four positions: empty (connects

storage chamber with USSA), fill (connects chamber with UCN source), monitor (connects

source directly to USSA) and pump (allows UCN guides to be pumped down). The switch

is shown in Figure 3.9.

Figure 3.9: Photo of the UCN switch. The inner platform with different guides mounted

can be rotated in order to make different connections between the various ports for filling

and emptying of UCNs.

The chamber itself consists of a Rexolite (polystyrene) ring of 47 cm inner diameter

and 15 cm height, sandwiched between two aluminium electrodes, sitting in grooves of 15

mm depth, giving an effective chamber height of 12 cm. The inner surface of the ring

is coated with deuterated polystyrene using a technique developed by the collaboration

[126, 134], while the two electrodes are coated with diamond-like carbon [135]. These

coatings were chosen for their high Fermi potentials and low neutron losses per reflection,

maximising neutron storage times. Typical neutron storage characteristics during data-

taking are displayed in Figure 3.10. It is also important to verify that the chosen material

cannot cause loss of neutron polarisation upon reflection (for example, due to strong local

magnetic fields). Such an effect would cause severe reductions of the measured T1 and

T2 times for the neutrons [141]. Measurements of the T1 time of the neutron population

demonstrating that this depolarisation mechanism has a negligible effect are shown in

Figure 3.11. In the insulator ring, two circular sapphire windows were installed to allow
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the mercury magnetometer probe beam to cross the chamber. These are coated with deu-

terated polyethylene to maximise UCN performance. In the lower (ground) electrode, two

shutters are installed. The UCN shutter is mounted in the centre, and allows neutrons

to enter or leave the chamber. The mercury shutter is opened only at the beginning of

the cycle to allow the polarised mercury vapour to enter the chamber. The UCN shutter

is opened during the filling and emptying of the chamber. During the Ramsey sequence,

both shutters are sealed tight to maximise the storage time.

Figure 3.10: Storage curve showing measured neutron counts after a given storage time,

measured at the beginning of 2016 data taking. The storage curve cannot be well described

by a simple exponential because slow and fast UCN will have different storage time con-

stants, and the population of stored UCN will typically contain a range of energies. The

curve is better approximated by the sum of two exponentials, with fast and slow decay

constants.

At the end of each measurement cycle, the chamber is emptied and the neutrons in each

spin state must be counted. The two spin states are separated by the USSA (U-Shaped

Simultaneous Spin Analyser), shown in Figure 3.12, [136] before being separately counted

by the two NANOSC [137] detectors. At the USSA, the guide from the chamber is split

into two arms, each featuring a polarising iron foil, magnetised by a strong permanent

magnet, permitting only one spin state to pass. The analysing power (using the formalism

of [138], equivalent to the measured asymmetry for an incident hypothetical fully polarised

beam) for the foil in arm A is (91.0± 4.4) % and in arm B is (89.7± 4.3) %. Before each

foil, each arm features its own independent adiabatic spin flipper, referred to as SF2a and

SF2b. In the case where the spin flipper is off, only neutrons with the correct spin state

are permitted to pass through the foil in each arm. However, if the spin flipper is active,

the spin states of all neutrons will be inverted on each pass, meaning that neutrons of
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Figure 3.11: UCN longitudinal polarisation after a given storage time, from the same

dataset as storage curve Figure 3.10. The longitudinal depolarisation rate commonly

denoted as T1 is fitted and shown to be in excess of 4000 s. T1 is expected to be limited

by interactions between neutrons and small magnetic impurities on the chamber walls. It

is therefore shown that interactions with the chamber walls are not the limiting factor in

the neutron polarisation time, since these would be expected to have similar depolarising

effects for all neutron polarisation states.

the wrong spin state will be reflected by one arm (with their initial state restored) and

may on a second attempt enter and be counted in the other arm. Typical efficiencies were

(97.0± 1.2) % for SF2a and (97.1± 0.9) % for SF2b. The analysing power for the entire

USSA assembly was measured to be (83.5 ± 4.0)%. Compared to the old sequential spin

analysis system, as used by the Sussex-RAL-ILL experiment, the counting statistics are

improved by (23.9± 1.0) % and the Ramsey visibility improved by (6.2± 4.9)%, resulting

in an overall improvement in the statistical sensitivity of (18.2± 6.1)%.

To each arm of the USSA, an independent NANOSC UCN detector [137] is mounted,

photographed in Figure 3.13. Each NANOSC consists of 9 independent PMT-scintillator

units. The scintillator consists of two layers, the first consisting of 60 µm of GS30 scintil-

lating plastic (depleted in 6Li), and second 120 µm of GS20 scintillating plastic (enriched

in 6Li). The scintillator is bonded to a 80 mm PMMA light guide, which then leads to a

R11187 Hamamatsu PMT. To detect a UCN, it must be first captured by the 6Li, which

reacts to form an α particle and a triton (3H nucleus). The first 6Li depleted layer is thick

enough that the capture occurs deep enough that both resulting particles are caught in

the scintillator, giving a single energy peak for a neutron capture well distinguished from
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Figure 3.12: Cut view of the USSA, as described in text. From [136].

ambient gamma rays or other noise. The relative efficiency was shown to be between 87 %

and 130 % of a 3He Strelkov detector, depending on the precise experimental configuration

and incoming UCN energy spectrum [137].

Although the background is very low and well distinguished from signal events, it is

possible that a correlation between any remaining background and other experimental

parameters may cause a systematic effect. This was investigated thoroughly and ruled out

during dry runs of the apparatus without UCN during downtime [111].
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Figure 3.13: Photo of the NANOSC detector. On the front can be seen the nine scintillator

stacks, connected by the blue light guide assembly to nine PMTs mounted at the rear.

From [137].

3.4 Magnetic Field Environment

In order to successfully measure the Larmor frequency of neutrons using the Ramsey tech-

nique, great care must be taken in the preparation of the magnetic field environment. The

neutron spin polarisation must be maintained for their transport to and from the chamber,

and the field within the precession chamber must be extremely uniform to maximise the

sensitivity of the Ramsey cycle. The experiment takes place within a large experimental

facility in close proximity to the PSI synchrotron, and other experiments in the neigh-

bouring hall using large magnets, which are periodically ramped and create noise. It is

also located next to a road where (ferromagnetic) vehicles are used for deliveries. Across

this road lies a major superconducting magnet test facility, the stray fields from which can

be strong enough to reverse the direction of the Earth’s ambient field as it is ramped up

and down each day. These external fields are passively monitored by several remote mag-

netometer modules spread around the experimental hall to allow the sources of magnetic

disturbances to be identified, but nEDM experimenters cannot influence significantly the
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running patterns of other experiments. Significant effort must therefore be invested to

achieve a uniform and stable field within the experiment.

The design of the superconducting magnet solenoid used to polarise the UCN means

that the guiding field must smoothly vary from the horizontal field coaxial with the UCN

guide from the source to the vertical field used inside the precession chamber. A series of

solenoidal coils colinear with the horizontal guides maintains polarisation up to the switch,

where the field smoothly rotates to vertical. This is then maintained by the vertical guide

coil assembly, a set of three solenoids mounted around the vertical UCN guide. This meets

the uniform B0 field within the vacuum tank smoothly. The direction of the field in the

vertical guide and switch must match the direction of the intended B0 field in the tank.

The field in the USSA upon emptying the tank must also be optimised to ensure there

is no additional loss of polarisation during transport, and to ensure proper operation of

SF2a and SF2b.

In order to stabilise the field within the precession chamber against external interrup-

tions, both dynamic active shielding using large coils (‘Surrounding Field Coils’, or SFC

for short) [139] and passive shielding using a four-layer µ-metal shield is employed. The

SFC system consists of six large rectangular coils (X+, X-, Y+, Y-, Z+, Z-) surrounding

the experimental area, with sides 6-8 m in length, depicted in Figure 3.14. The field close

to the experiment is monitored by nine three-axis fluxgates, mounted within the coils but

outside the µ-metal shield. The current through each coil can be independently adjusted

between −10 → +10 A or −20 → +20 A. A live-feedback algorithm dynamically adjusts

the current through each coil in order to stabilise the field as measured by the fluxgates.

This system is successful in shielding the experiment by a factor of 5–50 at a bandwidth

from 10−3 Hz up to 0.5Hz.

The four-layer µ-metal shield is responsible for shielding higher frequency signals, and

for providing additional protection against slower field changes. This shield was originally

used in the previous-generation experiment by the Sussex-RAL-ILL collaboration, which

is responsible for setting the current best limit on the nEDM. It consists of four concentric

cylindrical shields, with push-fit end caps. There are a number of holes through the shield

to provide for vacuum pumping, the probe beam for the Hg magnetometer, degaussing

coils, UCN guides and the high-voltage feedthrough. All components within the innermost

µ-metal shield are screened for magnetic contamination using the BMSR-2 facility at PTB

Berlin, to avoid creating large local gradients which may cause systematic effects[140, 141].

To allow for the shields to be degaussed, a cable containing several windings is threaded
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Figure 3.14: Photo of the experimental installation, with the µ-metal shield lifted by a

crane during installation. The six SFC coils are marked.

axially through each layer of the shield, passing through the centre of each endcap. These

coils are driven by a large power amplifier with up to 10A current, via a 1:1 transformer

to remove any DC offset, and a special isolation box, which allows the coils to be shorted,

isolated and gradually reopened to allow them to be isolated without introducing large

transients which may magnetise the shield. This system is driven by a 10 Hz sine wave,

decaying exponentially to zero over several minutes. The initial field is sufficiently strong

to drive the µ-metal into saturation to ensure full degaussing, and as the field is reduced

the µ-metal domains are randomised and the shield is demagnetised.

The shielding factor of the shield was determined by applying known fields externally

using the SFC coils, and measuring the field within using a fluxgate. The shielding factor

in the X direction was determined to be 13300± 600, in the Y direction to be 1600± 20,

and in the Z direction to be 8600± 300.

The nominal 1µT vertical field within the shield, named B0, is produced by a cosθ coil

wound on the outside of the vacuum tank. It is driven by a highly stable fixed current

supply, at a current of approximately 17 mA. The current is continuously monitored

and recorded by a Keithley 6487 picoammeter. The field created is substantially larger

than would be predicted for the same coil in free space: a substantial portion is due to
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magnetisation of the innermost layer of the µ-metal shield. The resulting magnetic field

is already impressively uniform, with gradients of a few tens of pT/cm close to the centre,

however in order to maximise neutron depolarisation times and control systematic effects,

it is necessary to further trim the field.

Figure 3.15: Measured Ramsey visibility as a function of time for an optimised trimcoil

current configuration using the homogenisation algorithm [127], from special datataking

runs during the 2016 ramp up period. The measured T2 of (1568 ± 19) s shows a vast

improvement over that obtained in previous experiments, which were of the order 600s

[88]. This directly increases the statistical sensitivity of the apparatus.

To further homogenise the field, 33 trimcoils are wound on the vacuum tank, or on

chimneys protruding through the shields. Each of these is driven by an independent

computer-controlled current supply, adjustable in two ranges between −20→ +20 mA or

−200→ +200 mA, in 1 µA steps. The precise magnetic state of the µ-metal shields is not

completely reproducible between degaussings, which are necessary whenever the direction

of the field is inverted or the shields must be opened. Therefore, attempts to optimise the

trimcoil currents offline based on information obtained from field mapping campaigns were

only partially successful. A technique to measure the field state after each degaussing using

the caesium magnetometer array was developed [127], which was then used to optimise

the trimcoil settings, minimising the gradients of the vertical component of the field across

the chamber to maximise the neutron T2. An experimentally measured T2 decay curve is



40

shown in Figure 3.15. To validate the collaboration’s understanding of the effect of field

gradients on neutron polarisation characteristics, a dedicated investigation of the effect

of known gradients on final state neutron polarisation for different pulse sequences was

performed, detailed in Figure 3.16.

For the Ramsey technique, it is necessary to apply a rotating field to apply the π/2

pulses at around the Larmor frequency of the neutrons (≈ 30 Hz) at the beginning and end

of the free precession period. This is approximated by a single coil AS1, which provides

an oscillating 30Hz field driven by the custom DAQ board [142]. This oscillating field is

equivalent to two counter-rotating fields at the same frequency; the additional counter-

rotating component does not significantly impact the neutrons. The amplitude of the

oscillating field is adjusted such that a 2 second pulse corresponds to a π/2 flip, as it is

difficult to predict a priori due to the large conducting masses in the electrodes and tank

which significantly disrupt the field shape and magnitude. For the mercury magnetometer

(described later in section 3.5), it is also necessary to apply a π/2 pulse at the beginning

of each cycle close to the mercury Larmor frequency (≈ 8 Hz) to start the free spin

precession. This is achieved with a pair of perpendicular RF coils, driven with sinusoidal

currents, with a 90◦ phase difference, in order to create a rotating field. For these coils, the

amplitude and phase relation is also empirically adjusted so as to maximise the mercury

sensitivity.

While this scheme resulted in an extremely uniform and stable field, it was still ne-

cessary to monitor and correct for variations from cycle to cycle. For this reason, the

experiment was equipped with online magnetometry systems, described in section 3.5. In

addition, to empirically determine the exact response of each trimcoil and constrain higher

order gradients contributing to several systematic effects, offline campaigns to map the

field using a dedicated mapper robot took place in 2013, 2014 and 2017. These measure-

ments are documented in chapter 5.
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Figure 3.16: Measured Ramsey visibility after 180s compared to Spin-Echo measure-

ment[117] and longitudinal polarisation measurements, versus additional vertical gradient

applied on top of optimised configuration. The longitudinal polarisation measurements

probe the baseline efficiency of the initial polarisation and of the specificity and efficiency

of the USSA spin sensitive neutron detection system, as well as ‘T1’ (or spin-lattice) type

depolarisation such as that due to small scale magnetic contamination of the chamber

walls. The Spin-Echo measurements probe ‘T2’ (spin-spin) type depolarisation, such as

that due to large scale B-field inhomogeneities such as a ∂Bz
∂x . The Ramsey measurement

also includes the effect of ‘gravitationally enhanced depolarisation’, a T ∗2 effect. This type

of depolarisation occurs when UCN are stored in a vertical gradient ∂Bz
∂z , as UCN of dif-

ferent energies have a different height distribution throughout the chamber. These results

provide clear validation of the measurements presented in [116], which are used to inform

the data taking strategy.
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3.5 Magnetometry

In order to precisely monitor the magnetic environment within the chamber, the exper-

iment is equipped with two additional magnetometry systems. The first, the cohabiting

mercury magnetometer, is designed to measure the volume average magnetic field within

the neutron chamber, while the array of 16 external caesium magnetometers is designed

to capture information about the gradients of the field.

The mercury system was originally developed by the Sussex-RAL-ILL collaboration

[20, 21, 88, 143]. It differs from previous magnetometers used in nEDM experiments

because it measures the free precession of atoms within the neutron storage volume, in

contrast to previous efforts where a limited number of magnetometers were placed around

the cell, limiting the accuracy in cases where the field was not perfectly uniform. First,

199Hg vapour is produced in the source by heating isotopically pure powdered HgO. This

diffuses into the polarising cell where it is optically pumped by circularly polarised light

from a 204Hg discharge lamp. This causes the spins of the mercury atoms to be aligned

(anti) parallel to the vertical B0 field. At the beginning of each measurement cycle, a

shutter is opened to allow the polarised vapour to enter the precession chamber. Before

the neutron Ramsey sequence begins, a π/2 pulse is applied at the Larmor frequency of the

mercury to flip the spin into the XY plane (transverse to the magnetic field), in which they

begin to precess. A probe beam of circularly polarised light from a second 204Hg discharge

lamp is shone across the chamber, and the transmission of the beam is modulated as the

atoms precess. The light enters and leaves the chamber through sapphire windows on

either side. The light leaving the chamber is detected by a photomultiplier tube. The

sensitivity of the magnetometer is limited by the signal to noise ratio of the readout,

which depends on a combination of several factors: the initial polarisation and density

of the mercury, the depolarisation time of the mercury, and the noise in the probe light

amplitude.Upon reversal of the electric field, the depolarisation rate initially decreases

but recovers over several cycles; the mechanism for this is however not well understood

[143–145]. To improve the quality of the probe light beam, a laser-based readout system

was developed [144, 146, 147], however this was not used for the bulk of nEDM datataking

in 2015 and 2016. The typical sensitivity of the mercury magnetometer was sufficient that

it was estimated to contribute no more than 2.88 % to the statistical uncertainty of the

nEDM experiment [144].

While the mercury magnetometer effectively compensates for drifts in the vertical

average magnetic field B0, it also comes with several major drawbacks. First, the ultracold
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neutrons are slow, with velocities of a few m/s, meaning that the centre of mass of the

stored ultracold neutrons is around 3-5 mm below the centre of the chamber[114, 117],

while the thermal mercury atoms fill the chamber more evenly. The result of this is that

a vertical gradient will impact the ratio of neutron and mercury frequencies. In the case

of small vertical gradients (up to ±30 pT/cm or so), the effect is linear, however for

larger gradients, it must be noted that the Ramsey technique is sensitive to the phase

accumulated during the free precession modulo 2π. So-called Ramsey wrapping causes a

deviation from linearity in this case [21, 115, 117]. Second, as the mercury atoms are fast,

they will sample the chamber nonadiabatically, effectively experiencing an average field of

| < ~B > |, while the slow neutrons will sample the magnetic field adiabatically, effectively

experiencing a field of 〈∣∣∣ ~B∣∣∣〉 ≈ ∣∣∣〈 ~B〉∣∣∣+

〈
B2
T

〉
2
∣∣∣〈 ~B〉∣∣∣ . (3.9)

The effect of this is that transverse inhomogeneities in the field will serve to increase the

neutron precession frequency, while leaving the mercury frequency unchanged. Finally a

conspiracy between the radial components of the magnetic field and motional magnetic

fields (arising from relativistic transformation of the electric field into the rest frame of

the mercury atoms, ~Bm = 1
c2
~v× ~E where c is the speed of light, ~v is the mercury velocity

and ~E is the electric field) results in a frequency shift in the mercury atoms proportional

to the applied electric field, thus mimicking the effect of a true EDM [140, 141, 148–152].

Each of these effects and how they were compensated will be described in more detail in

chapter 4.

To compensate for drifts in the vertical gradient within a run, and to optimise the

magnetic field before each run, an array of 16 optically pumped caesium magnetometers

is employed [153–156]. The cesium array consists of two different types of caesium magne-

tometer units: ‘High Voltage’ and ‘Ground’ magnetometers, with the HV magnetometers

mounted above the precession volume on the HV electrode, and the ground magnetomet-

ers mounted at two levels below the precession chamber. Each magnetometer consists

of a paraffin-coated glass spherical cell of 25-30 mm internal diameter, filled with cae-

sium vapour. At 45◦ to the magnetic field, a circularly polarised beam of 894.6 nm laser

light crosses the cell, pumping the caesium D1 transition. This effectively builds up a

net magnetisation along the beam axis. A coil applies an RF field at around the Larmor

frequency of the caesium atoms transverse to the main magnetic field, which begins to

drive the precession around the main magnetic field much like a classical driven oscillator.

The transmitted light is modulated as the atoms precess. By observing the phase rela-
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tion between the driving field and the modulation of the transmitted light, the difference

between the frequency of the driving field and the resonant frequency of the caesium atoms

can be observed. The driving frequency is tuned to match the resonant frequency using a

phase-locked loop. A sensitivity to field changes of less than 0.1 pT is readily achieved in

the experiment, however the absolute accuracy is substantially worse than this.

3.6 Data Acquisition

The experiment was largely automated, and the majority of operations were controlled

by a computerised data acquisition system. The core of the system was a custom-built

data acquisition board[142], which was responsible for generating the RF pulses for the

Ramsey sequence and the mercury magnetometer, recording the mercury PMT signal, and

controlling the timing of other experimental components such as valves and switches. This

was interfaced with a computer program, AcqEDM, which provided an interface for pro-

gramming of the board and was the primary user interface for control of the experiment.

The UCN detector PMTs were read by the FASTER DAQ system, which interfaced with

AcqEDM (via the blinding package) to provide information on neutron counts in each de-

tector each cycle, which was needed to choose the correct operating points on the Ramsey

fringe. The caesium magnetometer array was read out by a pair of custom FPGA-based

boards, which read out the precession signals, and provided the PLL-controlled driving

RF signal. This was interfaced with the slow-control system, which was also responsible

for controlling and passively monitoring of many of the components of the system, such

as the vacuum system, temperature, pressure and humidity gauges and the trimcoil sup-

plies. All systems were synchronised to a 10 MHz rubidium atomic clock, which was itself

synchronised to GPS time.

A data blinding system was implemented in order to disguise the true data such that

psychological biases towards a particular expected experimental result of those analysing

the data cannot influence the running of the experiment or of the analysis. An experi-

menter may, consciously or subconsciously, make decisions about, for example, which data

to cut and which to include in the analysis based on such biases. Such biases have been

suspected to distort measurements of several physical quantities, which are often seen to

fall closer to previous results and further from the true modern value than statistics might

suggest. The use of blind techniques when analysing and running experiments has long

been standard practice in medical trials, and is increasingly becoming standard practice

across particle physics measurements.
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Several techniques were investigated to provide the required disguise. As all of the

parameters which could be potentially hidden to remove any possibility of computing the

EDM before unblinding (such as neutron counts or magnetometry signals) were needed to

be known for diagnostic and monitoring purposes during the running of the experiment,

the only option was to somehow subtly alter the results in a way that would not affect

the running of the experiment. Early options considered were to record the neutron spin

flip frequencies used in the Ramsey sequencing with an electric field correlated offset, or

to add an electric-field-correlated offset to the recorded mercury frequency, however the

implementation of these options would either impact the data taking scheme in a way that

may bias the results, or be easily reverse engineered to reveal the offset. It was decided that

the best option would be to add an electric field correlated offset to the neutron counts,

thus mimicking a real neutron EDM signal. While an online fit of the Ramsey fringe is

performed in order to ensure that the working points on the Ramsey fringe are correctly

set, only cycles taken at E = 0 are included in this fit, so datataking is unaffected. The

size of shift required is small enough so as not to affect the manual diagnostic checks:

typically 1-2 neutrons must be shifted out of 10,000 to 20,000 counts.

The implementation of the blinding is in two parts: online and offline. In order to

accurately shift the correct number of neutrons each cycle in order to produce the desired

offset, it is necessary to know several parameters that can only be known well by fitting

a large dataset: in particular the Ramsey visibility α and the central position of the

Ramsey fringe. However, AcqEDM requires knowledge of the neutron counts after each

cycle in order to compute the correct working points on the Ramsey fringe. Therefore,

the online blinding program is responsible for providing the cycle-by-cycle live neutron

counts to AcqEDM, while the offline blinding program is responsible for providing realistic,

statistically well-behaved blinded data to be used for further analysis. The offset used for

online blinding is large and set randomly each run, such that the statistical noise induced

is enough that blinding offsets cannot be determined by comparison of the online and

offline blinded counts, while the offline blinding uses a smaller offset computed to give a

false EDM of the order 1×10−25ecm. The actual number is randomly computer generated,

and encrypted such that a human could never accidentally see it. The offline blinding was

performed in two identical stages: primary and secondary. The primary blinding stage

is applied once to all raw data. The secondary blinding stage is performed twice on the

already-blinded data to produce two separate datasets, one to be analysed by each analysis

groups, differing only by the offset applied. The unblinded and primary-blinded data is
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stored in an encrypted form and not accessible to the analysis groups. Once the analysis

groups each believe they have a final analysis setup, they will submit an unblinding request

to the collaboration board. If the collaboration board is satisfied, the secondary level of

blinding will be removed, and it will be checked that the two analyses are consistent. If

this holds, each analysis will be performed on the original dataset to give the final EDM

result.

3.7 High Voltage

In order to measure a neutron EDM, it is necessary to apply an electric field across the

precession chamber. As sensitivity to an EDM is linearly proportional to the applied

electric field, it is critical to apply the largest field possible across the chamber. The high

voltage system consists of a commercial power supply manufactured by FUG, which is

rated to supply up to ±200 kV into a commercial high voltage cable. The polarity can be

electronically switched. The HV line is connected to the experiment via a large resistor,

to limit the potential damage caused by a breakdown. A custom-design feedthrough with

the bulk of the construction made of ceramic is used to bring the high voltage into the

vacuum tank.

The geometry of the chamber was optimised to maximise the achievable high voltage.

The height of 12cm was chosen in order to balance the achievable electric field with building

a suitably large chamber to store as many neutrons as possible in order to maximise the

statistical sensitivity. The precise profile of the grooves in the electrode in which the

insulator sits was also optimised to maximise the achievable high voltage. Corona rings

were mounted to each electrode in order to avoid sharp edges (which create regions of

high electric field that seed high voltage breakdowns) and to ensure that the high voltage

and ground caesium magnetometers remain in low field regions to avoid any possible

high-voltage effects on those.

In order to further optimise the attainable electric field, several steps were taken.

During normal EDM running, the pressure inside the apparatus is maintained at approx

1.5 × 10−3 mbar of helium in order to suppress high-voltage discharges. In the end, the

limiting factor in high-voltage operation was discharges occuring due to the high-voltage

caesium magnetometer fibres. During operation, voltages of ±132 kV were consistently

achieved with these fibres installed, while the full 200kV could be consistently achieved

without. On one occasion, a voltage of 200kV could be applied with the fibres in place.

The normal running voltage of ±132 kV corresponded to a field of ±132 kV/12 cm = 11
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kV/cm.

Stray currents flowing within the magnetically shielded region can create high-voltage

correlated magnetic field effects, which can mimic a neutron EDM. This can either be due

to the field produced by the current flow itself, or the current flow causing magnetisation

of, for example, the µ-metal shielding. In order to constrain this, the return current feed

from the ground electrode is fed through a picoammeter with special protective circuits

in order to measure any current flow. This current feed leaves the ground electrode, flows

to the picoammeter, then the return line is routed back through a screened cable to the

vacuum tank ground. The vacuum tank itself is electrically isolated from other parts of

the experiment, and is only grounded via the high voltage feed connection. This absence

of current loops for the high voltage charging current is designed such that it is impossible

for the electrode charging currents to magnetise the magnetic shield. Quantitative studies

of the permissible leakage current and associated systematic effects are detailed fully in

[111, 157].

3.8 Conclusion: Expected Sensitivity and Outlook to n2EDM

In section 3.1 the factors that contribute to the ultimate statistical sensitivity of nEDM

experiments were introduced. These can be summarised by Equation 3.8

σdn =
~

2ETα
√
N0 ·m

,

where E is the achieved electric field (in each polarity), α is the Ramsey visibility, T is the

free spin precession time between the π/2 pulses in the Ramsey sequence, N0 is the aver-

age number of neutrons per cycle and m is the total number of measurement cycles. As

outlined throughout this chapter, the recently completed nEDM experiment implements

many advances over the previous generation Sussex-RAL-ILL experiment, improving on

both the statistical precision and the control of systematic errors. The apparatus was

used for sensitive EDM datataking from August 2015 to December 2016, during which

time enough data was collected to reach a raw sensitivity (1σ) of 1 × 10−26ecm. The

analysis of this data is presented in chapter 4. The apparatus was also used for a number

of auxiliary measurements, both to constrain new physics phenomena, and to better un-

derstand systematic effects affecting nEDM experiments in preparation for n2EDM. These

include measurements of neutron ‘disappearance’ to constrain mirror neutron oscillations

[110, 111, 158], an improved measurement of the neutron to 199Hg magnetic moment ratio,

constraints on axionlike particle mediated forces [159], investigations of Lorentz violating
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parameters [160] and most recently constraints on ultralight axion dark matter [161], de-

tailed as part of this thesis in chapter 6. Measurements were taken to validate calculations

of systematic effects due to linear vertical magnetic field gradients [144, 151] and higher

order magnetic field inhomogeneities [141, 144]. An investigation[116] of gravitationally

enhanced depolarisation[115] and Ramsey wrapping was conducted. Finally, a novel spin-

echo technique to explore the energy spectrum and depolarisation mechanisms of ultracold

neutrons was developed [117], using a π pulse between the initial and final π/2 pulses to

disentangle gravitationally enhanced depolarisation effects and intrinsic depolarisation ef-

fects under the application of known vertical gradients.

This intense development work stands the collaboration in good stead to construct and

operate the n2EDM experiment. The guiding principle of the design of this experiment is

to maximise the statistical sensitivity while maintaining sufficient control of systematics.

The most striking change is the change to a double chamber apparatus, with a single shared

high voltage electrode mounted in the centre of two ground electrodes, separated by plastic

insulator rings as before. The overall experimental layout is displayed in Figure 3.17,

with a detail view of the precession chamber at the heart of the experiment is shown in

Figure 3.18. The double chamber design has the effect of substantially increasing the

volume (increasing UCN counts) and, as a key benefit, provides substantial protection

from systematic effects, many of which will cancel as both directions of electric field are

probed simultaneously in each chamber. Also, as there will no longer be any caesium

magnetometers mounted at high voltage, the limiting effect of the caesium fibres on the

attainable electric field will be lifted. The guide geometry is also well optimised for the

UCN characteristics and energy spectrum available at the PSI UCN source, which further

improves UCN statistics. Furthermore, it was chosen to use a larger precession chamber,

with an internal diameter of 80 cm compared to the 47 cm of the previous experiment. This

serves to improve UCN statistics, but at the expense of greater vulnerability to systematic

effects related to the homogeneity of the magnetic field, and having stricter homogeneity

requirements to maintain the neutron polarisation. This will be achieved using a larger

magnetically shielded room (with more layers of µ-metal) and B0 coil, and monitored

by a large array of less sensitive but highly accurate caesium magnetometers. The new

generation experiment promises to achieve a sensitivity of 1.2 × 10−27 e cm for 500 days

of running, based on realistic UCN Monte Carlo simulations and models validated by real

world measurements of the PSI UCN source, assuming only demonstrated performance

of the UCN source and using only demonstrated technologies. The key figures leading
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to this forecast are summarised in Table 3.1. Research and development is ongoing to

develop upgrades for the experiment, such as coated non-metallic electrodes to reduce the

impact of Johnson noise on the statistical sensitivity. Work on better understanding and

optimising the UCN source is also underway, which will further improve the statistical

sensitivity of the experiment directly.

Figure 3.17: Sketch of entire n2EDM apparatus in area South. Grey blocks around area are

concrete blocks for radiation protection. Magnetically shielded room (MSR) to contain

vacuum tank (5) and precession chambers (4), mounted on large granite blocks (7) for

stability. Superconducting magnet polariser (1) provides a polarised UCN beam from

beam port (2). This feeds a Y-piece and switch (3) to feed each precession chamber.

Upon emptying the chambers, the neutrons of each spin state are counted by a pair of

USSAs (6) (as used in the previous generation experiment, described in section 3.3).
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Figure 3.18: Close up of n2EDM precession chamber conceptual design: dual chambers

surrounding a single high voltage electrode, with independent mercury magnetometry

systems for each chamber. Ground electrodes on top and bottom to support vast caesium

magnetometer array for online determination of field configuration.
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Sussex-RAL-ILL nEDM n2EDM Baseline

Diameter (cm) 47 47 80

Height (cm) 12 12 12 (× 2 - Double

Chamber)

Coatings Quartz, DLC dPS, DLC dPS, DLC

E (kV/cm) 10 11 15

T (s) 130 180 180

α 0.6 0.75 0.8

N (typical, per

cycle)

14,000 15,000 Simulated

121,000

Typical Sensitiv-

ity Per Day σdn

(×10−25ecm)

26 11 2.6

Table 3.1: Forecast sensitivity parameters of n2EDM experiment in comparison with previ-

ous experiments. Calculations for n2EDM are from the n2EDM Project Overview Report

(January 2018) [162], considering improvements achievable using only presently proven

technology - the ‘Baseline’, and assuming no improvements in UCN source performance.

Performance figures of ILL experiment from [20].
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Chapter 4

Data Analysis

The nEDM experiment at the PSI took sensitive data from August 2015 to December 2016,

with a break during the accelerator maintainance window taking place January 2016 to

May 2016. Analysis of the data to obtain a final nEDM result is currently underway,

with the ‘statistical’ part of the analysis described in this chapter complete. Following the

finalisation of the analysis of systematic effects, the data will be unblinded, to reveal what

is likely the most statistically sensitive measurement of the nEDM to date.

4.1 Structure of the Analysis

In order to provide a cross-check, the data arising from the experiment is analysed by

two distinct ‘analysis groups’. Each group is responsible for completing a full analysis of

the data. The data is blinded as it is produced, by adjusting the neutron counts in each

detector to simulate a real EDM (see section 3.6). Before publishing a result, and as part

of the unblinding process, it must be ensured that the results arising from each analysis

are consistent. Each analysis group has access to the full dataset, however the data is

blinded differently to prevent comparison of preliminary results biasing the development

process. First, a ‘primary’ blinding is applied to the entire dataset, common to both

groups. Then, a second ‘secondary’ blinding is performed on top on this, with different

randomly generated offsets for each group. This chapter describes the analysis developed

by the eastern analysis group, of which the author is a part.

The eastern analysis is a large and complex software project with many contributors

over a period of years. It is divided into a series of ‘steps’: import, cycle-level analysis, run-

level analysis and crossing-point analysis. Each discrete step, in addition to the mercury

fit program[163], the map analysis (see chapter 5) and some shared routines for file access,
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is stored in its own git repository for version control [164]. Each step of the analysis can

be run independently and records in its output all versions of software used to produce its

results, allowing traceability of all results.

The majority of the code is written using MATLAB[165] and its associated tool-

boxes. The mercury fit analysis and the map analysis is done using Python3[166] with the

NumPy[167], SciPy[168] and Pandas[169] libraries.

4.2 Importing the Data

The data arising from the apparatus is recorded by several programs split across multiple

computers. The majority of this is stored in a text based format, with the exception of data

from the UCN detectors, which is stored in a binary format. The purpose of the ‘import’

stage of the analysis is to collect these many independent files together, synchronise the

timestamps, and to store them in a fast, compressed binary file format for fast and efficient

access. The HDF5 format [170] was found to meet these requirements, and is also used

to store intermediate results at each step of the analysis. For each data run, a single

HDF5 database is produced. All data recorded by the apparatus is stored in the database,

with the exception of the individual neutron detector pulse data. The import step is

responsible for reading the full data produced by the FASTER detector DAQ system

[171], and applying predetermined thresholds to count the number of neutrons of each

spin state detected each cycle as a function of time.

4.3 Cycle Level Analysis

The cycle-level analysis is responsible for analysing everything that is independent cycle-

to-cycle. This consists of the analysis of the mercury free induction decay (FID) signal,

the counting of neutrons arriving during the emptying period of the apparatus, and the

computation and reporting of ‘performance parameters’, identifying bad cycles where the

apparatus did not function properly, which are used to decide cuts at the run level.

The mercury magnetometer fit is performed by a specialised algorithm described in

[163]. The signal recorded by the mercury magnetometer is an FID signal, a decaying

sine wave at approximately 8 Hz (the Larmor frequency of 199Hg in a 1 µT field), and a

decay time constant between approximately 30 s and 200 s. The signal is passed through a

filter to allow only a restricted range of frequency components to pass, and digitised[142].

The frequency computation is most precise when the signal is fitted considering the entire
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neutron precession period. However, in the case of a rapidly decaying signal in the presence

of significant field drifts there is a risk of inducing a bias towards measuring only the field

at the beginning of the cycle rather than a true average through the free precession time.

In this case, it is possible to sacrifice some precision in the name of accuracy by using a

‘two window fit’, as used in the previous Sussex-RAL-ILL data analysis[88, 143, 172]. Two

sections of the beginning and of the end of the FID signal are fitted, and by comparing the

relative phase of each signal, it is possible to deduce the mean precession frequency over the

whole period. In the choice of window sizes, there is a further bias-variance tradeoff, with

shorter window lengths giving less bias but poorer precision. A Monte Carlo simulation

was used to optimise the fit type and window length chosen as a function of the noise

level and estimated magnitude of magnetic field drift, in order to maximise accuracy. The

results of this optimised fit were used for all subsequent stages.

4.4 Run Level Analysis

The next level is the run level analysis, responsible for all analysis which can be done with

just one run, including the determination of the neutron frequencies by fitting the Ramsey

curve, and the determination of the EDM measured from each run.

The run level analysis is performed on ‘sets’ of data, which may not correspond pre-

cisely to exact run numbers used in datataking. A set consists of a consecutive set of

runs performed in the same nominal magnetic field configuration (same B0 direction and

trimcoil settings), with no degaussing in between. Sometimes the run had to be stopped

temporarily for technical reasons, and restarting without any changes resulted in the run

number being incremented. Working with sets of merged runs allows cycles to be most

effectively divided into ‘subsets’.

4.4.1 Division of Sets into Subsets

An entire ‘set’ consisted of typically two days of datataking at one magnetic field config-

uration. Within this set, the electric field direction and the states of each spin flipper were

regularly reversed according to the scheme shown in Figure 4.1. However, during one set,

it is possible that many parameters, such as field gradients, may drift. Therefore, it is

useful to further divide the data into shorter subsets. The choice of subsets is informed

by the electric field reversal interval, as cycles in at least two different electric fields are

required to extract an EDM. In particular, it was found necessary to cut the data into

‘ABBA’ subsets, combining two high voltage reversals between both electric field orient-
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ations and the intervening zero-field cycles, in order to be able to distinguish between

linear time drifts in the vertical field gradient and a real EDM-like effect. This process

is mostly automated, with a few manually defined exceptions where the algorithm failed:

for example where large parts of the run had to be cut.

Figure 4.1: Time structure of datataking scheme. Upper plot: yellow = USSA SF2a/b

state (inverted every four cycles, see section 3.3), blue = SF1 state (inverted every 112

cycles). Lower plot: green = E field polarity (8-48-8-48 cycle of 8 cycles datataking at

zero field followed by 48 cycles at alternating HV states), alternating light/dark grey =

indicative division of single long run into ‘ABBA’ sections, combining both HV states.

From [91].

4.4.2 Caesium Gradients Fit

The PSI nEDM experiment includes an array of 16 caesium magnetometers mounted above

and below the precession chamber, though for much of the datataking period only 15 of

these were functional. These sensors have relatively poor absolute accuracy, making them

unsuitable as the sole measure of the vertical gradient; however they provide excellent

precision (of the order 0.1pT, when averaged over one cycle). Thus, they can be used to

compensate drifts in the vertical gradient over the course of one run.

To obtain an estimate of the gradient drifts across a run, first a reference field (typically

the average measured field across the entire subset) is subtracted from each sensor, so that

only relative field changes remain. To this, a field model is fitted, typically consisting of
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the terms G0,0, G1,0, G1,1, G1,−1, G2,0, G2,1, G2,2, G2,−1 and G2,−2 from the standardised

adequate basis detailed in [141] 1 (i.e. all longitudinally visible terms up or order 2; terms

with no z component such as G1,2 will produce only a minimal effect in the caesium sensors

which measure the magnitude of the field).

4.4.3 Ramsey Fit

In order to determine the neutron frequency for each cycle, it is necessary to fit a Ramsey

resonance to a longer set of data, in order to determine the central value of the fringe and

nuisance parameters such as the visibility and detector asymmetries. To compensate for

variation in the total number of neutron counts, the asymmetry is used in place of the raw

number of neutron counts in each spin state [173]

A =
N↑ −N↓
N↑ +N↓

. (4.1)

In the basis of neutron counts, the equations defining the Ramsey curve are

N↑(δν) =
N0

2

[
1− α cos

(
πδν

∆ν

)]
(4.2)

N↓(δν) =
N0

2

[
1 + α cos

(
πδν

∆ν

)]
, (4.3)

with δν the detuning from resonance δν = νRF − νn, α the Ramsey visibility and ∆ν the

linewidth ∆ν = 1/ (2T − 8t/π), where T is the free precession time and t the length of

each spin flip. These are combined, such that in the case of perfectly symmetric detection

efficiency and visibility for each state [173]

A = −α cos

(
πδν

∆ν

)
. (4.4)

In the case where small asymmetries in detector efficiency are present, this is slightly

modified. If the spin-up detector is slightly more efficient than the spin-down detector, so

that N↑0 = N0 +D and N↓0 = N0 −D, and the visibility as measured in each spin state is

modified by d so that α↑ = α+ d and α↓ = α− d, then one finds

A =
D

N0
− α cos (φ)−

(
α2D

N0
+ dα

)
cos2(φ) (4.5)

= Aav − α cos (φ)− δ cos2(φ), (4.6)

where φ = πδν
∆ν . Close to the working points φ ≈ π/2, the term δ cos2(φ) is small, so it can

be neglected.

1A brief summary of the basis used throughout this work is included in Appendix A, any gradient

expressed using the format Gl,m is as described in this basis.
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During datataking, the states of the three spinflippers SF1 and SF2a/b are inverted

every 112 and 4 cycles respectively (see Figure 4.1). Each combination of spin flipper

states may have different asymmetries, as each spin flipper and analysing foil may have a

different efficiency, and also which detector counts which spin state is also changed. All

cycles within one 112 cycle block with the same SF1 state are combined into one joint fit.

An additional parameter is added to absorb any E field dependence of the phase (i.e. an

EDM-like effect, such as that added during the blinding process). The overall equation

fitted is

A = Aav(SF2)− α cos

(
π∆f

ν
− Φ− dΦ

dE
E

)
, (4.7)

where A is the measured asymmetry of each cycle (with error arising from Poisson statistics

on N↑ and N↓), Aav the fitted mean asymmetry for each SF2 state, α the fitted Ramsey

visibility, ∆f the difference between the neutron RF pulse frequency and nominal Ramsey

frequency (corrected by Hg, in the case without using caesium for gradient drift correction

∆f = fRF − γn/γHgfHg), ν the (fixed) linewidth, Φ a free phase to absorb any non-E-

dependant frequency shifts, and dΦ
dE also a free parameter to absorb any E-dependant

frequency shifts. This first Ramsey fit is referred to as the ‘HVCombi’ fit. Typical results

are shown in Figure 4.2.

In order to minimise the chance of any as-of-yet unknown effects causing some bias

and systematic effect in the Ramsey fit, the dataset is then divided again by E-field state.

A new ‘chunk’ is begun at each HV ramp. Another fit is performed, this time only to find

the central phase Φ as a free parameter, the rest fixed from the first ‘HVCombi’ fit.

A = Aav(SF2)− α cos

(
π∆f

ν
− Φ

)
. (4.8)

Typical results from this second state fit are displayed in Figure 4.3. This two-stage fit

is needed to ensure that the nuisance parameters α and Aav(SF2) can be sufficiently well

determined, even when the chunk consists of relatively few cycles (for example for E = 0

chunks, which nominally consist of eight cycles, but can consist of fewer if some must be

cut away).



58

Figure 4.2: HVCombi Ramsey fit to a typical subset, with no correction for gradient drifts.

Figure 4.3: Second stage Ramsey fit of only phase to one HV chunk of a typical subset.

The blue and black points correspond to different states of the USSA spin flippers SF2a/b.
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Caesium Gradient Drift Correction

In doing the Ramsey fit, drifts in the average magnetic field are compensated using the

mercury comagnetometer. Vertical gradients (including but not limited to G1,0) however

cause shifts in the ratio of the neutron and mercury precession frequencies, as the neutron

population sags by a few mm under the effect of gravity[114]. This shift is normally

absorbed into Φ, however, random drifts in the vertical gradients can cause a worsening

of the quality of the fit, and therefore the overall sensitivity.

Figure 4.4: Fitted relative vertical gradient drift over a typical run.

Relative drifts in the vertical gradient can be effectively measured to high precision

using the caesium magnetometer array. Typical results from this measurement are shown

in Figure 4.4. For small drifts in the vertical gradient G1,0 (resulting in a total gradient

less than around ±30pT/cm, avoiding the ‘gravitational depolarisation’ effects[116]), the

frequency shift induced will follow δR = ± γn
γHg

(〈z〉 δG1,0/B0), where 〈z〉 is the mean height

difference between the neutrons and mercury.

In order to correct for gradient drifts before doing the Ramsey fit, the term ∆f in

Equation 4.7 and Equation 4.8 can be substituted with

∆f =

(
fRF −

γn

γHg
fHg − γn 〈z〉 δG1,0

)
. (4.9)

This requires prior knowledge of the correct value of 〈z〉. The value depends on the

precise form of the UCN energy spectrum in the chamber. This may be predicted by
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Monte Carlo simulation[93] or obtained empirically via a spin-echo technique[117] or by

measuring the shift in the measured neutron-mercury frequency ratio when applying a

known gradient[91, 116, 174].

Correction with this method results in a substantial improvement in the goodness of

fit. The Ramsey fit shown previously (in Figure 4.2 and Figure 4.3) was repeated after

this correction, the results of which are shown in Figure 4.5 and Figure 4.6.

Figure 4.5: HVCombi Ramsey fit to typical subset, with CsM gradient compensation. The

colour of each point corresponds to the high voltage state, with red corresponding to an

applied voltage of +132 kV, blue corresponding to −132 kV, and black to cycles where no

high voltage was applied.
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Figure 4.6: Second stage Ramsey fit of only phase to one HV chunk of typical subset, with

CsM gradient compensation.

Neutron Frequency Fit

While the fitted phase Φ contains information about the average frequency of the neutrons

during that chunk, it is informative and useful to invert Equation 4.8 to infer ∆f and

therefore the neutron frequency during that cycle in order to be able to test for, for

example, time structures and any further uncompensated drifts. Rather than inverting

the equation analytically, a least-squares fit is used to invert the equation. This is required

because otherwise points with a measured asymmetry greater or less than Aav ± α will

cause the operation to fail.

From the fitted neutron frequency for each cycle, the ratio of neutron-to-mercury

frequencies R = fn
fHg
≈ 3.84 is computed. If the caesium magnetometer array is used

to correct for gradient drifts, then the ratio R can also be substituted for a gradient-

corrected R =
fn+〈z〉δG1,0

fHg
. The error on R is computed considering the counting statistics

contributing to the measured asymmetry, the error in the fit parameters, and the error in

the mercury and (if used) caesium magnetometer readings and fits.

4.4.4 ‘RvsE’ and ‘RvsT’ fit

Rather than using the central phase offset Φ arising from each Ramsey fit to measure the

average frequency across each E state, the R values computed for each cycle are used. In
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order to compute the measured EDM during each subset, one must look for a correlation

between the applied electric field, and the measured neutron frequency. The ratio R is

used as a proxy, to compensate for drifts in the applied magnetic field B0.

In the simplest case, a linear relationship R = p1E + R0 (with E = −U/d, with

U the applied voltage and d = 12 cm the separation of the two electrodes) is fitted.

This fit is referred to as the ‘RvsE’ fit. p1 is related to the measured EDM by dn,meas =

−sign(B0)·p1 ·h·f̄Hg/2, where h is Plank’s constant and f̄Hg is the mean mercury frequency

over the subset. R0 is then the neutron-mercury frequency ratio, which is used later in

the analysis effectively as a gradiometer, taking advantage of the height offset between the

neutrons and the mercury atoms. Typical results of such a fit are shown in Figure 4.7,

or in the case when magnetic field gradient drifts are corrected using the cesium array in

Figure 4.8.

Figure 4.7: Typical RvsE fit, without CsM gradient drift correction.

Particularly in the case where the caesium magnetometers are not used to compensate

drifts in the magnetic field gradients, it is possible to additionally fit a time drift compon-

ent. This is named the ‘RvsT’ fit. The equation fit then becomes

R = R0 + p1 · E +R1(t− t̄) +R2(t− t̄)2. (4.10)

The fit is often insensitive to R2, in these cases it is excluded from the fit. Including the

time drift in the fit increases the goodness of fit even in the case where the caesium drift

correction is included, as there will still be residual higher-order field drifts not measured
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Figure 4.8: Typical RvsE fit, with CsM gradient drift correction.

by the second-order decomposition. Typical results of this fit with and without gradient

drift correction using the cesium array are displayed in Figure 4.9 and Figure 4.10.
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Figure 4.9: Typical RvsT fit, without CsM gradient drift correction. The red points

correspond to cycles taken at positive high voltage, blue to cycles taken at negative high

voltage, and grey to cycles taken at zero high voltage.

Figure 4.10: Typical RvsT fit, with CsM gradient drift correction.
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4.5 Crossing Point Analysis: A First Exposition

The final stage of the analysis is driven by the need to correct the leading systematic,

the mercury ‘false EDM’[140, 141, 148–152]. This systematic produces a frequency shift

proportional to the applied electric field, exactly the signature of an EDM. It arises due

to a conspiracy between radial field components from magnetic field gradients Gl,0 with

odd l, and the Lorentz transformation of the static electric field into the rest frame of the

mercury atoms, giving Bm = − 1
c2
v × E. This effect applies to both the mercury atoms

and to the neutrons, however the effect on the mercury atoms is much larger. When using

the frequency ratio R = fn/fHg to correct for B0 drifts, any frequency shifts affecting the

mercury atoms are transferred to the measurement. In the case of a pure linear gradient

G1,0, the frequency shift is directly proportional to G1,0. Converting this shift into an

apparent nEDM, one computes

dfalse
n←Hg =

~|γnγHg|
8c2

r2G1,0 (4.11)

≈ G1,0

1pT/cm
× 4.42× 10−27e cm, (4.12)

where r is the radius of the precession chamber. The absolute accuracy of the cesium

magnetometer array is too poor to compensate for this effect. However, as previously

mentioned, the height difference between the neutrons and the mercury comagnetometer

also induces a shift in the ratios of their precession frequencies proportional to G1,0. This

effect is sufficiently large to enable this quantity to act as an effective gradiometer. The

shift in R follows

R =
γn

γHg

(
1 +

G1,0 〈z〉
B0

)
. (4.13)

The shift inverts in sign with the direction of B. This immediately suggests the ‘crossing

lines’ technique, first used in the analysis of the previous Sussex-RAL-ILL experiment[20,

21, 148]. Combining the two expressions, one obtains

dmeas
n = dtrue

n +B0

~γ2
Hg

8c2 〈z〉
r2

(
R−

∣∣∣∣ γn

γHg

∣∣∣∣) (4.14)

The slope of this relationship is equal and opposite for each direction of B. At the

crossing point of the two lines, the G1,0 must be zero, the measured R will be equal to the

independent measurements of γn
γHg

, and the geometric phase systematic will be removed

from dmeas
n . The preliminary results of this fit are displayed in Figure 4.11.
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Figure 4.11: Result of the crossing point analysis for all data of 2015 and 16. A correction

is applied for the Earth’s rotation, but corrections for G3,0 and
〈
B2
T

〉
are not applied. In

the upper plot, the result from each run taken with B up is marked by a red point, and

in the lower plot the result taken with B down is marked by a blue point. The slopes for

each of the two lines are equal in magnitude but of opposite sign, and fixed.



67

4.6 Corrections to the Crossing Point Analysis

In the previous section, the method used to correct for the leading systematic effect is

described in the simplest case. However, a number of other systematic effects must be

taken account of and be properly compensated. Both direct systematic effects (those

inducing a frequency shift correlated with E, mimicking an EDM) and indirect systematic

effects (those causing a frequency shift correlated with B, which may induce an error in the

final reported EDM through the crossing point procedure) are considered. The measured

R can be represented as a function of a sum of several corrections

R =
γn

γHg
(1 + δEDM + δfalseEDM + δgrav + δT + δLS + δEarth + δothers) . (4.15)

These can be divided into terms which will vary according to the applied electric field,

namely the effect of a true EDM δEDM and false EDMs δfalseEDM (which cause direct

systematic effects), and those which depend only on the magnetic field such as the grav-

itational shift δgrav and the effect of transverse inhomogeneities δT (which may cause

indirect systematic effects). There are a number of additional effects such as the scalar

mercury light shift δLS (which depends strongly on the intensity of the mercury probe

beam, measured in [144]), and the effect of taking the measurement in a rotating reference

frame due to the rotation of the Earth. In this chapter only those relating to magnetic

field homogeneity and the Earth’s rotation will be discussed.

4.6.1 False EDMs and Gravitational Shifts

In the first exposition, only a mercury false EDM arising from the linear vertical gradient

G1,0 was considered. However, any vertical gradient Gl,0 can cause gravitational shifts,

and those with odd-l will induce false EDMs.

A more general set of formulae for the false EDM was derived in [152]

dfalse
n = −~vRMS

2c2B2
0

〈
∂Bz
∂z

〉
(4.16)

dfalse
Hg = −

~γ2
Hg

8c2
〈xBx + yBy〉 (4.17)

dfalse
n←Hg = −

~|γnγHg|
8c2

〈xBx + yBy〉 , (4.18)

which allows for the false EDM due to higher order gradients to be computed

dfalse
n←Hg =

~|γnγHg|
8c2

r2

[
G1,0 −G3,0

(
r2

2
− H2

4

)
+G5,0

(
5r4

16
− 5r2H2

12
+
H4

16

)
+ · · ·

]
.

(4.19)
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Such higher order gradients also induce a gravitational shift. It can be shown that a

stored population of UCN of kinetic energy ε (measured at the bottom of the chamber)

will have a density of [114]

ρε(z) = ρε(z = 0)

√
1− mgh

ε
, (4.20)

with mg ≈ 1.03 neV/cm, expressed in convenient units. Each independent, non-mixing,

neutron energy group will therefore experience a different average field. In real experie-

ments, the full range of storable UCN will be measured together. In larger vertical gradi-

ents, this can lead to ‘gravitationally enhanced depolarisation’ as the different neutron

energy groups drift apart[115, 116]. This can be measured and used to estimate the

UCN spectrum though a spin-echo technique[117]. Due to the phenomenon of ‘Ramsey

wrapping’, this dephasing can cause non-linear spectrum-dependant frequency shifts, as

the Ramsey technique is only sensitive to the accumulated phase module 2π - neutron

populations which drift too far from the central phase can ‘wrap around’. In order to

avoid this effect, the experiment was always operated at a vertical gradient equivalent to

|G1,0| < 30pT/cm, where the response is expected and observed to be linear[91, 115, 116].

Neglecting these effects, the average field experienced by the mercury atoms or neut-

rons, considering only terms up to l = 3, can be written as

〈Bz〉 = G0,0 +G1, 0 〈z〉+G2,0

〈
−ρ2/2 + z2

〉
+G3,0

〈
z3 − 3

2
ρ2z

〉
. (4.21)

For both species,
〈
ρ2
〉

= r2/2. As the mercury atoms fill the volume isotropically, 〈z〉 = 0,〈
z3
〉

= 0 by symmetry, and
〈
z2
〉

= H2/12. The magnetic field as measured by mercury is

therefore

〈Bz〉Hg = G0,0 +G2,0

(
H2

12
− r2

4

)
. (4.22)

Neutrons however clearly do not fill the chamber uniformly. The density ρ(z) is approx-

imated to be a linear function of z

ρ(z) ∝ 1 + kz. (4.23)

Fixing k to produce a given 〈z〉, one finds〈
z2
〉
≈ H2

12
(4.24)〈

z3
〉
≈ 3H2

20
〈z〉 . (4.25)

These expressions have been validated numerically for a variety of realistic UCN energy

spectra, and have shown to produce results accurate to better than 5%, more than sufficient

at the current level of sensitivity.
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Combining these expressions, one finds

〈Bz〉n = G0,0 +G1,0 〈z〉+G2,0

(
H2

12
− r2

4

)
+G3,0

(
3H2

20
− 3r2

4

)
〈z〉 . (4.26)

The gravitational shift can be expressed as an equivalent linear gradient Ggrav

δgrav =
〈Bz〉n
〈Bz〉Hg

− 1 = ±Ggrav

|B0|
, (4.27)

where

Ggrav = G1,0 +G3,0

(
3H2

20
− 3r2

4

)
. (4.28)

The gravitational shift effect can therefore, in the case of higher order gradients beyond

G1,0, be used as a powerful measurement of Ggrav. Rewriting Equation 4.19 in terms of

Ggrav, one sees that the crossing point analysis first presented already compensates a

substantial part of the systematic effect from G3,0

dfalse
n←Hg =

~|γnγHg|
8c2

r2

[
Ggrav +G3,0

(
r2

4
+
H2

10

)]
. (4.29)

In the analysis, the effect of Ggrav is compensated through the crossing lines fit, but the

remaining false EDM from G3,0 must be compensated on a run-by-run basis using values

measured in the offline field mapping measurements as described in chapter 5.

4.6.2 The Earth’s Rotation

The experiment takes place on Earth, with the B0 field oriented approximately vertically

up or down, and so naturally the measurement is made in a rotating reference frame. This

effect induces a shift in the measured frequency, which inverts with the sign of B [86, 175,

176]. The correction can be computed as

δEarth = ∓
(
fEarth

fn
+
fEarth

fHg

)
cos θ, (4.30)

where fEarth ≈ 11.6mHz and θ is the angle between the earth’s axis of rotation and the

quantisation axis of the system, 42.4833◦ at PSI. As this effect causes an opposite sign of

shift for each direction of B, the crossing point of the two lines is shifted. If uncorrected,

this would result in a shift in the measured EDM of ∆dn ≈ −2.6 × 10−26 e cm. If the

quantisation axis (i.e. the direction of the magnetic field) is correlated with E or B, then

this may induce an additional direct or indirect systematic effect.

4.6.3 < B2
T > Correction

Inhomogeneities in the transverse magnetic field can also cause shifts in the neutron-

mercury frequency ratio R. Ultracold neutrons have velocities of the order < 5 m/s,
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and precession frequencies ≈ 30 Hz, meaning that they effectively follow inhomogeneities

of the field as they cross the chamber, putting them firmly in the adiabatic regime, with

fn ∼
〈∣∣∣ ~B∣∣∣〉. Meanwhile, the thermal mercury atoms cross the chamber many times during

one precession period2, so do not track local inhomogeneities in the field, and therefore

precess according to fHg ∼
∣∣∣〈 ~B〉∣∣∣. This effect causes the neutron precession frequency

to always be increased relative to the mercury precession frequency. If the size of the

frequency shift is larger for one sign of B than the other, this can result in an indirect

systematic effect. Additionally, as different trimcoil currents were applied to optimise the

field after each degaussing, the size of this shift can vary from run to run. The size of the

shift can be computed as

δT =

〈
B2
T

〉
2B2

0

, (4.31)

where
〈
B2
T

〉
is the RMS transverse inhomogeneity, given by〈

B2
T

〉
=
〈
(Bx − 〈Bx〉)2 + (By − 〈By〉)2

〉
. (4.32)

This can be expressed as a function of the gradients Gl,m, or computed numerically.

Considering only terms up to l = 1, the expression reads〈
B2
T

〉
LO

=
r2

2

(
G2

1,−2 +G2
1,2 +

1

4
G2

1,0

)
+
H2

12

(
G2

1,−1 +G2
1,1

)
. (4.33)

Similar expressions can be computed to arbitrarily high order using a computer algebra

program, and in the full analysis terms up to and including l = 6 are considered.

The gradients Gl,m are obtained from offline field mapping measurements, as detailed

in chapter 5.

4.7 The Crossing Point Analysis: Recapitulation

The crossing point analysis described in section 4.5 can be modified to correct for the

effects described in section 4.6. A series of substitutions are made

dcorr
n = dmeas

n −
~ |γnγHg|

8c2
r2

(
r2

4
+
H2

10

)
G3,0 (4.34)

Rcorr = Rmeas/(1 + δT + δEarth + δother). (4.35)

With these new definitions, one finds

dcorr
n = dtrue

n +B0

~γ2
Hg

8c2 〈z〉

(
Rcorr +

∣∣∣∣ γn

γHg

∣∣∣∣) . (4.36)

2The chamber is operated at a sufficiently low pressure that the mercury atoms follow a ballistic

trajectory with a mean free path substantially larger than the chamber diameter, however if a buffer gas

were used, the mean free path could be reduced to bring them into the adiabatic regime
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This may be fitted to the measured EDM and R value from each subset to find the EDM

value, corrected for the aforementioned systematics. Other possible frequency shifts can be

incorporated into δother if they may vary from run to run, otherwise they can be corrected

after the crossing point fit.

4.8 Sensitivity and Result

The theoretical maximum sensitivity of an EDM type experiment is given by

σdn =
~

2ETα
√
N0 ·m

, (4.37)

where m is the total number of measurement cycles. Using typical values for the Ramsey

visability α, electric field E = ±132 kV/12cm = ∓11 kV/cm and precession time T = 180

s, we compute a raw statistical sensitivity of 0.94×10−26 e cm (1σ). However, this cannot

be reached in real world conditions. The experiment is not operated at the most optimal

configuration for a number of reasons. First, the working points chosen to measure the

Ramsey resonance are slightly offset from the steepest (most sensitive) part of the curve, in

order to gain some knowledge of nuisance parameters such as the visibility α and detector

efficiency asymmetries. Second, a portion of the datataking must be undertaken at zero

electric field, in order to enable the working points to be chosen in a way not biased by

E-correlated frequency shifts such as those introduced by the blinding scheme. Another

reason that the theoretical sensitivity cannot be reached is the uncertainty on the reading

of the mercury magnetometer, which is used to correct drifts of the magnetic field.

After the crossing lines procedure, the statistical sensitivity of the experiment is σdn =

1.14×10−26 e cm (1σ). Compared to the current best result of dn = (−0.21±1.53(stat.)±

0.99(syst.) × 10−26 e cm, this represents an improvement. The collaboration also targets

a substantial improvement in the final systematic uncertainty, with a total error budget

target of 5×10−27 e cm. The combination of these two factors will lead to an improvement

in the overall uncertainty of approximately a factor 1.5. This result represents the first

improvement in the measurement of the nEDM for ten years, and this limit will likely

stand for several years until it is succeeded by the n2EDM experiment from the same

collaboration.
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Chapter 5

Mapping of the Magnetic Field

within the nEDM apparatus

Figure 5.1: Photo of the mapper as installed inside the nEDM vacuum chamber, with the

radial r̂, tangential φ̂ and vertical ẑ directions annotated.

5.1 Motivation

In the PSI nEDM experiment, the largest systematic errors arise from the gradients and

nonuniformities in the magnetic field within the precession chamber. While the PSI nEDM

experiment possesses both a 199Hg magnetometer to measure the average field within



73

the chamber and an array of 16 optically pumped scalar 133Cs magnetometers in the

vicinity of the chamber, these do not provide a complete picture of the magnetic field

environment within the experiment. Firstly, the finite number of caesium magnetometers

allows the field to be expanded up to only quadratic order, while it has been shown that

the G3,0 magnetic field component (see [141] for original definition of basis functions,

summarised in Appendix A) can produce a substantial systematic effect. Additionally,

as scalar magnetometers measuring only the modulus of the field | ~B|, they offer only

poor access to purely transverse field modes such as G1,±2 or G2,±3, as they add only in

quadrature to the large 1 µT nominal field 1. Finally, the caesium magnetometers each

suffer from unexplained offsets in their readings, which make them unsuitable to measure

the absolute gradient. However, they are still useful to correct for relative drifts in the

vertical gradient (see chapter 4).

To allow for the field inside the experiment to be directly measured, the mapper was

conceived. This robot (photographed in Figure 5.1) consists of a cart mounted on an

arm, itself mounted on a rotational axle within the vacuum tank, allowing independent

movement in the radial and vertical directions, and rotation about the vertical axle. On

one end of the cart, a fluxgate magnetometer is mounted inside a tube, allowing rotation

nominally about the radial axis to allow the calibration of the sensor offsets. On the

opposing end, a free alignment precession (FAP) fully optical scalar cesium magnetometer

is mounted. This kind of magnetometer was chosen because it is free of many of the

kinds of systematic offsets and frequency shifts present in other magnetometers [177]. In

previous mapping campaigns, the mapper was used with just the fluxgate sensor or a

vector cesium magnetometer module [178–180].

The mapper was designed and produced by the laboratories and workshops of the

Laboratoire de Physique Corpsuculaire de Caen.

5.2 Accuracy Requirements

The measurements of the mapping campaigns were used to constrain systematic effects

arising from two sources: the false EDM effect due to the cubic G3,0 gradient, and the in-

direct systematic introduced by transverse inhomogeneities across the chamber, quantified

by
〈
B2
T

〉
. The accuracy requirements for the mapping campaign can be derived working

backwards from the overall systematic error budget of 5× 10−27 e cm.

1These modes can however be accessed by applying known transverse fields and observing the parabolic

dependence of the measured field on the applied transverse field [127]
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As previously discussed in section 4.6, the gradient G3,0 induces a false EDM of the

mercury atoms, which is injected into the neutron EDM measurement when the mercury

comagnetometer is used to compensate drifts in the B0 field. The size of this effect is

δ
dFalse,Cubic
n

=
~ |γnγHg|

8c2
r2

(
r2

2
− H2

4

)
G3,0 (5.1)

= 1.10× 10−24ecm
G3,0

1pT/cm3 , (5.2)

where r is the chamber radius and H the total chamber height.

However, as explained in section 4.6, this gradient also induces a gravitational shift,

which allows the effect to be partially compensated by the crossing lines procedure used

to correct the linear false EDM effect due to G1,0

δdcorrn
=

~ |γnγHg|
8c2

r2

(
r2

4
+
H2

10

)
G3,0 (5.3)

= 7.01× 10−25ecm
G3,0

1pT/cm3 . (5.4)

Thus, the requirements are somewhat relaxed.

Transverse inhomogeneities cause a shift in the precession frequency in the adiabatic

neutrons relative to the nonadiabatic mercury comagnetometer atoms. If
〈
B2
T

〉
is different

for the two directions of B0, then the crossing point dn will be affected. The fractional

shift in R is given by

δT =

〈
B2
T

〉
2B0

. (5.5)

Such a shift will result in an systematic effect after the crossing lines correction procedure

on the nEDM measured each run of

δdn = ±∂dn

∂R
· δT ·R0 (5.6)

= ±
B0~γ2

Hg

8c2 〈z〉
·
〈
B2
T

〉
2B0

·
∣∣∣∣ γn

γHg

∣∣∣∣ (5.7)

= ±
~ |γnγHg|

16c2B0 〈z〉
〈
B2
T

〉
(5.8)

≈ ±6.28× 10−27ecm ·
〈
B2
T

〉
1nT2 , (5.9)

for 〈z〉 = 3.5mm, where 〈z〉 is the centre of mass shift between the mercury atoms and the

neutrons within the chamber (explained more thoroughly in chapter 4). As such a shift

will always increase R, once the crossing point analysis is applies, if the effect is equal for

both signs of B, the effect will cancel. The relevant quantity is actually
〈
B2
T

〉
up
−
〈
B2
T

〉
up

,

which will shift the crossing point of the two lines up or down.
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In order that systematic effects related to the mapping contribute less than 5 ×

10−27ecm to the overall systematic uncertainty, strict requirements are placed on the ac-

curacy of the field maps. For this requirement to be reached, G3,0 must be measured with

an accuracy of the order 0.005 pT/cm3, and
〈
B2
T

〉
with an accuracy of the order 0.4 nT2.

For G3,0 this corresponds to a vertical field of the order 140pT at the furthest point probed

by the mapper during normal running. For
〈
B2
T

〉
the requirements are at first sight less

strict, with an RMS field across the precession chamber of
√

0.4nT2 ≈ 600pT, however

this field is also challenging to measure because small angular misalignments of radial and

transverse sensor into the vertical direction (with a large vertical field of nominally 1µT)

can cause large fake fields in these sensors.

5.3 Mapper Hardware

The mapper itself consists of a radial arm, mounted on a vertical axle, which can rotate

and slide freely within a pair of bearings mounted on the upper and lower flanges of the

experiment vacuum tank. These flanges are normally used to mount the HV feedthrough

from above and for the UCN guide from below when the experiment is installed. The

radial motion is driven by a rack-and-pinion system, with the pinion gear being driven by

a vertical shaft which runs inside the lower part of the vertical axle. This shaft is directly

driven by a stepper motor, itself mounted at the lowest end of the shaft to rotate with

the main vertical axle. The rack is mounted to the underside of the cart. The rotation of

the entire setup around the vertical axis is performed by a second stepper motor. This is

mounted such that it moves vertically with the mapper. A belt drive connects the motor

spindle with the mapper axle. The entire mapper including the radial and rotational

driving mechanisms can be raised or lowered by means of a vertical drive system. This is

a commercial unit, originally intended to raise or lower a dentists’ chair. A stepper motor

drives a threaded rod, which meshes with a thread on the lower part of the assembly to

give a vertical motion.

In the original design, each axis position was read by a potentiometer, to give an inde-

pendent feedback of the absolute position of each axis and to prevent errors from allowing

the motors to drive too far and destroy the apparatus. The radial potentiometer was a

string potentiometer type unit, with the string attached to a monofilament Dyneema cord

mounted to the cart via a system of pulleys. This cord however proved to be difficult to

manipulate and regularly became tangled, and did not give an accurate enough reading.

Additionally, this cord fouled the mounting for the vertical guide coil. The decision was
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therefore made to remove the potentiometer from the system and instead add a small coun-

terweight in order to replace the tension this placed on the cart. The φ potentiometer was

a string type potentiometer, and the end of the string was simply fixed to the rotating axle

such that it wrapped around when the mapper rotated. The vertical potentiometer was

more sturdy in construction, and consisted of a large linear potentiometer unit mounted

to the vertical lifting mechanism.

To provide for an accurate calibration of the zero offsets of each fluxgate sensor, the

calibration mechaism allows for a 180◦ rotation of the fluxgate about the radial axis. This

is achieved by the fluxgate being mounted in a tube with a bearing at either end and two

notches cut to give two stable positions. A helix is cut into the body of the tube, and

the mechanism is actuated by a pneumatic drive driving a long finger penetrating from

outside of the system from above running through the helical groove.

The B0 coil and trimcoils are wound on the outside of the vacuum tank, with the

exception of the coils UCK, HVK (‘Kamin’ coils, which are wound around ‘chimneys’ pen-

etrating the layers of the µ-metal) and the vertical guide coils VCGT, VGCC and VGCB,

which are wound on a separate support structure formed of epoxy resin. During nEDM

running, this structure is mounted onto the vertical glass UCN guide, and penetrates all

four layers of µ-metal, meeting the edge of the vacuum tank. One change for the 2017

campaign was the design of a special mounting for the vertical guiding coil mounting dur-

ing mapping. The mapper axle runs through the centre of the vertical guiding coil former,

while the coil is supported from below. The coil was positioned before the dismounting of

the appartus: first the field produced by the coil as mounted onto the vertical guide was

measured using the transverse field technique [127], then the vertical guide was removed,

the new structure mounted, and the position was trimmed until the field measured by the

cesium magnetometer array was matched. This was achieved to within 100pT.

5.4 Datataking Summary

Using the apparatus described in this chapter, three distinct measurement campaigns were

performed, in 2013 and 2014 before the main nEDM datataking, and additionally in 2017

after datataking. The aims of the 2013 and 2014 campaigns were to charactarise the

magnetic properties of the µ-metal shields and to measure the effect of each trimcoil. In

these campaigns several maps were taken of the unmodified B0 field, plus maps of each

trimcoil. From these two ingredients, it is possible to predict the magnetic field for any

given field configuration inside the apparatus. In 2017, there were four primary aims:
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first, to assess the reproducibility of the degaussing process; second, to assess if there had

been any changes in the magnetic configuration since 2014; third to assess the effect of the

vertical guiding field coils on the internal gradients (which were not included in previous

campaigns) and finally to validate the assumption of linear superposition of each of the

fields, allowing us to find the gradients of the field for arbitrary trimcoil configurations. In

order to achieve this, a 24-hour measurement cycle was adopted for much of the datataking.

Each day, the magnetic field direction would be reversed, the shield degaussed, and then

3-4 configurations were mapped, including always an unmodified B0 up or down map,

plus several of the field configurations used during datataking in 2015 and 2016. The

repeated B0 maps allow for assessment of the reproducibility of the degaussing process,

while the configuration maps allow a more direct determination of the gradients used

during datataking and assessment of the validity of the assumption of linearity.

A single configuration measurement cycle consisted of a series of maps. First, a calib-

ration map was performed, a special cycle involving three full rotations of the system, with

each of the three magnetometers located at the centre of the tank. The fluxgate was then

flipped using the calibration mechinism and the three rings were repeated, before return-

ing the system to the original state. With this process, it is possible to fix the offsets of

each sensor to correct for a linear drift over the measurement period. The most important

map was a map of the main volume. Full measurement rings were taken with a spacing of

∆φ = 10◦ every ∆R = 20mm from 0mm to 340mm. This was repeated at several planes

from z = −160mm to z = +160mm. Afterwards, another calibration map was taken. In

2017, these were often supplemented with so-called z200 maps, which consisted of a series

of measurements with the vertical fluxgate at the central axis of the tank, moved up and

down along the z-axis. These were intended to give a measurement of the gradients Gl,0

independent of some of the systematics. However, the statistical precision of these maps

is inferior to the full maps, and it was possible to constrain the systematics well enough

to render these measurements redundant.

5.5 Known Imperfections of the Mapper

Although the mapper robot is of excellent mechanical construction, there are a few imper-

fections in the action. These arise partially due to the strict requirements in order to ensure

an accurate measurement of the magnetic field. In order to measure small nT transverse

components on a relatively large 1uT vertical field, in addition to accurate positioning, the

angular alignment of the system must be ensured. As a rule of thumb, a 1mrad angular
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misalignment will cause a false field of 1nT in a transverse sensor. Therefore, angular

misalignments must be controlled to better than 0.1mrad for a 100pT accuracy. Typical

gradients in the apparatus are of order 100 pT/cm, so positioning precision is relatively

unimportant, requiring a reproducibility of 2 mm or better to match the 20pT noise level

of the fluxgate. However, systematic errors in the measured gradients may arise if there is

a systematic positioning error. The mapper contains no metallic parts inside the µ-metal

shields other than those required for the operation of the magnetometry system (which

were separately verified to not affect the measurement). Apart from the obvious need to

avoid magnetic contamination, it was previously found that fluxgate magnetometers do

not perform correctly close to large conductive masses due to induced eddy currents. This

requirement meant that standard high-precision construction from a non-ferrous metal

was not suitable, and instead it was chosen to use PEEK as a primary construction ma-

terial. This plastic has been verified to be non-magnetic to a very high level. PEEK is

however difficult to machine precisely. As a result, the precision of the radial and rota-

tional motions is limited. Additionally, the linear guiding assembly in the radial direction

is substantially warped, which cause angular misalignments of several mrad.

The vertical motion system also presents mechanical challenges: while the system is

actuated by a precise commercial drive unit,the axle is not perfectly rigid, and is fixed at

several points: the connection to the drive unit, and bearings at the top and bottom of

the tank. If the three points are not perfectly aligned, or the motion of the vertical drive

is not colinear with this axis, the axle will be bent to a ’banana’ shape, which will result in

the headings of the three sensors and the axis of rotation to depend on the height, causing

possible issues.

The fluxgate sensor also has several intrinsic limitations. The model used is a special

model FL3-2 of three-axis fluxgate produced by Stefan Mayer Instruments, adapted for a

measurement range of up to ±2µT. It consists of three independant, nominally orthogonal

sensors, labelled X, Y and Z, with Y pointing in the −ẑ direction, Z pointing radially,

and positioned 20mm offset from the first sensor, and X pointing to −φ̂, and 40mm offset

from the Y sensor. The orthogonality of these three axes is specified to be accurate to

better than 0.5◦, corresponding to an 8.7 mrad uncertainty. This is large, so the precise

orientation of each sensor must be determined. Additionally, each sensor has a zero offset

specified to be < 5 nT, however in practice this is often larger, as the quoted specification is

for a new sensor with a recently-degaussed ferrite. This offset value can drift substantially

over time, so it must be measured in situ frequently.
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In order to accurately analyse our data, each of these effects must be charactarised.

A model of how each of these effects will manifest in the measurements is presented in

section 5.6, and a series of techniques to measure each of these is described in section 5.7.

5.6 General Model of Fluxgate Mapper Misalignments, Nonortho-

gonalities and Offsets

In order to relate the measurements taken using the field mapper and the true external

field, it is necessary to formulate a model of the misalignment angles which can be measured

or extracted from our data. The ultimate goal is to be able to express the orientations of the

three vector fluxgate sensors, denoted by X̂, Ŷ and Ẑ in terms of the external coordinate

system, with basis vectors r̂, φ̂, ẑ. This will eventually depend on the orientation of the

fluxgate rotation tube, and on the radial position R. Nominally, in the normal orientation,

the X̂ sensor points in approximately the −φ̂ direction, the Ŷ sensor in the −ẑ direction

and the Ẑ sensor in the radial r̂ direction. In the inverted position, the X̂ sensor points

in approximately the +φ̂ direction, the Ŷ sensor in the +ẑ direction and the Ẑ sensor

mostly unchanged in the radial r̂ direction. The axis of the fluxgate calibration rotation is

roughly coincident with r̂, and the axis of the mapper arm rotation is roughly coincident

with −ẑ.

First, the three sensor alignments are expressed in an intermediate coordinate system,

with orthonormal basis vectors r̂′, φ̂′, ẑ′. This is aligned so that at a nominal R = 0

position, φ̂′ = φ̂ and so that r̂′ and ẑ′ lie in the same plane as r̂ and ẑ, with r̂′ coincident

with the axis of rotation of the fluxgate tube. Each of the vectors X̂, Ŷ , Ẑ are expressed in

terms of their azimuth and polar angles φX,Y,Z and θX,Y,Z as measured in this intermediate

frame.

In the fluxgate tube coordinate system,

X̂, Ŷ , Ẑlocal =


cosφX,Y,Z sin θX,Y,Z

sinφX,Y,Z sin θX,Y,Z

cos θX,Y,Z

 . (5.10)

Then, a rotation by an angle ψ around the r̂′ vector is added, in order to allow for

the calibration rotation action. This is the same for all three sensors as they must rotate

together. In the normal position, ψ is nominally zero, and in the inverted position, ψ is
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nominally π.

X̂, Ŷ , Ẑlocal =


1 0 0

0 sinψ − sinψ

0 sinψ cosψ




cosφX,Y,Z sin θX,Y,Z

sinφX,Y,Z sin θX,Y,Z

cos θX,Y,Z



=


cosφX,Y,Z sin θX,Y,Z

sinφX,Y,Z sin θX,Y,Z cosψ − cos θX,Y,Z sinψ

cos θX,Y,Z cosψ + sinφX,Y,Z sin θX,Y,Z sinψ


(5.11)

The next step is to determine the relation between the intermediate coordinate sys-

tem on the cart and the global coordinate system. This depends on the position of the

cart, as the rails are substantially warped. The conversion between coordinate systems is

performed using a series of rotations by angles α(R) (‘roll’ around r̂), β(R) (‘pitch’, or

‘tilt’, around φ̂) and γ(R) (‘yaw’ around ẑ). This R is defined by the position of the cart

(calibrated so that at R = 0mm the vertical Y sensor is at the centre, with the radial Z at

a radius of +20mm and the tangential X sensor at a radius of +40mm), rather than the

position of each sensor. The conventions are chosen such that α and β make the upwards

facing angle, with positive γ having the same sense as positive φ.

The heading of each fluxgate component in the global coordinate system can be com-

puted,

X̂global = Rr(α)−1Rφ(β)−1Rz(γ)−1X̂local. (5.12)

Each fluxgate sensor reads the component of the ~B field along its axis X̂, Ŷ or Ẑ, plus

an arbitrary offset due to the magnetisation of the ferrite core,

~BFG,meas =


X̂ · ~B + δBX

Ŷ · ~B + δBY

Ẑ · ~B + δBZ

 . (5.13)

The 3-axis fluxgate magnetometer used for the mapping consists of three independent,

nominally orthogonal, single axis fluxgates mounted inside a single device, offset from

each other by 20mm. The fluxgate is mounted such that at the position R = 0, z = 0,

the Y fluxgate is at the centre of the vacuum tank, pointing approximately along the −ẑ

axis. The Z fluxgate is located 20mm behind the Y fluxgate, pointing in approximately

the radial direction, and the X fluxgate is 40mm behind the Y fluxgate, pointing in

approximately the −φ̂ direction. Thus, when the mapper is positioned at R = 0, the

X and Z sensors are effectively at a negative radius. The effect of this is to invert the

r̂ and φ̂ components of the headings as measured in the global cylindrical system when
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these sensors are at negative radius. Additionally, a negative radius is outside the range

normally allowed in a cylindrical coordinate system. To convert this to a valid position,

one must transform r → |r| and φ→ φ+ 180◦. This is done implicitly through the rest of

the chapter.

In summary, a model to describe the largest observed imperfections in the construction

of the mapper device has been constructed. It is formulated in terms of:

• Three offsets δBX , δBY and δBZ to describe the internal zero-offset in each fluxgate

sensor

• Six angles φX,Y,Z and θX,Y,Z to describe the alignment of each fluxgate sensor with

respect to the axis of rotation of the fluxgate calibration rotation mechanism

• One angle ψ to describe the orientation of the calibration mechanism (with two

stable positions, nominally ψnorm = 0 and ψinv = π)

• Three angles, α, β and γ to describe the orientation of the axis of rotation of the

fluxgate calibration mechanism relative to the global coordinate system. These are

allowed to depend on the radius of the mapper cart to account for imperfections in

the rails.

Many of these parameters are indistinguishable in effect, or distinguishable only in certain

magnetic field configurations. In the next section, the measurements to characterise and

measure these angles is described.

5.7 Determination of Mapper Misalignments, Nonorthogon-

alities and Offsets

In the previous section, a model describing several possible angular imperfections of the

mapper mathematically was described. In order to make use of it, the free parameters

must be determined: the six angles φX,Y,Z and θX,Y,Z , the value of ψ in both the normal

and inverted fluxgate position, the values of α, β and γ at all radii measured. Any effects

not accounted for in the model must be determined to be sufficiently small. As an ini-

tial validation step, the profile of the mapper rails was measured directly, to determine if

curvature of the rails really can explain the observed radius-dependant misalignments. A

set of dedicated measurements using an inclinometer were undertaken during the install-

ation of the mapper and at the end of the mapper datataking in order to ensure proper

installation of the mapper. To characterise the behaviour with the fluxgate magnetometer
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installed, a combined fit of the magnetic field and the misalignments of the mapper was

performed. The fluxgate offsets were regularly measured throughout the measurement

period through the calibration proceedure described below.

5.7.1 Direct Measurement of Mapper Arm Profile

In order to verify the previously constructed model further and confirm that the observed

misalignment angles really do arise from a deformation of the rails, the profile of these rails

was measured directly using a Mitutoyo Legex 776 measuring machine, with a measure-

ment accuracy of up to 0.2 µm. The surface of each of the lower two surfaces contacted by

the mapper cart wheels during a normal map (R = 0 mm to R = 340 mm) was mapped at

a resolution of 1 cm. The results of this measurement are shown in Figure 5.2. Addition-

ally, the two side rails were mapped at a resolution of 2 cm. The surfaces are sufficiently

smooth that linear interpolation can be used between these points.
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Figure 5.2: Uncorrected measured height profile of the mapper rails. This shows a clear

deviation from straightness, on the order 1mm.

The cart sits upon 4 wheels, which rest upon the rails. Except in the case of perfect

alignment, only three will make contact at any point. Which three wheels will make

contact depends on the weight distribution, the distribution of other forces on the cart

and the precise profile of the rails, this cannot trivially be computed a priori. The height

differences of these three points will define the slope. The tilt (β) and roll (α) of the cart
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at a specified measurement radius R will be given by:

α(R) =
hRH(R−R0)− hLH(R−R0)

W
Both rear wheels touching

α(R) =
hRH(R−R0 + L)− hLH(R−R0 + L)

W
Both front wheels touching

β(R) =
hLH(R−R0 + L)− hLH(R−R0)

L
Both left wheels touching

β(R) =
hRH(R−R0 + L)− hRH(R−R0)

L
Both right wheels touching

where R0 is the offset position on the rail of the rear wheels from the centre when R is

nominally 0, L is the distance between the centres of the front and rear wheels, W is the

distance between the centres of the left and right pairs of wheels and hLH,RH(R) are the

profiles of the right and left rails respectively. From the technical drawings of the mapper

one finds L = 336 mm, R0 = 363 mm and W = 80 mm.

The cart itself is known to be warped. This was not directly measured, so it is not

possible to ascertain the absolute values of α and β. However, it is known that the cart

was initially set up so that when the cart was located centrally R = −R0 + L/2 all four

wheels made contact. This is subtracted from the height for each wheel.

Using

∆hFR = hRH(+L/2) Front right wheel offset

∆hRR = hRH(−L/2) Rear right wheel offset

∆hFL = hLH(+L/2) Front left wheel offset

∆hRL = hLH(−L/2) Rear left wheel offset

The previous expressions for α and β are recast to account for this

α (R) =
(hRH (R−R0)−∆hRR)− (hLH (R−R0)−∆hRL)

W
Both rear wheels touching

α (R) =
(hRH (R−R0 + L)−∆hFR)− (hLH (R−R0 + L)−∆hFL)

W
Both front wheels touching

β (R) =
(hLH (R−R0 + L)−∆hFL)− (hLH (R−R0)−∆hRL)

L
Both left wheels touching

β (R) =
(hRH (R−R0 + L)−∆hFR)− (hRH (R−R0)−∆hRR)

L
Both right wheels touching

Using this method, the values of α(R) and β(R) are found in both extreme cases of

one wheel being fully raised and three wheels making contact. These results are presented

in Figure 5.3 and Figure 5.4.
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Figure 5.3: Misalignment α versus cart radius, computed in the cases where the slope is

defined by the two front wheels, and the two rear wheels.
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Figure 5.4: Misalignment β versus cart radius, computed in the cases where the slope is

defined by the two left wheels, and the two right wheels.
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5.7.2 Analysis of Inclinometer Measurements

To ensure proper installation of the mapper and verify the mechanical performance, a pair

of 2-axis inclinometers were mounted instead of the usual measurement fluxgate. One was

mounted inside the calibration tube mechanism in place of the fluxgate, while the other

was mounted directly on the base of the mapper cart. Both inclinometers were model

Kelag KAS901-52, with a resolution of 0.001◦ (0.017 mrad), measurement repeatability

of 0.014◦ (0.24 mrad) and long term stability of 0.036◦(0.63 mrad). To verify that the

alignment had remained constant and good, at the end of datataking the inclinometers

were once again installed. Each time several maps were taken. In general, these consisted

of complete ‘rings’, consisting themselves of several measurements at the same radius and

height around a full rotation of the mapper. At each point the tilt and roll as measured

by each inclinometer was recorded.

To analyse the data, each ring the motion of the mapper was modelled as a pure 360◦

rotation of a rigid arm about the vertical axis, which may be tilted with respect to gravity.

This gives

θtilt = θgrav,x cosφ+ θgrav,y sinφ+ β (5.14)

θroll = θgrav,y cosφ− θgrav,x sinφ+ α (5.15)

α and β are identified with the tilt and roll angles α and β described in section 5.6.

θgrav,x and θgrav,y are the angles between the rotation axis and the true vertical axis (as

defined by gravity), projected onto the xz and yz planes respectively. Thus, it is possible

to determine the alignment of the axis of rotation with respect to gravity as well as the

alignment of the cart with respect to this axis. This can be computed separately for each

inclinometer. α and β may depend on the radius, however θgrav,x and θgrav,y should not

depend on the radius.

Upon installation, the first task was to ensure that the vertical axis of the mapper was

fully aligned. As described previously, as the mapper vertical axis (formed of solid PEEK,

which may flex under load) is fixed in three places, if these are not fully aligned the axis

will be bent into a parabola, which will manifest as a global tilt (θgrav,x and θgrav,y) which

will depend on the vertical position. Initially, the two tank mountings were fixed such that

the mapper axis was vertical when mounted between them, then the axis was connected

with the motor box. The global tilt as a function of the height was measured using the

inclinometers, and the position and alignment of the motor box was trimmed until no

further improvement in the straightness of the axis was possible. The result at the end of
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trimming is displayed in Figure 5.5, showing a final global tilt of less than 1 mrad (which

arises because the two tank fixings were installed with the tank open, installing the tank

door weighing approx 100kg causes some tilt.), with a ‘banana’ deformation of less than

0.1 mrad.

Next, the goal was to validate the performance of the radial motion. To do this, ‘star’

type maps were analysed, consisting of high resolution scan over the radial axis, with

measurements taken every 0.5mm along the measurement range. This was repeated at

45◦ steps in φ, at z = 0mm. The raw data from one such measurement is displayed

in Figure 5.6, with the results of the fit of α and β to this data shown in Figure 5.7.

‘Oscillations’ of approx 0.5 mrad in size can be observed in the roll measurement, and of

0.2 mrad in size in the tilt measurement. The believed cause of these is some imperfection

in the construction of the ball bearings. This would correspond to a deviation from

roundness or radial run-out of around 50 microns. As can be seen, the exact form is not

reproducible, though it does seem to repeat with a period of around 60mm, corresponding

to the circumference of the bearing. Additionally, there was no sign of such an ‘oscillation’

when the profile of the rails was measured in subsection 5.7.1. The result of this will be

a fundamental limitation on the achievable measurement accuracy of the transverse field

components in the case where a large 1µT vertical field to around 200pT in the radial

direction and 500pT in the tangential direction is mapped.

In the analysis of the inclinometer maps of previous mapping campaigns, it was noted

that the extracted forms of α(R) and β(R) from the base and tube inclinometers were

incompatible by 2-3 mrad (see Figure 5.8). This was determined to be a result of the

mounting of the cart: it was suspended between both the upper and lower parts of the

railings, with four pairs of wheels in total used. This meant that the cart was overcon-

strained, and as a result of the deformations in the railings was itself forced to bend. For

the 2017 measurement campaign this was mitigated by removing the upper set of wheels.

The results of this are shown in Figure 5.9.
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Figure 5.5: Projection of global tilt on xz and yz axes, presented as a function of height

z, as measured at the start of the 2017 mapping campaign. The lack of z-dependence of

the global tilt indicates that the vertical axle of the mapper is properly aligned through

the apparatus.
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Figure 5.6: Raw tilt and roll recorded during a ‘finestar’ map taken at the start of the 2017

mapping campaign. The apparant ‘oscillations’ arise from imperfections in the bearings

which function as wheels for the mapper cart. Their apparant amplitudes of 0.5 mrad in

the roll axis and 0.2 mrad in the tilt axis correspond to an imperfection (deviation from

roundness of the outer housing, or radial run-out) of order 50 microns.
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Figure 5.7: Computed α and β in 2017, from a fit to each ring of Figure 5.6.
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Figure 5.8: Difference between α and β as measured by inclinometers mounted in the base

and tube of the mapper cart. A constant offset is expected as no special effort was made

to calibrate the absolute readings. In the 2014 mapping campaign the mapper cart was

overconstrained between two distorted rails, leading to significant bending and twisting of

the card varying by up to 2-3 mrad across the radial motion range as shown above.
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Figure 5.9: Difference between α and β in 2017 as measured by inclinometers mounted in

the base and tube of the mapper cart. A constant offset is expected as no special effort

was made to calibrate the absolute readings. The bend of the cart is found to be constant

to better than 0.1 mrad, while the twist shows some structure of approx 0.5 mrad in size.
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5.7.3 In Situ Determination of Fluxgate Nonorthogonalities and Offsets

To allow for the calibration of the fluxgate sensor offsets, a calibration proceedure (‘calib-

ration map’) was devised. This consists of:

• One ring at R = 0 mm (Z sensor at centre of tank), δφ = 10°, normal fluxgate

orientation

• One ring at R = 20 mm (Y sensor at centre), δφ = 10°, normal fluxgate orientation

• One ring at R = 40 mm (X sensor at centre), δφ = 10°, normal fluxgate orientation

• One ring at R = 0 mm, δφ = 10°, inverted fluxgate orientation

• One ring at R = 20 mm, δφ = 10°, inverted fluxgate orientation

• One ring at R = 40 mm, δφ = 10°, inverted fluxgate orientation

It is possible to parameterise the field at the point at the centre of the tank as

~Btrue =


Br

Bφ

Bz

 =


Bx cosφ+By sinφ

By cosφ−Bx sinφ

Bz

 . (5.16)

For the normal fluxgate orientation, the reading of each sensor at the centre of the tank

can be written as the sum of a sine and a cosine of the φ angle and a constant component,

their amplitudes depending on the external field and the orientation of each sensor,

~BFG,norm =


A1cosx

A1cosy

A1cosz

 cosφ+


A1sinx

A1siny

A1sinz

 sinφ+


A1cx

A1cy

A1cz

 , (5.17)

and similarly for the inverted orientation,

~BFG,inv =


A2cosx

A2cosy

A2cosz

 cosφ+


A2sinx

A2siny

A2sinz

 sinφ+


A2cx

A2cy

A2cz

 . (5.18)

Each of the coefficients A is extracted from the data by a least-squares fit.

Fixing α = 0 and γ = 0 atR = 0 (which is possible, as these angles can be absorbed into

the ψ fluxgate tube angle and a rotation of the B field about ẑ respectively), Equation 5.12
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can be simplified to express the heading of each sensor as

X̂global = Rφ(β)−1


cosφX sin θX

sinφX sin θX cosψ − cos θX sinψ

cos θX cosψ + sinφX sin θX sinψ



=


cosβ 0 − sinβ

0 1 0

sinβ 0 cosβ




cosφX sin θX

sinφX sin θX cosψ − cos θX sinψ

cos θX cosψ + sinφX sin θX sinψ



=


cosβ cosφX sin θX − sinβ cos θX cosψ − sinβ sinφX sin θX sinψ

sinφX sin θX cosψ − cos θX sinψ

sinβ cosφX sin θX + cosβ cos θX cosψ + cosβ sinφX sin θX sinψ



=


X̂r

X̂φ

X̂z

 .

(5.19)

Combining Equation 5.13 and Equation 5.16, for the X fluxgate sensor in the normal

orientation, one can write

BX,meas = X̂ · ~Btrue + δBX

=


X̂r

X̂φ

X̂z

 ·

Bx cosφ+By sinφ

By cosφ−Bx sinφ

Bz

+ δBX

=
(
X̂rBx + X̂φBY

)
cosφ+

(
X̂rBy − X̂φBy

)
sinφ+ X̂zBz + δBX

= A1cosx cosφ+A1sinx sinφ+A1cx

, (5.20)

thus relating the Fourier coefficients extracted for one sensor in one orientation to the

selection of angles. Equivalent expressions can be written for the X, Y and Z fluxgate

sensors in the normal and inverted orientations. Thus, from each calibration map, 12

coefficients are extracted for the next step. The results of a typical measurement are

shown in Figure 5.10.

In order to gain sensitivity to the different angles, a combined fit of several calibration

maps taken in different field configurations is performed. It is known that the fluxgate

sensor offsets can drift substantially over time, so these are fitted individually for each

map in addition to the field. Several fits were performed of various combinations of maps

in different field configurations, of approximately 1 µT in magnitude directed vertically up

and down and in a transverse direction. When fitting, different combinations of parameters

were fixed, allowed to vary per-map or allowed to vary globally in different situations:
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Figure 5.10: Typical first-stage fit result for a calibration map taken in the remnant field.

• α, γ and ψnorm fixed to zero. All other angles allowed to vary globally. Offsets

and magnetic field at centre allowed to vary for each map. α, γ and ψnorm can be

all absorbed entirely into other angles. This configuration allows the determination

of all other angles and offsets from a set of calibration maps taken in vertical and

horizontal fields.

• All angles except ψnorm and ψinv fixed from previous results. Offsets, ψnorm and ψinv

allowed to vary for each map. This configuration allows the stability of ψnorm and

ψinv to be evaluated over time, however with the disadvantage that these angles are

hard to distinguish from the fluxgate offset δBX in the case of a calibration map

taken in a vertical field.

• Only offsets allowed to vary, all angles fixed from previous results: this configuration

provides a precise determination of the three offsets from any single calibration map,

assuming good values for each of the angles can be provided.

As a strategy, all of the angles are characterised once at the beginning of each data-

taking period after the apparatus is closed. This is because they can typically be altered

by any mechanical disturbances or manipulations. The results from each measurement set

used are shown in Table 5.1. During datataking during 2017, a calibration map was taken



95

Angle Nominal 2013 2014 2017-1 2017-2

φX −π/2 -1.58683 (8) -1.57254 (8) -1.57311 (11) -1.57306 (3)

θX π/2 1.56583 (10) 1.58058 (10) 1.57214 (13) 1.57211 (4)

φY 0 -0.75238 (422) -1.14278 (826) -0.15549 (3035) -0.18174 (856)

θY π 3.16736 (10) 3.15294 (11) 3.14695 (11) 3.14735 (3)

φZ 0 0.00741 (8) -0.00147 (8) -0.00194 (11) -0.00197 (3)

θZ π/2 1.56164 (5) 1.57168 (5) 1.57223 (7) 1.57264 (2)

α0 0 0.00000 (fixed) 0.00000 (fixed) 0.00000 (fixed) 0.00000 (fixed)

β0 0 -0.00570 (8) -0.00920 (8) -0.00427 (11) -0.00399 (3)

γ0 0 0.00000 (fixed) 0.00000 (fixed) 0.00000 (fixed) 0.00000 (fixed)

Ψnorm 0 0.00000 (fixed) 0.00000 (fixed) 0.00000 (fixed) 0.00000 (fixed)

Ψinv π 3.13936 (17) 3.12946 (17) 3.13340 (23) 3.13811 (7)

Table 5.1: Results of fit to sets of calibration maps in different fields to determine angles

described in text.

before and after each map taken. This allows precise determination of the sensor offsets at

several-hour intervals. A linear drift in the offset is fitted, and the computed offset values

are subtracted from each measurement taken as the very first step in the analysis.

5.7.4 In Situ Mapper Misalignments Measurement

The above fit can characterise the mapper correctly only when the cart is at R = 0. To

extend the validity to cover the entire mapped region, it is necessary to find the parameters

α(R), β(R) and γ(R) throughout the entire mapped region. This is possible to do by

making a combined fit of both the magnetic field within the volume and the misalignment

angles themselves.

First,the magnetic field within the volume must be parametrised. The approach used

is described fully in [141], but briefly summarised here for completeness. In a region free

of currents or magnetisation, in the magnetostatic regime, the ~B field is divergenceless

and curlless

~∇ · ~B = 0 ~∇× ~B = 0. (5.21)

As such, the magnetic field can be represented as the gradient of a scalar potential Σ

satisfying the Laplace equation,

~B = ~∇Σ ∇2Σ = 0. (5.22)



96

Solutions of the Laplace equation are harmonic functions. One possible basis is the

spherical harmonics Y m
l , which form a complete basis of homogeneous polynomials with l

the degree of the polynomial and m being an integer from −l to l. It is therefore possible

to express any possible field within the volume in terms of the gradients of all spherical

harmonics up to a given order. The choice of when to truncate the series is arbitrary, as

the field produced at the edge of the vacuum tank quickly becomes unphysically large for

high order components. One particularly useful convenient choice, which is used for this

analysis, is that presented in [91]. This consists of a complete basis of harmonic polyno-

mials which can be conveniently expressed in both Cartesian and cylindrical coordinate

systems, which automatically satisfy the Maxwell equations.

The values of α(R), β(R) and γ(R) are characterised simply by independent free

parameters for each measured radius R. They are considered to be independent of the

height z, in contrast to the approach of [178], as no feasible physical mechanism exists

which can produce non-independent contributions. In the case of a ‘banana’ vertical axis,

it is possible to have a separate contribution like α(R, z) = α1(R) + α2(z), however this

contribution has been constrained to be at most 0.1 mrad by inclinometer measurements

at the beginning and end of datataking.

Similarly to above, the field in each fluxgate channel is considered to be the scalar

product of its heading in the global cylindrical coordinate system, and the actual magnetic

field at that position, plus some constant offset δB

BX,meas = X̂(R, z) · ~Btrue(R,φ, z)

=


X̂r(R, z)

X̂φ(R, z)

X̂z(R, z)

 ·

Br(R,φ, z)

Bφ(R,φ, z)

Bz(R,φ, z)

+ δ ~B.
(5.23)

Each field component Gl,m with m 6= 0 can only produce fields which are proportional

to sin(mφ) or cos(mφ). The measured data therefore can be transformed to separate the

effects of each component. A linear least squares fit of

~BFG(r, φ, z) = ~A0(r, z) + ΣN
m=1

~Am,cos(r, z) cosmφ+ ~Am,sin(r, z) sinmφ, (5.24)

is performed to determine the factors ~A0, ~Am,cos and ~Am,sin, applied at each ring of data

taken at constant R and z. This first step is described in more detail in subsection 5.8.1.

Only the components ~A0 are considered, as these will be the largest and most visible in

the case of a 1µT vertical field. As all of the polynomials Πφ,l,0 are independent of φ, and
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all polynomials Πφ,l,0 are zero,

AX,0(R, z) =


X̂r(R, z)

X̂φ(R, z)

X̂z(R, z)

 · Σlmax
l=0 Gl,0


Πr,l,0(R, z)

0

Πz,l,0(R, z)

+ δBX , (5.25)

and similarly for the Y and Z sensors.

In the case of a vertical 1µT field, the leading components contributing to A0 are as

follows:

• A0,X : Roll misalignment α (around r̂), bringing a component of the vertical field

G0,0 into the X sensor

• A0,Y : Vertical magnetic field components Σlmax
l=0 Gz,l,0Πl,0, plus a small contribution

from tilt misalignment β bringing a component of the radial field into the Y sensor.

• A0,Z : Radial magnetic field component Σlmax
l=1 Gl,0Πr,l,0, and tilt misalignment β

(around φ̂), bringing a component of the vertical field G0,0 into the Z sensor.

The next step is to substitute the fluxgate headings computed from the model Equa-

tion 5.12 into Equation 5.25 for each sensor X, Y and Z. The values of ψ, φX,Y,Z and

θX,Y,Z (as described in section 5.6) are fixed to the values obtained by our in situ calib-

ration map measurement described in subsection 5.7.3. This gives an expression for the

measured coefficients A0,X ,A0,Y and A0,Z in terms of the magnetic field components Gl,0

and the misalignments α and β at each radius. A nonlinear least squares fit is perfomed

using the least squares routine provided by the SciPy library [168], an implementation of

the Levenberg-Marquardt algorithm.

For a normal map, when terminating the field parametrisation at lmax = 6, there are

then 7 parameters Gl,0 to describe the magnetic field and 34 parameters each to describe

α and β at each radius. There are 170 rings measured with each sensor in a normal map,

giving 510 total measurements(170× 3). This gives 435 degrees of freedom.

5.8 Fit of Field Coefficients

The goal of this stage of the analysis is to extract all field gradients Gl,m from a single

measured map. In order to do this, the structure of the Standardised Adequate Basis

(see [141]) is once again exploited to reduce the complexity. As previously mentioned,

field components Gl,m with m 6= 0 can only produce fields depending on sin(|m|φ) and
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cos(|m|φ), while components m = 0 can only produce fields with no φ dependence. There-

fore, a two-stage fit is once again used: first fitting a series of sines and cosines separately

for each sensor to each ring measured by the mapper, then fitting the obtained coefficients

to the gradients Gl,m.

5.8.1 Decomposition into Rings

The first stage of the fit is to determine the coefficients A0,X(r, z), Am cosX(r, z) and

Am sinX(r, z) for each ring of the map. The equation

BX,Y,Z(r, φ, z) = A0,X(r, z) + ΣN
m=1Am cosX(r, z) cosmφ+Am sinX(r, z) sinmφ (5.26)

is fitted by linear least squares to each ring of constant R, z. These coeffecients are then

identified with the coefficients of sin(mφ) and cos(mφ) for each polynomial Πl,m in the

Standardised Adequate Basis ([141]) as expressed in cylindrical coordinates. Results of a

typical fit to a single ring towards the edge of the chamber, where non-uniformities are

largest, are shown in Figure 5.11, comparing results when the expansion is terminated at

m = 2 and m = 6.
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Figure 5.11: Example ring measurement and fit recorded towards the edge of mapped

volume, where gradients are typically larger, including plots of the fitted field, truncated

at order 2 or order 6.
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5.8.2 Choice of Fit Order and Goodness of Fit

The noise in the fluxgate can be charactarised by the Allan standard deviation [181,

182]. This is a tool originally used to quantify the stability of atomic clocks over different

timescales, however it can also be used to charactarise the stability of other measurements

as a function of the integration time. It is defined, as a function of the integration time

τ , as

σA(τ) =

√
1

2(N − 1)
ΣN−1
j=1

(
f

(τ)
j+1 − f

(τ)
j

)2
(5.27)

and the related Allan variance is defined as

σ2
A(τ) =

1

2(N − 1)
ΣN−1
j=1

(
f

(τ)
j+1 − f

(τ)
j

)2
(5.28)

Where f
(τ)
j is the j’th ’chunk’ of the quantity of interest, averaged from t = (j − 1)τ

to t = jτ . The variance corresponds to 1/2 of the mean square difference between two

consecutive measurements.

During the characterisation phases of datataking, on two occasions a long measurement

was taken lasting several hours with the fluxgate held still at the centre of the tank, with

the field nominally constant. The Allan deviation was computed for these datasets to

characterise the noise of the fluxgate. The results of a typical measurement are shown in

Figure 5.12.

One ring taken in the mapper consisted of 38 measurement points, each taken for 0.5−3

seconds once the position was stabilised, and took approximately 180s to acquire. While

several formulae exist (namely, the ’Bias Functions’ B1 and B2 [183]) which can be used to

predict the ‘M-Sample Deviation’ in a series of measurements - which would give a rigorous

prediction of the noise on the measurement - these are complex and rely on knowledge

of the spectral form of the noise. Instead, use will be made of the fact that the Allan

Deviation is very flat at around 20pT for all three sensors for integration times between

0.1s and hundreds of seconds - meaning that one can intuitively fix an estimated error on

all measurements of 20pT, with no excess correlation between consecutive measurements.

Comparison with the fit results obtained from the rings fit in a real map displayed in

Figure 5.13 will reveal if this is accurate, or if assumptions start to break down. The RMS

error considering all rings within a map displayed as a function of the order of field fitted is

displayed in Figure 5.14. For the order 6 fit of the Y sensor data, the RMS error is 19.1pT.

Given (in the case of a fit up to m=7) 15 parameters and 38 datapoints per sensor per ring

(for 23 degrees of freedom), this is equivalent to measuring χ2/ν = 34.7/23, well within
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the acceptable range considering the rough nature of the estimation of σ. Alternatively,

by fixing χ2/ν = 1, this implies an error bar of 26.5pT, consistent with expectations.
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Figure 5.12: Typical Allan standard deviation measured during data taking, with the

fluxgate magnetometer stationary at the centre of the shield.
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5.8.3 Fit of Magnetic Field Gradients to Ring Coefficients: An Over-

simplified First Exposition

As an example, the fit of the gradients with m = ±1 up to lmax = 1 will be considered.

The relevant polynomials are

Πρ,0,−1 = sinφ Πφ,0,−1 = cosφ Πz,0,−1 = 0

Πρ,0,1 = cosφ Πφ,0,1 = − sinφ Πz,0,1 = 0

Πρ,1,−1 = z sinφ Πφ,1,−1 = z cosφ Πz,1,−1 = sinφ

Πρ,1,1 = z cosφ Πφ,1,1 = −z sinφ Πz,1,1 = cosφ.

The field due to these four components is therefore

~B = Σl,mGl,m


Πρ,l,m

Πφ,l,m

Πz,l,m

 .

For the purpose of the demonstration, it will be assumed that each sensor is exactly aligned

with the relevant axis: X̂ = −φ̂, Ŷ = −ẑ and Ẑ = r̂, so that BX = −Bφ, BY = −Bz and

BZ = Br. This assumption will be relaxed later. Substituting the polynomials ~Πl,m and

selecting the components visible in each sensor,

BX = (−G0,−1 − zG1,−1) cosφ+ (G0,1 + zG1,1) sinφ

BY = −G1,1 cosφ+−G1,−1 sinφ

BZ = (G0,1 + zG1,1) cosφ+ (G0,−1 + zG1,−1) sinφ.

These may be identified with ~A1,cos and ~A1,sin

A1,cos,X(R, z) = −G0,−1 − zG1,−1 A1,sin,X(R, z) = G0,1 + zG1,1

A1,cos,Y (R, z) = −G1,1 A1,sin,Y (R, z) = −G1,−1

A1,cos,Z(R, z) = −G0,1 + zG1,1 A1,sin,Z(R, z) = G0,−1 + zG1,−1.

This yields a set of equations which can be solved by linear least squares to yield the

coefficients G0,−1, G0,1,G1,−1 and G1,1. This can trivially be extended to higher order fits.

This two-stage fit brings several advantages. First, it reduces the complexity of the fit

from a single large fit of 62 parameters (for a fit of up to l = 6) to almost 20000 readings
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2 to a series of smaller fits. In the first step, 34 × 5 × 3 fits of 2lmax + 3 parameters (15

for lmax=6) are performed to 38 points each. In the second stage, for each m from 0 to

lmax + 1 a separate fit of the coefficients Gl,±m for all permitted l from max(|m| − 1, 0)

to lmax to the Am,cos and Am, sin from each ring is performed. Each fit takes as input

340 coefficients for each sensor X,Y ,Z, for up to 16 parameters. In all stages the system

is significantly over determined, with many more measurement values than parameters

fitted.

The field components m = 0 behave slightly differently. These components are inde-

pendent of the angle φ. Additionally, the Bφ component is always 0. A similar approach

is used, where the polynomials Πl,0 are fitted to the constant coefficients of the ring fits

A0,X,Y,Z .

As a simple example, the fit of the m = 0 components up to lmax = 1 is described.

The relevant polynomials included in this fit are:

Πρ,0,0 = 0 Πφ,0,0 = 0 Πz,0,0 = 1

Πρ,1,0 = −ρ/2 Πφ,1,0 = 0 Πz,1,0 = z.

Fixing X̂ = −φ̂, Ŷ = −ẑ and Ẑ = r̂, so that BX = −Bφ, BY = −Bz and BZ = Br, one

finds

A0,X(r, z) = 0

A0,Y (r, z) = −G0,0 − zG1,0

A0,Z(r, z) = rG1,0.

These equations can readily be fitted to the data to find G0,0 and G1,0. This technique

can easily be extended to arbitrarily high order.

5.8.4 Compensating for Misalignments and Nonorthogonalities

In the first exposition of the fitting method, the simplifying assumptions that each of

the sensors was colocated at precisely the same coordinate, and that each sensor was

aligned precicely with one of the axes r̂, φ̂, or ẑ were made. However, this is not precisely

realised, as explained in section 5.6. The angular misalignments are measured in situ using

2A typical map consists of a series of rings taken with ∆φ = 10◦ from 0◦ to 360◦, and a repeat of 0◦

for 38 points per ring. At each height 17 radii were sampled from R = 0cm to R = 34cm, with a spacing

of ∆R = 2cm. Most often 5 heights were measured in full, from z = −16cm to z = +16cm.
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the techniques described in subsection 5.7.3 and subsection 5.7.4. Using these results, the

precise orientation of each sensor can be predicted at any given position.The consideration

that each of the three mapper sensors are separated by 20mm will also be added.

The vector magnetic field at the position of each sensor when the mapper is positioned

at a coordinate (R,φ, z) will be

~BX = Σl,mGl,m


Πρ,l,m(r + ∆rX , φ, z)

Πφ,l,m(r + ∆rX , φ, z)

Πz,l,m(r + ∆rX , φ, z)

 ,

and similar for the Y and Z sensors.

∆rX , ∆rY and ∆rZ are the radial offsets of each of the fluxgate sensors as defined in

section 5.6. These are fixed at ∆rX = −40mm, ∆rY = 0mm, and rZ = −20mm. As radii

between r = 0mm and r = +340mm are measured, what happens when r−∆r is negative

must be considered, as negative radii are not usually allowed in cylindrical coordinate

systems. Working at a negative radius is equivalent to working at the modulus of the

radius, and adding a φ offset of 180◦. The effect of this 180◦ phase shift depends on the

nature of the field. In the Standardized Adequate Basis, all field components Πl,±m are

proportional to sin(mφ) or cos(mφ). In the case where m is even, a shift of φ of 180◦ will

lead to an offset of a multiple of 360◦ being added, which leaves both the sine and cosine

unaffected. However, when m is odd, the sign of the field will be inverted. Additionally,

for all m, going to a negative radius will cause the r̂ and φ̂ components of the heading of

each sensor to invert. These corrections will be applied automatically for the remainder

of this derivation. The field actually measured by each sensor will be the dot product of

this field with the sensor with its heading X̂.

BX(r, φ, z) = ~BX(r + ∆rX , φ, z) · X̂(r, z)

= Σl,mGl,m


Πρ,l,m(r + ∆rX , φ, z)

Πφ,l,m(r + ∆rX , φ, z)

Πz,l,m(r + ∆rX , φ, z)

 ·

X̂r(r, z)

X̂φ(r, z)

X̂z(r, z)


As a shorthand, ~Π,l,m,cos(r, z) and ~Πl,m,sin(r, z) are defined to be the components of

Πl,m(r, φ, z) proportional to sin(|m|φ) and cos(|m|φ) respectively. Taking sin(mφ) and

cos(mφ) outside of the summation over l,

BX(r, φ, z) =Σm

(
ΣlGl,mX̂(r, z) · ~Πl,m,cos(r + ∆rX , z)

)
cos(|m|φ)

+Σm

(
ΣlGl,mX̂(r, z) · ~Πl,m,sin(r + ∆rX , z)

)
sin(|m|φ).
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The parts of the expressions in brackets are equated to the coefficients Am cosX,Y,Z(r, z)

and Am sinX,Y,Z(r, z).

Am,X,cos(r, z) =ΣlGl,mX̂(r, z) · ~Πl,m,cos(r + ∆rX , z)

+ΣlGl,−mX̂(r, z) · ~Πl,−m,cos(r + ∆rX , z)

Am,X,sin(r, z) =ΣlGl,mX̂(r, z) · ~Πl,m,sin(r + ∆rX , z)

+ΣlGl,−mX̂(r, z) · ~Πl,−m,sin(r + ∆rX , z)

This system of expressions can be fitted to the data to obtain the field coefficients Gl,m by

reforming this into a matrix computation, combining this and the similar expressions for

the Y and Z sensors. This yields a system Mx = A, where M is a large matrix containing

the coefficients X̂, Ŷ , Ẑ(ri, zi) · ~Πl,±m,cos,sin(ri, zi), A is a vector containing the measured

coefficients from each ring A±m cosX,Y,Z and x a vector containing the gradients Glmin,±m to

Glmax,±m, which can be fitted by linear least squares. At each ±m, there are 6 coefficients

per map ring measured (sine and cosine-like components from 3 sensors), giving 510 values

total. To this, all components Glmin,±m, to Glmax,±m, where lmin = max(0,m−1) are fitted:

up to 14 components for lmax = 6. This system is therefore suitably over-determined.

As was discovered in the analysis of measurements taken with the inclinometers in

subsection 5.7.2, there is a measurable nonreproducibility in the precise angular alignment

of the fluxgate, which is attributed to imperfections in the bearings. This manifests as a

noise of around 0.5mrad in the roll misalignment α, and 0.2mrad in the tilt misalignment

β, measured ‘peak-to-peak’. In the case of mapping a 1µT vertical field with only small

transverse components, this misalignment would cause additional components of up to

200pT in the radial sensor and 500pT in the transverse sensor. As the vertical sensor

points approximately along the direction of the field, any misalignments will cause fake

fields proportional to the cosine of a small angle, giving significantly greater immunity

to these fake fields. In order to test this effect, several fits were performed excluding the

sensors affected.

In the case of the m = 0 fit, only the vertical (Y ) and radial (Z) sensors can mean-

ingfully probe the field. The radial and vertical sensor are both sensitive to the field,

however the radial sensor is affected by false fields arising from the misalignment of the

order Br,false = Bz sin(β) ≈ 5 nT. All components Gl,m produce components in both the

radial and vertical directions, therefore it is possible to access these components using only

the vertical sensor. Misalignment effects will produce false fields in the vertical sensor only
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Fit of only Y Fit of Y and Z

Value Uncert Value Uncert Diff Diff σ

G0,0 pT 1.03e+06 4.02 1.03e+06 10.7 12.2 1.07

G1,0 pT/cm 22 0.409 18.1 0.874 3.83 3.97

G2,0 pT/cm2 -8.02 0.0235 -8.1 0.0526 0.0844 1.46

G3,0 pT/cm3 -0.0654 0.00103 -0.0669 0.00217 0.00141 0.587

G4,0 pT/cm4 -0.00393 5.01e-05 -0.00397 9.66e-05 4.53e-05 0.416

G5,0 pT/cm5 -2.05e-05 1.27e-06 -2.03e-05 2.37e-06 -2.24e-07 -0.0833

G6,0 pT/cm6 -1.18e-06 3.48e-08 -1.2e-06 7.5e-08 2.35e-08 0.285

X RMS Error pT 612 612

Y RMS Error pT 46.8 60.3

Z RMS Error pT 186 175

Table 5.2: Goodness of fit parameters comparing fit of m = 0 using only vertical (Y ) and

both radial and vertical (Z and Y ) sensors.

of the order −Br sin(β) or Bz(1− cos(β)), which are negligibly small.

By comparison, components m 6= 0 produce components directly measurable in all

three sensors, with the exception of the purely transverse modes such as G1,±2 and G2,±3,

which produce no vertical component. As such, it is possible to access all such components

using only the vertical and radial sensors.

As can be seen by the results presented in Table 5.2, comparing the fit to a typical B up

map using only the vertical sensor to using both vertical and radial sensors, the numerical

results for G3,0 differ by up to 1σ. As the combined fit using both sensors is strongly

dependent on the input value of β(R), the fit using the vertical sensor is significantly more

reliable. In this case, the RMS error on the vertical field is 47 pT, only a little more than

the expected fluxgate noise. This is small compared to 186 pT RMS error for the predicted

error on the radial sensor, which is consistant with arising from a 0.2 mrad random error

in the angle β. As such, it was chosen to use only the vertical sensor in the fit of m = 0

gradients. This results in 7 gradients G0,0 to G6,0 being fitted to 170 datapoints, for 163

degrees of freedom.

5.8.5 Assessment of fit accuracy and robustness

In order to interpret the results of each map, it is cruicial to understand the errors of each

fitted coefficient and the covariances between them. These errors will arise from statistical
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sources such as noise or offset drift on the reading of the fluxgate, from positioning errors,

or from methodological errors.

Assessment of the statistical fit error

In section 5.8, a two-stage fit was described: first a Fourier-like series was fitted to indi-

vidual rings taken at constant R and z, with φ ranging from 0◦ to 360◦ every 10◦ and a

repeat of the 0◦ position to give 38 points per ring in total. The coefficients obtained in

this first fit are then used as the input for a second stage of fitting, where the gradients

Gl,m and Gl,−m for l = max(m − 1, 0) to l = lmax are fitted to the coefficients cos(mφ)

and sin(mφ) measured in each ring.

The most obvious source of statistical error in this procedure is noise on the individual

fluxgate readings. As described in subsection 5.8.2, this can be explored through the

measured Allan standard deviation of the data. It was previously found that the fit error

within each ring is roughly consistent with what may be expected from the Allan deviation

when fitting all orders up to lmax = 6. The same approach may be used to assess if the

fit error can be explained by fluxgate noise. A single map lasted typically 4 to 5 hours, so

the fit error would be expected to be of the order of the Allan standard deviation around

this time. For one typical B0 up map, the RMS error on the Y sensor was measured to

be 47 pT, which is comparable to the expected error due to fluxgate stability over this

integration time.

There are multiple methods to propagate this error forwards to the final gradients.

The most obvious approach is to assume that the error on each ~A used as input in a single

fit is equal and independently distributed, and of the correct size to give χ2/ν = 1, and

then to use standard techniques to propagate this to find a final fit error [184]. However,

these assumptions do not fully hold. In the event of a map with low field gradients, such as

a map of B0, where the largest error comes from fluxgate drifts, there will be correlations

between the readings which is not accounted for. Alternatively in the case of a map with

large gradients, such as of a trimcoil designed to produce such gradients, the key source

of error will be from positioning errors. In this case, the error will be most likely largest

on the points furthest from the origin. These points have the greatest leverage on the

determination of higher order gradients such as G3,0, which causes the accuracy of these

to be overestimated. This method yields an error on the final G3,0 of around σG3,0 = 0.0008

pT/cm3.

As an alternative, more empirical, method, the ‘bootstrap’ [185, 186] can be used. In
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short, this is a resampling technique, where the original dataset is reshuffled, choosing

which data is included at random, with replacement. This results in some data points

being double or triple weighted (or more), and others being not included at all. This new

bootstrap dataset can then be fitted again to measure the parameter of interest again. By

repeating this process many times, some distribution of the parameter of interest can be

found. It can be shown that this technique successfully estimates the standard error of

parameters of interest in many cases, without needing to make assumptions about the

statistical nature of the underlying distribution or data. In this analysis, the bootstrap is

applied at the intermediate step, selecting or deselecting entire rings to be shuffled into

the final fit. Using this method, the estimated error on G3,0 is around twice as large

at σG3,0 = 0.0015 pT/cm3. This method also provides a natural way to estimate the

error on the measured
〈
B2
T

〉
, taking into account covariances between the all Gl,m by

bootstrapping. This yields an error on
〈
B2
T

〉
of σ〈B2

T 〉 = 0.01 nT2. The downside of this

method is that it is computationally expensive, with the analysis needing to be repeated

fifty times to find the error bars on each map.

In any case, the pure statistical error computed here is shown later in this chapter

to be significantly less than other uncertainties such as the field reproducibility after

degaussing and estimates of systematic errors in the mapping analysis. The uncertainties

obtained using the bootstrap method are deemed to be definitive, as they avoid making the

assumptions needed for the first method, and, being larger, they are also the conservative

choice.

Fits with and without misalignments

It is also desirable to quantify how sensitive the results are to the accuracy of our de-

termination of the misalignment angle functions α(R, z) and β(R, z). To obtain an upper

bound on the possible systematic, the results for a typical map are compared including

the best determination of the misalignment angles, and when all misalignment angles are

fixed to zero. The results for the m = 0 fits are presented in Table 5.3 and Table 5.4.As

can be clearly seen, when only the Y sensor is included in the m = 0 fit the results are

practically immune to the value of β, with the RMS fit error on the Y sensor improving

from 47.2pT to 46.8pT when the misalignments are included. This might be expected, as

the effect of these misalignments on the Y sensor in a vertical field acts like the cosine of

a small angle. Meanwhile, the effect on the X and Z sensors is much more pronounced

with the RMS error on the Z sensor reading improving from 3nT to 0.19nT, and the same
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No misalignments With misalignments

Value Uncert Value Uncert Diff Diff σ

G0,0 pT 1.03e+06 4.06 1.03e+06 4.02 10.3 1.8

G1,0 pT/cm 21.8 0.413 22 0.409 -0.145 -0.249

G2,0 pT/cm2 -8 0.0237 -8.02 0.0235 0.0222 0.665

G3,0 pT/cm3 -0.0655 0.00103 -0.0654 0.00103 -0.000105 -0.0722

G4,0 pT/cm4 -0.00394 5.06e-05 -0.00393 5.01e-05 -9.98e-06 -0.14

G5,0 pT/cm5 -2.05e-05 1.28e-06 -2.05e-05 1.27e-06 9.45e-09 0.00525

G6,0 pT/cm6 -1.19e-06 3.51e-08 -1.18e-06 3.48e-08 -1.85e-08 -0.374

X RMS Error pT 1.3e+03 612

Y RMS Error pT 47.2 46.8

Z RMS Error pT 3.01e+03 186

Table 5.3: Goodness of fit parameters comparing fit of m = 0 using only vertical (Y )

sensor, with and without misalignment corrections

number for the X sensor improving from 1.3nT to 0.6nT. (only Y is included in the fit,

but it is possible to predict values for all sensors). These numbers are consistant with the

field and misalignments being correctly modelled, but with a nonreproducibility of β of

0.2mrad and a nonreproducibilty of α of 0.5mrad. As the final fit values are practically

unchanged by this extreme test, errors from this source will be neglected. Results for

modes m 6= 0 are also not significantly altered.
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No misalignments With misalignments

Value Uncert Value Uncert Diff Diff σ

G0,0 pT 1.03e+06 162 1.03e+06 10.7 -147 -0.902

G1,0 pT/cm -65.7 13.2 18.1 0.874 -83.9 -6.32

G2,0 pT/cm2 -8.99 0.797 -8.1 0.0526 -0.89 -1.11

G3,0 pT/cm3 -0.258 0.0328 -0.0669 0.00217 -0.191 -5.81

G4,0 pT/cm4 -0.00544 0.00146 -0.00397 9.66e-05 -0.00147 -1

G5,0 pT/cm5 -0.00017 3.58e-05 -2.03e-05 2.37e-06 -0.00015 -4.17

G6,0 pT/cm6 -1.18e-06 1.14e-06 -1.2e-06 7.5e-08 2.14e-08 0.0188

X RMS Error pT 1.3e+03 612

Y RMS Error pT 893 60.3

Z RMS Error pT 2.66e+03 175

Table 5.4: Goodness of fit parameters comparing fit of m = 0 using vertical and radial

sensors (Y and Z) sensor, with and without misalignment corrections

Drift Correction

Inaccuracies in the quality of the calibration measurement may also affect the result.

Systematic errors in the measurement of the Y offset using the calibration procedure

described in subsection 5.7.3 will manifest as a shift in G0,0 (the accuracy of which is

not particularly important), while the accuracy of the calibration of the X or Z offsets

will have a similar effect to a small constant offset in the angles α or β, which have been

previously established to have no significant effect on the fitted parameters.

As mapping measurements were taken in a non-randomised order, sequentially pro-

gressing from the lowest plane to the highest, it may be expected that a drift in the offset

could manifest as a false gradient like G1,0. In the mapping measurements of 2017, be-

fore and after each large map a calibration map was taken. This allows correction for

a linear drift in the fluxgate offset. In Table 5.5 the fit results for m=0 are compared,

compensating for a linear drift, or taking the offsets to be constant for the run. It might

be expected that using multiple sensors to fit the gradients Gl,0 may give some additional

immunity to drifts, as both the Y and Z sensors would be required to drift in a way so

as to mimic a gradient. Comparison results for this test are shown in Table 5.6. It might

also be expected that statistical errors in determining the drift during one run may bias

the results of that run, these results may be interpreted as a constraint on that effect. As

can be seen, the effect of correcting or not correcting for this bias in a run with typical
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No Drift Correction Linear Drift Correction

Value Uncert Value Uncert Diff Diff σ

G0,0 pT 1.03e+06 4.01 1.03e+06 4.02 -1.25 -0.22

G1,0 pT/cm 21 0.408 22 0.409 -0.997 -1.73

G2,0 pT/cm2 -8.01 0.0234 -8.02 0.0235 0.0115 0.345

G3,0 pT/cm3 -0.0654 0.00102 -0.0654 0.00103 5.4e-05 0.0373

G4,0 pT/cm4 -0.00392 5e-05 -0.00393 5.01e-05 6.9e-06 0.0974

G5,0 pT/cm5 -2.05e-05 1.26e-06 -2.05e-05 1.27e-06 1.47e-08 0.0082

G6,0 pT/cm6 -1.17e-06 3.47e-08 -1.18e-06 3.48e-08 1.26e-09 0.0256

X RMS Error pT 606 612

Y RMS Error pT 46.7 46.8

Z RMS Error pT 192 186

Table 5.5: Goodness of fit parameters comparing fit of m = 0 using only vertical Y sensor,

with and without drift corrections

(small) drifts is negligible.

As each entire ring took only up to three minutes, any reasonable drift will not bias

the Fourier coefficients for m 6= 0, so the gradients m 6= 0 are immune to this effect.

The results of performing the map analysis on a single representative map with or

without misalignment correction, drift correction, and the data of the transverse sensor

are displayed in Figure 5.15 to Figure 5.21.
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No Drift Correction Linear Drift Correction

Value Uncert Value Uncert Diff Diff σ

G0,0 pT 1.03e+06 10.8 1.03e+06 10.7 -7.97 -0.524

G1,0 pT/cm 17 0.882 18.1 0.874 -1.13 -0.911

G2,0 pT/cm2 -8.2 0.0531 -8.1 0.0526 -0.0958 -1.28

G3,0 pT/cm3 -0.0665 0.00219 -0.0669 0.00217 0.000365 0.118

G4,0 pT/cm4 -0.00399 9.75e-05 -0.00397 9.66e-05 -1.59e-05 -0.116

G5,0 pT/cm5 -2.02e-05 2.39e-06 -2.03e-05 2.37e-06 6.12e-08 0.0182

G6,0 pT/cm6 -1.22e-06 7.57e-08 -1.2e-06 7.5e-08 -2.12e-08 -0.199

X RMS Error pT 606 612

Y RMS Error pT 67.3 60.3

Z RMS Error pT 174 175

Table 5.6: Goodness of fit parameters comparing fit of m = 0 using vertical Y and radial

Z sensor, with and without drift corrections
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Figure 5.15: Fitted value of terms G0,m for different choices of misalignment values, drift

correction and sensor inclusion
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Figure 5.16: Fitted value of terms G1,m for different choices of misalignment values, drift

correction and sensor inclusion
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Figure 5.17: Fitted value of terms G2,m for different choices of misalignment values, drift

correction and sensor inclusion
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Figure 5.18: Fitted value of terms G3,m for different choices of misalignment values, drift

correction and sensor inclusion
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Figure 5.19: Fitted value of terms G4,m for different choices of misalignment values, drift

correction and sensor inclusion
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Figure 5.20: Fitted value of terms G5,m for different choices of misalignment values, drift

correction and sensor inclusion
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Figure 5.21: Fitted value of terms G6,m for different choices of misalignment values, drift

correction and sensor inclusion
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Restricting Fit Volume

As a broad-spectrum test against a wide variety of possibly unknown systematic effects,

the effect of restricting the range of points used in the fit was tested. As an example,

this test would be sensitive to biases in the extracted gradients arising from a local dipole

contamination on the mapper robot, or on the surface of the tank. The effect of restricting

the analysis to points R ≤ 240mm,−80mm≤ z, −80 ≤ z ≤ +80mm, R ≥ 240mm and sim-

ultaneously R ≤ 240mm and −80 ≤ z ≤ +80mm were investigated. Naturally, restricting

the domain of points will reduce the sensitivity of the fit, both because there are fewer

points, and because points furthest from the origin have the greatest sensitivity to higher

order gradients.

The results of the map analysis for the modes m = 0 restricting the domain of points

by radius, height, or both radius and height are shown in Table 5.7, Table 5.8, Table 5.9

respectively. These same results are shown graphically for all gradients in Figure 5.22 to

Figure 5.28.
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Figure 5.22: Fitted value of terms G0,m for restricted domains of points
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Full Map R < 240mm

Value Uncert Value Uncert Diff Diff σ

G0,0 pT 1.03e+06 4.02 1.03e+06 3.25 -1.87 -0.362

G1,0 pT/cm 22 0.409 22.3 0.301 -0.35 -0.69

G2,0 pT/cm2 -8.02 0.0235 -8.04 0.0228 0.0198 0.605

G3,0 pT/cm3 -0.0654 0.00103 -0.067 0.00102 0.00157 1.09

G4,0 pT/cm4 -0.00393 5.01e-05 -0.00405 6.1e-05 0.000121 1.54

G5,0 pT/cm5 -2.05e-05 1.27e-06 -5.71e-06 2.9e-06 -1.48e-05 -4.68

G6,0 pT/cm6 -1.18e-06 3.48e-08 -1.77e-06 1.17e-07 5.95e-07 4.87

X RMS Error pT 612 535

Y RMS Error pT 46.8 32.6

Z RMS Error pT 186 200

Table 5.7: Goodness of fit parameters comparing fit of m = 0 using only the vertical (Y )

sensor, using only measurement points with R < 240mm.

Full Map −80mm< z < 80mm

Value Uncert Value Uncert Diff Diff σ

G0,0 pT 1.03e+06 4.02 1.03e+06 3.91 -7.82 -1.39

G1,0 pT/cm 22 0.409 25.3 0.663 -3.3 -4.24

G2,0 pT/cm2 -8.02 0.0235 -7.95 0.0445 -0.0716 -1.42

G3,0 pT/cm3 -0.0654 0.00103 -0.0705 0.00236 0.0051 1.98

G4,0 pT/cm4 -0.00393 5.01e-05 -0.00367 0.0001 -0.000262 -2.34

G5,0 pT/cm5 -2.05e-05 1.27e-06 -2.8e-05 2.05e-06 7.54e-06 3.13

G6,0 pT/cm6 -1.18e-06 3.48e-08 -8.37e-07 6.76e-08 -3.39e-07 -4.46

X RMS Error pT 612 560

Y RMS Error pT 46.8 25.3

Z RMS Error pT 186 188

Table 5.8: Goodness of fit parameters comparing fit of m = 0 using only the vertical (Y )

sensor, using only height −80 < 0 < 80mm.
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Full Map R < 240mm, |z| < 80mm

Value Uncert Value Uncert Diff Diff σ

G0,0 pT 1.03e+06 4.02 1.03e+06 4.24 -8.03 -1.37

G1,0 pT/cm 22 0.409 25.3 0.773 -3.35 -3.83

G2,0 pT/cm2 -8.02 0.0235 -8.01 0.0725 -0.0153 -0.2

G3,0 pT/cm3 -0.0654 0.00103 -0.0656 0.00534 0.000113 0.0207

G4,0 pT/cm4 -0.00393 5.01e-05 -0.00403 0.000312 0.000101 0.32

G5,0 pT/cm5 -2.05e-05 1.27e-06 -1.43e-05 1.02e-05 -6.16e-06 -0.6

G6,0 pT/cm6 -1.18e-06 3.48e-08 -1.49e-06 3.54e-07 3.13e-07 0.879

X RMS Error pT 612 539

Y RMS Error pT 46.8 26.5

Z RMS Error pT 186 167

Table 5.9: Goodness of fit parameters comparing fit of m = 0 using only the vertical (Y )

sensor, using only measurement points with R < 240mm and height −80 < 0 < 80mm.
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Figure 5.23: Fitted value of terms G1,m for restricted domains of points



121

G2, 3 G2, 2 G2, 1 G2,0 G2,1 G2,2 G2,3

8

6

4

2

0

2

Gr
ad

ie
nt

 p
T/

cm
2

Normal Analysis
Only R <= 240mm
Only |Z| <= 80mm
Only R <= 240mm, |Z| <= 80mm
Only Z >= -80mm
Only R <= 240mm, Z >= -80mm

Figure 5.24: Fitted value of terms G2,m for restricted domains of points
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Figure 5.25: Fitted value of terms G3,m for restricted domains of points
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Figure 5.26: Fitted value of terms G4,m for restricted domains of points
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Figure 5.27: Fitted value of terms G5,m for restricted domains of points
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Figure 5.28: Fitted value of terms G6,m for restricted domains of points
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5.8.6 Effect of Position Offsets

Although the greatest care was taken to properly align the mapper at the start of data-

taking each year, it is possible that there is some systematic offset in the precise position

measured in the radial and vertical axes. The vertical axis was positioned relative to a

large vacuum flange at the bottom-centre of the tank, and then aligned vertically relative

to gravity as described in subsection 5.7.2. The radial position was set by manually posi-

tioning the mapper cart completely to the end stop of the radial rail, which was fixed to

be +400mm, according to the design.

The absolute effect was quantified by adding offsets of up to ±5 mm to the true

recorded values of the radius and z coordinate, repeating the analysis and looking at the

change in the result. The results of this analysis are shown in Figure 5.29, Figure 5.30

and Figure 5.31.
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Figure 5.29: Fitted value of G3,0 from map 12112X15 and RMS fit error for small offsets

in radius.

As can be seen, a shift of over 1 mm in either direction is required to cause a 1σ

change in the values of the relevant parameters, and a shift of over 3 mm is needed before

this uncertainty begins to infringe upon the accuracy requirements of the measurement.

However, considering all steps in the installation of the mapper and in the installation of

the precession chamber of the apparatus before nEDM datataking, we are confident that

the positioning uncertainty is better than 0.5 mm.

Although an offset in the φ axis would cause some issues with the raw values of the
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Figure 5.30: Fitted value of
〈
B2
T

〉
from map 12112X15 and RMS fit error for small offsets

in radial zero position.

gradients, causing some shift between the Gl,m and Gl,−m modes, the precession chamber

was cylindrically symmetric (with the exception of the mercury shutter and windows), so

any shift will cancel out in the relevant results (< BT >
2 and Gl,0).
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Figure 5.31: Fitted value of G3,0 and
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from map 12112X15 for small offsets in the z

zero position.

5.9 Reproducibility of Magnetic Field

The overarching aim of the mapping measurement is to estimate the magnetic field config-

uration during datataking from a series of offline measurements. Mapping measurement

campaigns took place in 2013, 2014 and 2017, while nEDM datataking took place in

August-December 2015 and May-December 2016. During the intervening time periods,

the µ-metal shields and vacuum tank were opened and closed many times. Additionally,

the µ-metal shields were degaussed several times during datataking when changing the

magnetic configuration and inverting the direction of the B field - this process is not ex-

actly reproducible. It is therefore necessary to quantify how reproducible the magnetic

field is between measurements. A specific aim of the 2017 campaign was to measure this

effect. As described in section 5.4, the majority of datataking consisted of a 24-hour cycle

of a B field inversion degaussing followed by 3-4 maps, including at least one B0 map.

With such a strategy, 17 maps of a pure B up field and 11 maps of a pure B down field

were obtained after repeated degaussing. Smaller numbers of similar maps were taken

in 2013 and 2014. The fitted gradients to B up and B down maps taken in 2017 are

shown in Figure 5.32 to Figure 5.47. By comparing the measured field in each map, the

reproducibility of degaussing can be estimated. During the 2017 mapping measurement

campaign, the shield and tank were opened once and several maps taken before and after.

By comparing these sets of maps, the reproducibility of the field arising between opening
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the tank and manipulating the apparatus can be estimated. As a final check, the magnetic

field configuration can be compared between years. Comparison of the measurements of

2017 to 2013 and 2014 are shown in Figure 5.48 to Figure 5.63. During the mapping cam-

paign of 2014, a magnetic contamination was detected on the vacuum tank within a blind

threaded hole used to attach the lid to a trolley for removal and installation. This was

removed partway through the 2014 mapping campaign. Maps taken before the removal

of the contamination are marked ‘2014 Bad Helicoils’, and those from after are marked

simply ‘2014’. Additionally, between the 2014 mapping campaign and the start of EDM

datataking, the configuration of the µ-metal shield was altered to facilitate developments

in the mercury magnetometry system: a tube of µ-metal which previously reached from

the central shield outwards to protect the readout PMT was removed. The degaussing

proceedure was also slightly altered. From 2015, the guiding field coils which lead along

the neutron guides to the edge of the vacuum tank to maintain the neutron polarisation

during transport were additionally turned on. Finally, during the 2014 mapping campaign

the large 5T superconducting magnet was shut down for the mapping period, while in

2017 and during nEDM datataking, the magnet was switched on. An attempt was made

to replicate the field configuration of 2014 as part of the 2017 mapping campaign in order

to analyse the success of this, and ensure that any difference in field can be explained.
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Figure 5.32: Fitted gradients l = 0 for B up, considering only maps taken in 2017.
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Figure 5.33: Fitted gradients l = 1 for B up, considering only maps taken in 2017.
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Figure 5.34: Fitted gradients l = 2 for B up, considering only maps taken in 2017.
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Figure 5.35: Fitted gradients l = 3 for B up, considering only maps taken in 2017.
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Figure 5.36: Fitted gradients l = 4 for B up, considering only maps taken in 2017.



130

G5, 6 G5, 5 G5, 4 G5, 3 G5, 2 G5, 1 G5,0 G5,1 G5,2 G5,3 G5,4 G5,5 G5,6

0.00003

0.00002

0.00001

0.00000

0.00001

Gr
ad

ie
nt

 p
T/

cm
5

2017

Figure 5.37: Fitted gradients l = 5 for B up, considering only maps taken in 2017.
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Figure 5.38: Fitted gradients l = 6 for B up, considering only maps taken in 2017.
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Figure 5.39: < B2
T > computed for each B up, considering only maps taken in 2017.
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Figure 5.40: Fitted gradients l = 0 for B down, considering only maps taken in 2017.
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Figure 5.41: Fitted gradients l = 1 for B down, considering only maps taken in 2017.
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Figure 5.42: Fitted gradients l = 2 for B down, considering only maps taken in 2017.
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Figure 5.43: Fitted gradients l = 3 for B down, considering only maps taken in 2017.
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Figure 5.44: Fitted gradients l = 4 for B down, considering only maps taken in 2017.
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Figure 5.45: Fitted gradients l = 5 for B down, considering only maps taken in 2017.
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Figure 5.46: Fitted gradients l = 6 for B down, considering only maps taken in 2017.
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Figure 5.47: < B2
T > computed for each B down map, considering only maps taken in

2017.
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Figure 5.48: Fitted gradients l = 0 for B up, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.
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Figure 5.49: Fitted gradients l = 1 for B up, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.
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Figure 5.50: Fitted gradients l = 2 for B up, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.
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Figure 5.51: Fitted gradients l = 3 for B up, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.
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Figure 5.52: Fitted gradients l = 4 for B up, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.



138

G5, 6 G5, 5 G5, 4 G5, 3 G5, 2 G5, 1 G5,0 G5,1 G5,2 G5,3 G5,4 G5,5 G5,6

0.00003

0.00002

0.00001

0.00000

0.00001

Gr
ad

ie
nt

 p
T/

cm
5

2013
2014
2014 - Bad Helicoils
2017
2017 - 2014 config

Figure 5.53: Fitted gradients l = 5 for B up, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.
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Figure 5.54: Fitted gradients l = 6 for B up, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.
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Figure 5.55: < B2
T > computed for each B up map, comparing maps taken in 2013, 2014

and 2017, including the 2017 maps taken in the 2014 setup.
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Figure 5.56: Fitted gradients l = 0 for B down, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.
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Figure 5.57: Fitted gradients l = 1 for B down, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.

G2, 3 G2, 2 G2, 1 G2,0 G2,1 G2,2 G2,3

2

0

2

4

6

8

Gr
ad

ie
nt

 p
T/

cm
2

2013
2014
2014 - Bad Helicoils
2017
2017 - 2014 config

Figure 5.58: Fitted gradients l = 2 for B down, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.



141

G3, 4 G3, 3 G3, 2 G3, 1 G3,0 G3,1 G3,2 G3,3 G3,4

0.04

0.02

0.00

0.02

0.04

0.06

0.08

Gr
ad

ie
nt

 p
T/

cm
3

2013
2014
2014 - Bad Helicoils
2017
2017 - 2014 config

Figure 5.59: Fitted gradients l = 3 for B down, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.
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Figure 5.60: Fitted gradients l = 4 for B down, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.
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Figure 5.61: Fitted gradients l = 5 for B down, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.
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Figure 5.62: Fitted gradients l = 6 for B down, comparing maps taken in 2013, 2014 and

2017, including the 2017 maps taken in the 2014 setup.
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Figure 5.63: < B2
T > computed for each B down map, comparing maps taken in 2013,

2014 and 2017, including the 2017 maps taken in the 2014 setup.
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5.10 Fit of Trimcoil Fields

In normal operation, the magnetic field produced by the main B0 coil is modified by a set

of N trim coils and M guiding field coils. The trim coils are used to apply gradients in

order to homogenise the field inside the precession chamber to maintain excellent neutron

polarisation times (thus having a direct impact on statistical sensitivity), and to control

magnetic field related systematic effects. Guiding field coils are used to maintain high

neutron polarisation during transport from the 5T superconducting magnet polariser to

the chamber, and from the chamber to the USSA spin analysis system (see chapter 3).

Most of the guiding field coils are outside the µ-metal shielding and therefore will not

cause large gradients within the tank, however the vertical guiding field coil (which leads

from the switch to the bottom of the vacuum tank) penetrates the µ-metal shield and is

known to cause large gradients inside the tank. The current used in each guiding field

coil was optimised for each direction of B0 at the beginning of neutron datataking each

year, while the trimcoil currents are optimised individually after each degaussing using

a technique described in [127]. Additionally, the coils TTC and BTC are used together

to change the vertical gradient within one ‘base configuration’. Typical trimcoil currents

used were of the order of hundreds of µA to a few mA.

To determine the gradients of an arbitrary configuration, the field produced by each

trimcoil as a function of the current applied must be measured. In order to do this, a series

of dedicated measurements were performed. First, the apparatus was degaussed, with the

B0 coil switched off, and the remnant field was measured. The gradients Gl,m of this field

are determined using the standard analysis described in section 5.8. Second, a known

current, typically +20mA, was applied to one chosen trimcoil, and the field mapped and

gradients fitted again. A separate linear fit was performed of each extracted gradient Gl,m

versus applied current to that coil. By this method, a matrix of trimcoil gradients per

unit current for each coil can be obtained, which when combined with knowledge of each

coil current. An uncertainty on this gradient can be obtained by considering the error on

the fit parameters and the χ2 of this fit.

In 2013 and 2014, full sets of trimcoil maps (with associated remnant maps) was taken,

with the exception of the vertical guide coil, the mounting of which was mechanically

incompatible with the mapper. In 2017, a mounting was devised for the coil, and the

three subcoils of the vertical guiding field coil were measured. A limited subset of the

main trimcoils were mapped to validate the results of previous years. The results of fitting

three selected gradients against the current in the coil ‘TTC’ are shown in Figure 5.64.
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Figure 5.64: Example fits of selected gradients versus currents, for maps of TTC. Two sets

of maps were measured, which are fitted with a common trimcoil field (directly propor-

tional to applied current) and independent remnant fields, allowed to vary freely between

degaussings.
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5.11 Linearity

As an alternative route to establishing the field during each configuration measured during

nEDM datataking, specific maps were taken of most ’Base Configurations’ used during

datataking. These base configurations describe one optimised uniform field after a de-

gaussing, which are only modified by the addition of a vertical gradient comprised mainly

of G1,0 using a combination of the TTC and BTC coils.

As a cross-check, the results of these maps were compared to the results obtained

by combining the mapped pure B0 field with the trimcoil maps. To avoid any effect

arising from the degaussing process, B0 and configuration maps were only compared within

one degaussing. For each gradient Gl,m, the difference between the B0 map and the

base configuration map was compared to the field predicted to be produced by a linear

combination of the trimcoil gradients. The results of this analysis for the gradient G3,0

are displayed in Figure 5.65, with the residuals plotted as a histogram in Figure 5.66.

As
〈
B2
T

〉
is not a linear observable, it is not possible to analyse in this way, instead the

measured
〈
B2
T

〉
from the base configuration map is compared to that predicted from the

corresponding B0 map plus trimcoils. The results of this analysis are plotted in Figure 5.67,

with the residuals plotted as a histogram in Figure 5.68. The RMS error in both cases

(assuming the trimcoil map error is negligible) is expected to be
√

2 times the statistical

error on a single map, being the difference of two maps.
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Figure 5.65: G3,0 predicted from B0 and trimcoil maps, versus measured G3,0 from base

configuration maps
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5.12 Evaluation of Gradients During nEDM Datataking

There are two possible approaches to predict the gradients within the chamber during

datataking. The first approach is to start with a measurement of the unmodified B0 field,

then add the effect of the trimcoils in proportion to the currents used during datataking.

This relies on the accuracy of each individual trimcoil map, and on there being no real

nonlinearities in the trimcoil response (this clearly holds in free space, but one might ima-

gine the complex behaviour of µ-metal leading to some unexpected effect). Alternatively,

one could use the individual base configuration maps, which are modified only by adding

small currents in the TTC and BTC coils to add a small vertical gradient G1,0. Both

methods were shown to produce compatible results in section 5.11.

The uncertainty on the gradients obtained arises from several sources assessed through-

out this chapter:

• Statistical error on the mapping measurements (section 5.8.5)

• Systematic error on the mapping measurements (subsection 5.8.5)

• Changes in magnetic configuration between 2014 and 2017

• Reproducibility of the magnetic field within the chamber between degaussings (sec-

tion 5.9)

• Accuracy of trimcoil maps and validity of reconstruction methodology (section 5.11)

Of these, the leading systematic uncertainty arises from the error in the mapper process

itself, in particular that found by restricting the domain of points analysed, which serves

as a very general test (section 5.8.5). The exact cause has not been established, but this

may be, for example, due to positioning uncertainties or nonlinearities, such as a scaling

error in one axis. This gives a systematic error in the determination of G3,0 of ±0.0051

pT/cm3. The leading statistical error arises from the reproducibility of the magnetic field

after degaussing. The mean
〈
B2
T

〉
measured for a B0 up map (without trimcoils) was 1.83

nT2, with a standard deviation of 0.27 nT2. For B0 down, this figure was 3.00nT2 with a

standard deviation of 0.25 nT2. For G3,0, the mean figure measured for B0 up was -0.0698

pT/cm3 with a standard deviation of 0.0033 pT/cm3, while the corresponding figure for

B0 down was 0.0622pT/cm3 with a standard deviation of 0.0059 pT/cm3. The statistical

error on each map is not a limiting factor in the analysis, being substantially less than the

reproducibility.
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In order to minimise the error on the obtained gradients due to the degaussing re-

producibility, it was chosen to use the path starting from the raw B0 maps. As base

configuration maps were taken only, the reproducibility error would come twice (causing

an increase of
√

2 in the statistical error), as both the reproducibility error incurred during

the mapping campaign and the reproducibility error incurred during nEDM datataking

must be considered. As many B0 maps were taken, these can be averaged to reduce the

effect of the reproducibility during mapping by a factor 1/
√
N , resulting in a modest but

welcome improvement in the final statistical sensitivity.

As the results from this analysis are used as a direct input to the main nEDM analysis,

the uncertainty in the result will cause a loss in sensitivity for the entire experiment (see

section 4.7). The corrections applied are

dcorrn = dmeas
n −

~ |γnγHg|
8c2

r2

(
R2

4
+
H2

10

)
G3,0 (5.29)

Rcorr = Rmeas/(1 + δT + δEarth + δother). (5.30)

Therefore the error on the determination of G3,0 will be:

σdn =
~ |γnγHg|

8c2
r2

(
R2

4
+
H2

10

)
σG3,0 (5.31)

≈ 5.44× 10−25ecm
σG3,0

1pT/cm3 . (5.32)

Therefore, the achieved systematic error on G3,0 of 0.0051 pT/cm3 will correspond to a

final systematic error contribution of approximately 2 × 10−27 e cm, substantially below

the statistical sensitivity of the experiment. As this is a systematic error, it must add in

quadrature with the final EDM error.

Errors in the correction of
〈
B2
T

〉
will enter indirectly via R. The error on δT will be

σδT =
σ〈B2

T 〉
2B2

0

. (5.33)

The gradient of the crossing lines plot is

∂dn

∂R
= B0

~γ2
Hg

8c2 〈z〉
(5.34)

where 〈z〉 is the height difference between the mercury and the neutrons. It will be fixed

at 〈z〉 = 0.35 cm for this calculation. Combining these, the error contributed to dn from

the
〈
B2
T

〉
correction will be

σdn =
∂dn

∂R
σR (5.35)

= B0

~γ2
Hg

8c2 〈z〉

(
δT ∗

∣∣∣∣ γn

γHg

∣∣∣∣) (5.36)

≈ 6.28× 10−27ecm
σ〈B2

T 〉
1nT2 . (5.37)
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For the attained reproducibility error on
〈
B2
T

〉
of≈ 0.3 nT2, this will correspond to an error

on dn of ≈ 2×10−27 e cm. However, errors on the reproducibility of the field are statistical:

the shield was degaussed approximately once per month, and at each degaussing the field

was reset at a new configuration. The statistical sensitivity of each period of datataking

between degaussings was of the order several ×10−26ecm. Therefore, this effect will be

reduced by a factor of approximately 1/
√
Ndegaussings over the entire nEDM datataking

period, reducing it to insignificance.

The gradients obtained from the mapping analysis using this technique are used dir-

ectly as an input to the final crossing lines analysis, to compensate for these errors on a

run-by-run basis.

5.13 Conclusion

In this chapter, offline measurements using a specially designed field mapping robot were

used to measure the magnetic field within the vacuum chamber of the experiment to high

precision and accuracy. The resulting maps were analysed and decomposed in a basis of

gradients in order to extract quantities relevant to the compensation of systematic effects

in the experiment. In order to understand the accuracy of this compensation, the accuracy

of the mapping process itself, as well as the reproducibility of the field and the accuracy

of reconstruction of the gradients of real trimcoil configurations were investigated. The

results of this analysis are used to compensate systematic effects in the main experiment,

reducing the residual systematic error on the nEDM from such magnetic field effects to

a level of σdn,mapping ≈ 2 × 10−27ecm, well below the statistical sensitivity of σdn,stat ≈

1 × 10−26ecm and within the error budget for this effect of σdn,mapping ≈ 5 × 10−27ecm.

This is a substantial improvement over previous efforts to measure this effect in 2013 and

2014, since which time the systematic uncertainty on G3,0 (which could have been the

limiting factor in the overall experimental result) has been improved by a factor 4.
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Chapter 6

Search for Axion-Like Matter

Through Nuclear Spin Precession

in Electric and Magnetic Fields

The axion is a hypothetical particle that arises when the standard model is modified by

adding the Peccei-Quinn symmetry. This symmetry was first proposed in 1977 by Peccei

and Quinn [23–27], in order to explain the lack of CP violation in the strong force - the so-

called strong CP problem. In addition, particles with these characteristics are attractive

dark matter candidates[187]. Until recently, experiments searching for axions have mostly

focused on the coupling of axions to photons[17], and relied on the conversion of axions to

photons (and vice-versa) occurring - meaning the experimental observable is proportional

to a very small coupling constant squared or even to the fourth power. However, in recent

years it has been suggested that the axion may be observed by its coupling to gluons

[188–190]. Additionally, given the non-detection of any WIMP dark matter candidates

at the time of writing[17], the suggestion that the dark matter particle(s) may be light

(significantly below the mass of nucleons) has gained in popularity. Therefore, a new

generation of axion searches using laboratory experiments has begun, searching for the

influence of dark matter axions on precision systems. These searches have the benefit that

the observable is linear in the coupling constant[188–192], and the axions do not need to

be produced: they are already there in the background. In this chapter a novel analysis

placing new constraints on the couplings of cosmologically-interesting axions to gluons by

searching for an oscillating neutron electric dipole moment is presented. These results

have been previously published in [161].
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6.1 Motivation and Theory

6.1.1 The Strong CP Problem and Axions

In Quantum Chromodynamics (QCD), the theory of the strong force, it is possible to

write a term [18, 19]

L =
g2
s

32π2
θ̄GaµνG̃

aµν , (6.1)

where gs is the strong coupling constant, Gaµν is the gluon field and G̃aµν is its dual and

θ̄ is a CP -violating phase. This term does not affect physics through processes which are

described by Feynman diagrams as it is a total derivative, but produces so-called instanton

effects. It can be shown that QCD can only depend on the combination [19]

θ̄ = θ − arg detmq, (6.2)

where mq is the quark mass matrix and θ is another CP -violating phase. It is therefore

possible to ‘move’ CP violation between the quark mass matrix and θ. If θ is nonzero, or

the quark masses are complex, then CP and P are violated by this term as GaµνG̃
aµν is

CP-odd. This also implies that any physical effects of θ̄ depend on θ̄ modulo 2π. This also

implies that the CP violation and dependence on θ vanish if at least one quark is massless

(though this possibility is strongly excluded [17]).

In practice, no CP violation has been observed in the strong sector. The strongest

limits on this come from experimental limits on the (static) EDM of the neutron [21],

and of mercury-199 [22]. A nonzero θ̄ would induce a CP violating pion-nucleon coupling,

with constant | ¯gπNN| ≈ 0.038|θ̄| [193]. This is small in comparison to the CP conserving

coupling gπNN ≈ 13.4. Calculations using chiral perturbation theory showed that this

mechanism can lead to a neutron EDM of dn = 5.2 ∗ 10−16θ̄ e cm [193]. A more refined

calculation using chiral perturbation theory gives | ¯gπNN| ≈ 0.016|θ̄| [194]. This confirms a

previous result using a QCD sum rules technique [195] that dn = 1.2 ∗ 10−16θ̄ e cm (to an

estimated accuracy of 45-50%).

By considering the current limit on the nEDM from the previous generation Sussex-

RAL-ILL experiment [21] of |dn| . 3.0× 10−26 ecm, it is possible to find a bound on θ̄ of

approximately |θ̄| . 3 × 10−10. As θ̄ is an angle, it would naturally be expected to be of

order 1. This represents a significant fine-tuning type problem, the so-called Strong CP

Problem.

A full exposition of the Peccei-Quinn theory is beyond the scope of this thesis. However,

in short an additional U(1)PQ symmetry is added to the Standard Model. This symmetry

is spontaneously broken at a scale fa, which results in a new Nambu-Goldstone boson -
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the axion. This dynamic field (labelled a) then effectively replaces the static angle θ̄. A

term

L = ξ
a

fa

g2
s

32π2
θ̄GaµνG̃

aµν (6.3)

is added to the Lagrangian, with similar form to the QCD θ term. The potential is

minimised at < a >= −fa
ξ θ̄, which leads to a cancellation of the physical effects of the θ̄

term.

The mass and couplings of the axion are then model specific. The original Peccei

Quinn model proposed that the symmetry was broken at the electroweak scale, fa ≈ 250

GeV, however this model was quickly ruled out by experiment [17]. However, two new

major types of so-called ’invisible axion’ models have been proposed: KSVZ[27, 196] and

DFSZ[197, 198], named for their creators. It can be shown that in each of these models,

the axion mass is related to the symmetry breaking scale by [18]:

ma ≈ 6.3
106GeV

fa
eV (6.4)

The couplings to matter are also dependant on fa, however the exact dependence of each

coupling is model dependant [18]. Constraints will be found on the coupling constants as

a function of axion mass, giving model-independent results. The symmetry breaking scale

can be extremely large, and thus axion masses very light.

6.1.2 Ultralight Axions as a Dark Matter Candidate

Dark matter was first proposed by the astronomer Fritz Zwicky in 1933 to explain an-

omalies in the rotation of galaxies [199]. Since then, astronomers and cosmologists have

confirmed these observations[28], and dark matter remains a standard feature of most

cosmological models. However, the question still stands: what is dark matter made of?

Many have tried over the years to answer this question, however still dark matter has

never been directly detected. One of the dominant hypotheses has been that dark matter

consists of heavy WIMPs (Weakly Interacting Massive Particles), which interact through

only gravity and the weak force, having a mass in the 100 GeV range. Supersymmetric

theories predict many hypothetical particles, the lightest of which (the so-called ‘Lightest

Supersymmetric Particle’) could be a stable, heavy dark matter candidate. However, with

the non-discovery of Supersymmetry or any WIMP Dark Matter candidate particle at the

LHC [17], such theories are coming under question.

One alternate hypothesis, is that dark matter instead consists of extremely light axions,

or similar axionlike particles. This is plausible over a wide range of mass scales[187, 200,
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201], however particles with masses in the range of 10−24 − 10−18eV are the focus of

this chapter. In such mass ranges, the number-density of particles is sufficiently high

that the axion field will appear as a coherent wave in a classical field, oscillating at a

frequency proportional to the mass of the particle. Such dark matter is additionally

able to solve several issues with structure formation[187, 202]. Additionally, a feasible

nonthermal production mechanism in the early universe exists in the form of Vacuum

Misalignment[203–205]. Requiring that the axion dark matter does not have a de-Broglie

wavelength larger than the smallest Dwarf galaxies results in a lower bound on the possible

mass of ma ≥ 10−22eV [206].

6.1.3 Effects of Axionic Dark Matter in nEDM Experiments

As previously observed in subsection 6.1.1, adding the axion to the Standard Model serves

to negate the physical effects of a nonzero θ̄ by absorbing θ̄ into the field a, when the

potential is at its minimum. This works in the low density limit, but once the density

of axionic dark matter is considered, a oscillates about this minimum depending on the

local dark matter density. Since this interferes with the cancellation, it then effectively

acts like an oscillating value of θ, which leads to measurable effects in sensitive laboratory

experiments.

Two specific interaction terms were considered, representing the axion-gluon and the

axion-nucleon couplings:

Lint =
CG
fa

g2
s

32π2
aGbµνG̃

bµν − CN
2fa

∂µaN̄γ
µγ5N (6.5)

where N is the nucleon field and CG and CN are model dependant dimensionless para-

meters charactarising the coupling strength of axions to gluons and nucleons.

The gluonic coupling looks like the QCD θ term, with a proportionality to the axion

field. By the same mechanism as the original θ term [193–195], this term leads to the value

of the measured neutron EDM being proportional to the axion field. If axions make up

a substantial portion of the local dark matter density, behaving as a coherent oscillation,

this means that one would expect to see an oscillation in the measured value of the neutron

EDM. Therefore, by constraining a possible oscillation in the nEDM, one can constrain

the amplitude of the coupling between axionic dark matter and gluons[188–191].

The coupling to nucleons is a derivative type coupling. If the form of the axion field

is like a = a0 cos(mat− ~σN · ~pa) (where ~σN is the spin vector of the nucleons and ~pa is the

momentum of the axion dark matter), then this will result in a energy shift in a system
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of polarised nucleons of

Hint =
CN
2fa

sin(mat)~σN · ~pa. (6.6)

This will result in a shift in the measured precession frequency depending on the phase of

the axion field and upon the angle between the quantisation axis of the system and the

momentum. For experiments not aligned along the Earth’s rotation axis, this will give an

additional 24-hour sidereal modulation. This can be seen by expressing in a nonrotating

celestial coordinate system (see [207]):

~σN · ~pa = m̂F f(σN )ma|~va|

× [cos(χ) sin(δ) + sin(χ) cos(δ) cos(Ωsidt− η)] (6.7)

where χ is the angle between Earth’s axis of rotation and the spin quantization axis

(χ = 49.4◦ at the ILL, while χ = 42.5◦ at the location of the PSI, for systems with the

magnetic field oriented vertically), δ ≈ −48◦ and η ≈ 138◦ are the declination and right

ascension of the galactic axion DM flux relative to the Solar System , Ωsid ≈ 7.29×10−5 s−1

is the daily sidereal angular frequency, m̂F = mF /F is the normalized projection of the

total angular momentum onto the quantization axis, and f(σN ) = +1 for the free neutron,

while f(σN ) = −1/3 for the 199Hg atom in the Schmidt (single-particle) model. It may

be noted that by varying the orientation of the magnetic field, the value of χ may be

varied, which will tune the relative amplitudes of the daily sidereal modulation and the

constant term. The sign of the modulation will invert with the sign of the applied magnetic

field. This effect is also referred to as the axion wind effect, and often is likened to a

‘pseudomagnetic field’.

6.1.4 Other Experimental Probes of Axions and Axionic Dark Matter

Axions are predicted to couple to matter in many ways. The most commonly probed is

the axion to two photon coupling. A summary of current constraints on this coupling

published by the PDG [17] is reproduced in Figure 6.1. Some of the first experiments

probing this coupling are so-called ‘light shining through walls’ experiments, and similar

efforts continue to this day. In short, this type of experiment relies on the Primakoff

production of axions from photons in a high magnetic field region, followed by transmission

through a wall impermeable to photons, followed by a conversion back to a photon on the

other side. Such experiments are sensitive to axions, but also a broad spectrum of other

light weakly coupled particles, such as dark photons. A review is presented in [208].

The largest limitation of this type of experiment is that it relies on an extremely rare
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process occurring twice, meaning that the observable is then proportional to the very

small coupling constant to the power 4.

One additional result of an axion-photon coupling would be axion production inside

stars, through the Primakoff effect. This can be probed by both astrophysical observations,

and attempts to directly detect the axions produced inside the sun. Such experiments are

called Axion Helioscopes, and set limits on the coupling across a wide mass range. The

most recent is CAST [209] (CERN Axion Solar Telescope), which utilises a refurbished

LHC dipole magnet (9T) which can be aimed at the sun. In the high field region, axions

produced in the sun could be converted back to photons which are then detected in the

cavity. The sun would be an abundant source of axions, however the observable is then

still only proportional to the small axion-photon coupling to the fourth power, as both

production and conversion must occur.

Another interesting experiment probing the same coupling, ADMX [210–213], instead

attempts to search for the same cosmic dark-matter axions produced in the early universe

as this work, though at a different mass scale. The experiment utilises a 136L microwave

cavity, tunable over a range of resonances, within a superconducting magnet, operated

at fields of up to 7.6 T. The oscillating axion field interacting with the strong magnetic

field would drive the resonant cavity, producing a signal which could be detected using a

sensitive SQUID microwave detector. The apparatus had previously been used to exclude

a portion of the mass range of the KSVZ axion, between 1.9 and 3.3µeV, corresponding

to frequencies of a few hundred MHz. More recently, the apparatus has been upgraded,

and used to probe axion masses between 2.66 and 2.81µeV with a sensitivity great enough

to probe the parameter space of the more weakly coupled DFSZ axion.[213] As this ex-

periment probes already-existing dark matter axions, of a density set by the assumption

that they make up the majority of the local dark matter density, only one axion-photon

conversion is necessary. This means that the observable (the power of the signal gener-

ated) is then proportional to only the small coupling constant squared, rather than to the

power 4, a clear improvement in the long term prospects. The largest drawback of this

kind of tuned-cavity search is that the sensitive frequency range must be scanned slowly

to acquire sensitivity to the entire mass range, and that the tunable range of such a cavity

(while retaining a high Q) is relatively limited. There are also practical limitations on

the largest size of cavity that can be produced, as they must be maintained at cryogenic

temperatures to reduce noise.

Until this work, the coupling of axions to gluons remained unexplored by laboratory
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Figure 6.1: Existing laboratory and observational constraints on axion-photon coupling,

figure taken from [17], based on work cited within. Does not include latest results from

ADMX in [213].

experiments. However, the CASPEr collaboration proposes a dedicated experiment [214,

215] to probe this parameter space. Much like this work, the CASPEr experiment essen-

tially searches for an oscillating EDM, in this case of 207Pb. The sample is placed in a

large magnetic field, of order 10T, and becomes magnetised along that axis. This field

is then reduced to a set level and a transverse electric field is applied. If the oscillation

frequency of the oscillating EDM matches the Larmor frequency of the spins in the given

magnetic field, then the spins will begin to acquire a transverse polarisation, and precess

about the axis of the magnetic field. This magnetisation can be read out using a SQUID

magnetometer. The sensitive frequency can tuned by varying the magnetic field over a

very large range. The original CASPEr proposal proposes to cover a mass range from

10−6eV to 10−14eV[214]. The experiment is foreseen to run in two stages, with the first

using only known technologies to reach a sensitivity below that needed to resolve KSVZ

axions, while a second stage [215] would achieve the sensitivity needed to exclude KSVZ

and DFSZ axions below 10−9eV down to 10−14eV. An alternative measurement scheme

utilising sidebands was proposed to cover the range from 10−14 to 10−17 eV, meeting with

the upper mass range probed by the work presented in this chapter.

It should be noted that astrophysical and cosmological observations also provide power-

ful constraints and motivations on the couplings of such particles, such as those described
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in the review [187].

6.2 Experiment

6.2.1 The Sussex-RAL-ILL Room Temperature EDM Experiment

The Sussex-RAL-ILL experiment room temperature nEDM experiment [20][86][87][88][21]

sets (at the time of writing) the strongest limit on the static electric dipole moment of

the neutron, though it is set to be superseded by its spiritual successor, the PSI nEDM

experiment. The Sussex-RAL-ILL experiment took data from 1998 to 2002, and achieved

a final result of dn = −0.21 ± 1.82 × 10−26ecm, corresponding to an upper limit of dn <

3.0× 10−26ecm (at 90% CL). The experiment is extremely similar in principle to the PSI

experiment. It ran from the turbine UCN source at the PF2 beamline at the Institut

Laue-Langevin in Grenoble, France.

6.3 Analysis of the Sussex-RAL-ILL Dataset

It has been established in section 6.1 that if dark matter is comprised entirely of axions or

similar axionlike particles, this would manifest as a time oscillation in the real measured

value of the EDMs of the neutron of

dn(t) ≈ +2.4× 10−16 CGa0

fa
cos(mat) e · cm , (6.8)

and of mercury atoms of

dHg(t) ≈ +1.3× 10−19 CGa0

fa
cos(mat) e · cm . (6.9)

A time series of the experimental data from the previous generation Sussex-RAL-ILL

experiment and the current-generation PSI nEDM experiment has been analysed to test

for a statistically significant oscillation, and then to constrain the amplitude of a possible

oscillating EDM, and finally to interpret this as a constraint on the possible coupling

between axions and gluons, assuming that these axions constitute the entirety of the

local dark matter density. First, the Least Squares Spectral Analysis (LSSA) technique

(analogous to a discrete Fourier transform) will be outlined, then the methods to test if a

signal is statistically significant will be explained, and finally the use of the CLS technique

used for limit-setting will be described.
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6.3.1 Preparation of a Time Series from the Sussex-RAL-ILL Experi-

mental Data

In order to extract information about any oscillations in the measured value of the nEDM,

a preliminary analysis is needed to turn the raw data into a time series of the measured

neutron EDM. This stage of the analysis is shared with the static nEDM analysis as

documented in detail in [21], and very similar to the general analysis strategy used to fit

the data from the PSI experiment documented in chapter 4, but will be briefly summarised

here. The raw experimental data from the apparatus is at its core a measurement of

the neutron counts and Hg magnetometer readout from each four minute experimental

cycle. To convert this to a single measurement of the neutron EDM, many cycles must

be combined to measure a Ramsey curve, from which the neutron precession frequency

can be extracted. By comparing measurements at different electric field states, a value for

the neutron electric dipole moment can be extracted. The data is binned into segments of

continuous running with no change applied to the magnetic field environment. This results

in a single value for the EDM measurement, constituting the average over several hours, up

to two days. Runs were not synchronised in start time or in length, and therefore vary in

sensitivity by an order of magnitude. The extracted values for the EDM are corrected for

systematics using the crossing lines technique described more fully in [21] and chapter 4.

The result of this is a time series of measured neutron EDM as a function of time. In

total, 545 measurements were collected between 1998 and 2002, with the majority of the

sensitivity accumulated during the final two years.

6.3.2 Least Squares Spectral Analysis and the Lomb-Scargle Periodo-

gram

The most well-known technique to search for an oscillation in an experimental dataset

is the discrete Fourier transform, which converts a series of (possibly complex) numbers

x0, x1, . . . , xN−1 to a sum of frequencies ωn = 2nπ
N fs (where fs is the sampling frequency)

with complex amplitudes X0, X1, . . . , XN−1 (where the argument determines the phase of

each frequency component)

Xk =

N−1∑
n=0

xn · exp (−i2πkn/N) . (6.10)
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In order to remove the effect of phase, one can instead compute the Schuster Periodogram

or Classical Periodogram [216, 217]

PS(f) =
1

N

∣∣∣∣∣
N−1∑
n=0

xn · exp (−i2πkn/N)

∣∣∣∣∣
2

(6.11)

=
1

N

(N−1∑
n=0

xn · cos (2πftn)

)2

+

(
N−1∑
n=0

xn · sin (2πftn)

)2
 . (6.12)

This periodogram is an estimator of the power spectrum of the input data. The classical

periodogram has the useful property that when applied to Gaussian noise, the results

are chi-squared distributed, allowing for simple statistical tests of the significance of a

signal. While the classical periodogram can be calculated for unevenly spaced datasets,

unfortunately the statistical properties are not simple in this case.

It was modified by Scargle [218] to produce a periodogram technique with more useful

statistical properties, given a full exposition in the cited work but summarised below. This

was proven to be equivalent to the linear fitting of sines and cosines to the dataset at the

target frequency, as investigated by Lomb [219], leading it to be named the Lomb-Scargle

periodogram.

PLS(f) =
1

2


(∑N−1

n=0 xn · cos (2πf(tn − τ))
)2

∑N−1
n=0 cos2(2πf(tn − τ))

+

(∑N−1
n=0 xn · sin (2πf(tn − τ))

)2

∑N−1
n=0 cos2(2πf(tn − τ))

 ,
(6.13)

with τ specified at each frequency to be

τ =
1

4πf
arctan

(∑N−1
n=0 xn · sin (4πftn)∑N−1
n=0 xn · cos (4πftn)

)
. (6.14)

This formulation differs from the classical periodogram only in the denominator of each

of the two sum terms, therefore it produces similar results to the classical periodogram

in many cases of interest. In the case of equally spaced measurements, it reduces to the

classical periodogram.

It can be shown that the probability distribution function (PDF) of the power Z =

PLS(f) at an arbitrary frequency f , given an input of Gaussian noise with a variance σ2
0,

is

p(Z = z)dz = exp

(
z

σ2
0

)
dz. (6.15)

The mean power is then

Z̄ =

∫ ∞
0

zp(Z = z)dz =

∫ ∞
0

z exp

(
z

σ2
0

)
dz (6.16)

= σ4
0. (6.17)



162

The cumlulative distribution function (CDF) can be shown to be

p(Z < z) = 1− exp

(
z

σ2
0

)
. (6.18)

It therefore follows that the statistical significance of a large excess is

p(Z > z) = exp

(
z

σ2
0

)
. (6.19)

The Lomb-Scargle periodogram also has the interesting property that it is equivalent to

the least-squares fitting of a sinusoid of the given frequency and of arbitrary phase to the

data, in the case where errors on each observation are equal. This immediately suggests

a method to extend the Lomb-Scargle periodogram to cover the case of non-equal errors

on each observation, while staying as close to the convenient statistical properties of the

Lomb-Scargle periodogram: the least squares fitting of a sinusoid to the dataset. However,

in the case of nonuniform errors, it is not immediately clear how to replace the 1/σ2
0

denominator in Equation 6.15, Equation 6.18 and Equation 6.19. This will be analysed

by using a Monte Carlo technique.

6.3.3 Estimation of the CDF at one Frequency Under the Null Hypo-

thesis

In the absence of a suitable analytic expression, it was decided to use a Monte Carlo

approach to establish the CDF. N Monte Carlo fake datasets were generated, with the

same time structure as the real data, consisting of Gaussian noise centred at zero at each

measured data point, with the standard deviation of the Gaussian equal to the statistical

error on each run. At each frequency fi to be investigated, a least squares fit of

dn(t) = Ai cos(2πfit) +Bi sin(2πfit) (6.20)

was done to each generated time series. As shown above, the Lomb-Scargle Periodogram

is equivalent to least squares fitting in the case of equal and uncorrelated errors, so using

the result of [218], the least-squares power Zi = A2
i +B2

i at a frequency fi follows a form

related to Equation 6.18:

p(Z < z) = 1− exp (λiz) , (6.21)

where λi is a coefficient to be determined for each frequency.

6.3.4 Search for Oscillations at any Frequency

As the frequency of any potential axion dark matter signal is not known a priori, it is

necessary to compute the periodogram at wide range of frequencies. An appropriate upper
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and lower frequency and an appropriate spacing between frequencies must be selected.

When dealing with a regularly sampled signal, the Nyquist sampling theorem states that

the complete frequency content of a signal may be reconstructed completely only if band

limited to half the sampling frequency fs, giving an obvious choice of maximum frequency.

If the observation window is limited to a length T , any frequency peaks in the power

spectrum will be smeared to a sinc function of width ∆f = 1/T . This means therefore

that there are only N = T/fs independent frequencies to sample [217].

In the case of unevenly sampled data, the choice of frequencies is not so trivial. It can be

possible to meaningfully access higher than the Nyquist frequency (for a measurement with

the same number of samples taken over the same total measurement time). Additionally,

there is the complication that our measurements are of finite precision, and take a finite

time to perform (typically 1 day). Therefore, it is impossible to define analytically a

convenient grid of independent frequencies to test.

It was decided to define the grid to scan to be linearly spaced with a frequency spacing

of ∆f = 1/T . The lowest frequency was chosen arbitrarily, to meet certain astrophysical

limits on the hypothetical axion mass of 1 × 10−24eV. The highest frequency was also

arbitrarily chosen to correspond to a period of 0.1 days, to match where the sensitivity of

the experiment to real signals would be significantly diminished due to the time averaging

effect over individual measurement runs, each taking a minimum of several hours.

The expected distribution of power at a specific frequency has previously been found,

however as it is desired to search across a large number of frequencies, one must account

for the fact that when making N statistical tests, one would be likely to be significant at a

p-value of 1/N . This is the so-called problem of multiple comparisons, or the look-elsewhere

effect. This is corrected for by applying a correction to convert between the local p-value

of a particular observation at a specified frequency, and the global p-value of a particular

observation in the context of testing a large number of frequencies. For N independent

tests, the conversion is

pglobal = 1− (1− plocal)
N . (6.22)

This formula is used to define so-called false alarm thresholds: the required local p-value

in order to claim significance at a specified global p-value.

In deriving this formula, the assumption has been made that all of these tests are

statistically independent. However, as the real dataset deviates substantially from the

simplest case of uniformly spaced data with uniform error bars, this may no longer be the

case, as the set of frequencies investigated is arbitrary. In particular, one might consider
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the case where the frequency range is significantly oversampled: in this case Equation 6.22

would significantly overestimate the false alarm levels, because frequencies spaced less than

the ∆f = 1/T linewidth would be strongly correlated. As a result of this, it was chosen to

instead define an ’effective number of frequencies’ Neff . This was defined by analysing the

same Monte Carlo null hypothesis datasets used to evaluate the CDF of power for each

frequency. From each periodogram, the least probable peak was selected. The p-value of

each peak was collected together. A maximum likelihood estimator of Neff was derived

Neff =
−NPeriodograms

Σi ln(1− pi,min)
, (6.23)

where pi,min is local p-value of the least probable excess of each periodogram i. Using this,

false alarm thresholds that are consistent even when oversampling the frequency space can

be found. The effective number of frequencies was fitted to be Neff = 1026, compared to

N = 1334 frequencies tested in total.

The results of this analysis are presented in Figure 6.2. The global p-value of the most

significant peak is 0.53, consistent with non-detection.
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Figure 6.2: The results of a detection analysis as a function fitted amplitude versus trial

frequency. The black line represents the actual measured periodogram of the dataset, while

green indicates the mean power measured in each frequency across all generated Monte

Carlo datasets. The orange line indicates the computed power necessary for significance

at levels of 1-5 σ, for the fitted Neff = 1026 (the true number of frequencies tested was

N = 1334). If the black line crosses the nth orange line, it is significant at nσ.
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6.3.5 Exclusion of oscillations

The probability distribution of the power under the null hypothesis was previously es-

tablished in subsection 6.3.3. In order to estimate the probability distribution under a

particular signal hypothesis, a similar Monte Carlo technique was used. Fake datasets are

generated, however a sinusoidal signal of specified frequency ωtest and amplitude Atest is

injected in addition to the expected Gaussian noise. The fake data is of the form

dn,i =
Atest

tend,i − tstart,i
(sin(ωtesttend,i + δ)− sin(ωtesttstart,i + δ)) +N(0, σ2

i ) (6.24)

where δ is a phase, drawn from U(0, 2π). This is equivalent to a signal of formAtest cosωtestti + δ

averaged over the total observation time tend,i−tstart,i plus Gaussian noise. Following this,

the Lomb-Scargle periodogram was computed at only the test frequency ωtest to extract

the power that would be measured at that frequency. At each pair (ωtest, Atest), 200

fake periodograms were generated. Then, these results were used directly to estimate the

distribution, without smoothing or extrapolation.

As can be seen in Figure 6.3, in some frequency ranges, the apparent exclusion when

considering the p-value of the signal hypothesis is anomalously low - significantly lower

than the limit on the static EDM. This arises because the power measured in that frequency

fluctuated anomalously low - causing an artificially strong exclusion. It was decided to use

the CLs technique [17, 220] to find an exclusion on the amplitude of a potential oscillation.

This is a frequentist technique popular in detection-type particle physics analyses which

aim to search for a small signal in noisy data. The statistic is given by (using the notation

of [220])

CLs =
CLs+b
CLb

=
1− p(z ≥ Z|signal)

1− p(z ≥ Z|background)
. (6.25)

The effect of this is to modify the measured p-values to avoid claiming exclusions in regions

where the analysis would not be able to claim a detection.

It was chosen to compute the exclusion at 200 frequencies spaced logarithmically across

the entire range of frequencies analysed in the detection analysis. As the measurement

timings were not consistent, no sharp resonant regions of increased or decreased sensit-

ivity were expected. This results in a significant decrease in the amount of computation

power needed to compute the exclusion region. The CLS statistic is computed at 100

logarithmically spaced amplitudes from 1× 10−26ecm to 100 × 10−26ecm. To find a 95%

exclusion region, the 0.05 isocontour of CLS was found. This is presented in Figure 6.3.
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Figure 6.3: Comparison of exclusion results obtained using the CLS technique(below),

versus a näıve P (data|signal) (above). The blue line represents the boundary of the 95%

exclusion region. The area in black is strongly excluded, while the yellow regions are

allowed. The simple method results in claims of anomalously strong (stronger than the

static EDM limit) exclusions in regions where the power spectrum fluctuated low; claims

of such sensitivity must be unphysical.
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6.4 Analysis of the PSI dataset

6.4.1 Fit Model

A closely related and complementary analysis was performed on the dataset arising from

the current-generation nEDM experiment[91, 221], which collected data from 2015-2017.

Only the dataset from 2015 and 2016 was included in the analysis. The dataset spanned

506 days. In order to probe a higher frequency range than was probed by the analysis of the

ILL dataset, a different strategy was employed. It was decided, that rather than analysing

the measured EDM value for entire runs (meaning that signals with period comparable

to or shorter than the total run length would be averaged out), the ratio of neutron

to mercury precession frequencies extracted from single five-minute experimental cycles

would be analysed. By this method, drifts in the mean B0 field would be automatically

corrected. Additionally, drifts in the linear gradient G1,0 were corrected using data from

the caesium magnetometer array [154].

One complication is that the gradient G1,0 was deliberately changed every few days

within the apparatus. This step change would cause a step change in the frequency ratio

R, causing spurious excesses in the periodogram if not accounted for. As described more

thoroughly in chapter 4, the caesium magnetometer array is precise and sensitive enough

to usefully compensate for drifts in the gradient G1,0, but not accurate enough to use as

the only measure of the vertical gradient G1,0. Thus, it was chosen to additionally fit a free

offset in the value of R to each individual run, in addition to the hypothetical oscillation

which would absorb these step-changes. Fitting these free offsets results in a large drop

in sensitivity to oscillations slower than the typical run length, as these can be largely

absorbed into the offsets. However, this region is already well constrained by the analysis

of the Sussex-RAL-ILL dataset.

The model fitted to the data was

Rcycle = A cos(ωtestt) +B sin(ωtestt) + δRrun, (6.26)

where A2 + B2 is the power as in the previous analysis, and δRrun is a set of free offsets

fitted to each run.

The dataset was split into three portions according to the relative direction of magnetic

and electric fields: E parallel to B (E ↑↑ B), E antiparallel to B(E ↑↓ B), and E

off(E = 0).
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6.4.2 Detection Analysis

Interpretation of these datasets in terms of detections and exclusions also mirrors the

approach used in the analysis of the ILL dataset. However, as the frequency ratio R

rather than the measured EDM was used, which is also sensitive to many non EDM-like

frequency shifts, several tests were proposed to ensure that any significant signal really

does have the characteristics of an oscillating EDM before claiming a credible candidate

detection.

• A significant signal should be detected in both of the E 6= 0 datasets.

• No signal should be observed in the E = 0 dataset.

• The signal should have a phase difference of π between the E ↑↑ B and E ↑↓ B

datasets.

• The signal should be a very narrow peak rather than a broad band excess in power

(which would more likely indicate some unaccounted for environmental disturbance,

such as some day-night cycle connected systematic)

• The signal should not coincide with periodic events in the operation of the apparatus

The range of frequencies to scan was selected to cover the axion mass range from

10−22eV to 10−17eV. The frequencies tested were spaced by the spectral resolution of the

dataset (as for the ILL dataset) - 1/506 days = 23 nHz, giving 156198 trial frequencies in

all, approximately 100× more than in the analysis of the Sussex-RAL-ILL dataset. The

results of this analysis for each E state (E = 0, E ↑↑ B and E ↑↓ B) are presented in

Figure 6.4.

As normal experimental running in this fashion involves several periodic features, there

are several areas where increases in the average power are expected. In particular, the

typical cycle repetition rate of 303mHz (1/300 seconds) and the electric field reversal at

28µHz (corresponding to a 10 hour period - the HV was reversed each 5 hours). In the

dataset where E ↑↑ B, there are 5 frequencies above the 3σ false alarm threshold. Two of

these are within 100µHz of the cycle repetition frequency, and can therefore be discarded.

Meanwhile, the other three excesses are in the low frequency region which is already very

strongly excluded by analysis of the ILL dataset. In the dataset with E ↑↓ B, there are 3

significant excesses in the same regions, which can be disregarded. In the control dataset

E = 0 there are no significant excesses. These results are consistent with non-detection.
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Figure 6.4: Periodograms computed for the PSI dataset, with features as described in

text. The black line is the periodogram computed for each electric field state, while

the dark green shows the mean of all generated Monte Carlo periodograms under the null

hypothesis. The three progressively lighter green bands represent the 1,2 and 3σ deviations

extracted from the Monte Carlo data. Finally, the five orange lines indicate the 1,2,3,4

and 5 σ false alarm thresholds, as defined within the text. In each insert, the area around

the inverse cycle spacing (1/(5minutes)) is shown, where a large increase in power is not

unexpected. Apparent detections within this reason should be treated sceptically.
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6.4.3 Exclusion Analysis

Proceeding with the analysis, the CLS procedure was again used to obtain an exclusion

in terms of oscillating EDM amplitude as a function of frequency, which can later be in-

terpreted as limits on the axion-gluon coupling as a function of axion mass. The CLS

statistic is evaluated for 200 frequencies logarithmically spaced across the entire range

tested, at 100 amplitudes logarithmically spaced between 1 and 100× 10−26ecm, and the

0.05 isocontour is computed. In generating the Monte Carlo samples, it is assumed that

the measurement is averaged uniformly over the 180s free precession period of each meas-

urement cycle. This computed exclusion region is presented in Figure 6.5. Combining this

result with the ILL analysis results in complementary constraints over a large frequency

range, as shown in Figure 6.6.

Figure 6.5: Computed exclusion region for EDM amplitude as a function of frequency

using (left) the näıve P (data|signal) approach and (right) the CLS method. Amplitude

in units of 10−26 ecm. Compare with Figure 6.3.



171

10 9 10 8 10 7 10 6 10 5 10 4 10 3

frequency (Hz)

3
4

6

10

20

30
40

60

100

os
cil

la
tio

n 
am

pl
itu

de
 (1

0
26

 e
cm

)
long time-base

short time-base

inverse dayinverse year

95% C.L. limits

Figure 6.6: Combined 95% exclusion region using CLS analysis technique on both datasets.

6.4.4 Wind effect analysis

A very closely related analysis can be performed to constrain the axion-nucleon coupling.

The coupling would cause a spin-dependent shift in the two energy levels of the neutron

as per Equation 6.6, which would manifest as a modulation of the measured precession

frequency. The modulation depends on the dot product of the mean momentum of the

axion field and the spin quantisation axis of the neutrons, which is conveniently expressed

by Equation 6.7. This includes a component which is constant, and a component with

a 24-hour modulation, the relative magnitudes of which depend on the direction of the

magnetic field. For the configuration at the PSI, both of these components are similar in

size. This would produce three peaks in the power spectrum, the largest at the frequency

corresponding to the axion mass ma, and additional components at ma + Ωsid and |ma −

Ωsid| For simplicity, it was chosen to neglect the portion of the signal with a sidereal

modulation - especially given that there are many possible 24-hour effects which could

give fake signals, such as daily temperature cycles. The sign of the modulation inverts

when the magnetic field direction is inverted, but has no relation with the electric field. As

such, the dataset was split according to magnetic field direction. The two datasets were

analysed in the same way as the oscillating-EDM datasets. Two overlapping 3σ excesses

at 3.42969 µHz and 3.32568 µHz were found, however these two signals do not have the

correct phase relation to be consistent with an axion signal.
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6.5 Conclusion

In this chapter the first laboratory limits on a coupling of dark-matter axions to gluons

were presented. These limits were obtained by constraining the size of a possible oscillating

electric dipole moment of the neutron. Combining the results from the ILL and PSI experi-

mental analysis, large regions of the parameter space can be experimentally probed. These

limits are up to 1000 times stronger than previous astrophysical limits for cosmologically

interesting 10−22 eV axions. Additionally, the axion-wind coupling between axions and

neutrons was probed, strengthening laboratory bounds by up to a factor 40. The mass

range probed is complementary to the ranges accessible by ‘on-resonance’ experiments.

The published limits are presented in Figure 6.7.
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Figure 6.7: Final exclusion regions obtained for the axion-gluon coupling (above) and

axion-neutron wind type coupling below. The axion-gluon result represents the first

laborotory bound on this quantity, improving by up to a factor 1000 for cosmologically

interesting 10−22eV axions, while the axion-nucleon result represents an improvement by

up to a factor 40 over previous laboratory limits over several orders of magnitudes of mass,

but is still less restrictive than previous astrophysical limits.
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Chapter 7

Closing Words

The PSI nEDM experiment collected enough data in 2015-16 to become the most sensitive

neutron EDM measurement to date. Analysis of the dataset and consideration of the

systematic corrections is well on the way to completion, with publication of a new world

limit planned in 2019. A great many experiments around the world are in competition

to build the next-generation of nEDM experiments, including the n2EDM experiment by

the same collaboration. Construction of n2EDM has already begun, with the building of

a large magnetically shielded room in the PSI UCN experimental area. The apparatus is

scheduled to start taking useful nEDM data in 2021. A final sensitivity of the order 10−27

e cm is envisaged; a measurement on that scale which would put severe strain on several

popular theories of new physics.

The search for axion-like dark matter has set the first experimental limits on the axion-

gluon coupling, improving in sensitivity over previous astrophysical across several orders

of magnitude in axion mass. However, even across the limited mass range probed, the

sensitivity is not yet sufficient to challenge some of the best-motivated regions. New,

dedicated, experiments are proposed to extend the range of masses probed, including

the CASPEr experiment, which promises to eventually reach the sensitivity to probe the

best-motivated models.
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145. J. A. Thorne. Electric Field Optimisation for Cryogenic nEDM Experiments PhD

thesis (2018).

146. M. C. Fertl. A laser based mercury co-magnetometer for the neutron electric dipole

moment search PhD thesis (ETH Zürich, 2013).
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Appendix A

The Standardised Adequate Basis

of Polynomials

Within the precession chamber of the experiment, the magnetic field is nominally ±1 µT in

the vertical direction. This field is exceptionally uniform during nEDM running, however

the characterisation of small inhomogeneities and gradients is crucial to the computation

of systematic effects in the measurement. To this end, a particular basis for the expansion

of the magnetic field was constructed. While the choice of basis is in principle arbitrary,

the one presented here is particularly convenient for our purposes. This formulation was

proposed in [91]

The field is expressed as a series of ‘gradients’ Gl,m, where l is often referred to as the

order. Gradients with m = 0 are cylindrically symmetrical, and include the ‘linear vertical

gradient’ G1,0 and the ‘cubic vertical gradient’ G3,0, which are responsible for the false

EDM effect. The magnetic field can be reconstructed from these gradients in the form

~B(~r) =
∑
l,m

Gl,m


Πx,l,m(~r)

Πy,l,m(~r)

Πz,l,m(~r)

 (A.1)

where the functions (or modes) ~Πl,m are harmonic polynomials in x, y, z of degree l and

Gl,m are the expansion coefficients.

Modes of arbitrarily high order can be trivially computed using a computer algebra

program using the procedure and formulae from [91]. For convenience, the modes up to

order 3 are presented in Cartesian and cylindrical coordinates in Table A.1 and Table A.2.

Modes up to order 6 are used in the analysis of field map data in chapter 5, however these

expressions are too large to be conveniently printed.
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l m Πx Πy Πz

0 −1 0 1 0

0 0 0 0 1

0 1 1 0 0

1 −2 y x 0

1 −1 0 z y

1 0 −1
2x −1

2y z

1 1 z 0 x

1 2 x −y 0

2 −3 2xy x2 − y2 0

2 −2 2yz 2xz 2xy

2 −1 −1
2xy −1

4(x2 + 3y2 − 4z2) 2yz

2 0 −xz −yz z2 − 1
2(x2 + y2)

2 1 −1
4(3x2 + y2 − 4z2) −1

2xy 2xz

2 2 2xz −2yz x2 − y2

2 3 x2 − y2 −2xy 0

3 −4 3x2y − y3 x3 − 3xy2 0

3 −3 6xyz 3(x2z − y2z) 3x2y − y3

3 −2 −1
2(3x2y + y3 − 6yz2) −1

2(x3 + 3xy2 − 6xz2) 6xyz

3 −1 −3
2xyz −1

4(3x2z + 9y2z − 4z3) 3yz2 − 3
4(x2y + y3)

3 0 3
8(x3 + xy2 − 4xz2) 3

8(x2y + y3 − 4yz2) z3 − 3
2z(x

2 + y2)

3 1 −1
4(9x2z + 3y2z − 4z3) −3

2xyz 3xz2 − 3
4(x3 + xy2)

3 2 −x3 + 3xz2 −3yz2 + y3 3(x2z − y2z)

3 3 3(x2z − y2z) −6xyz x3 − 3xy2

3 4 x3 − 3xy2 −3x2y + y3 0

Table A.1: The basis of harmonic polynomials sorted by degree.
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l m Πρ Πφ Πz

0 −1 sinφ cosφ 0

0 0 0 0 1

0 1 cosφ − sinφ 0

1 −2 ρ sin 2φ ρ cos 2φ 0

1 −1 z sinφ z cosφ ρ sinφ

1 0 −1
2ρ 0 z

1 1 z cosφ −z sinφ ρ cosφ

1 2 ρ cos 2φ −ρ sin 2φ 0

2 −3 ρ2 sin 3φ ρ2 cos 3φ 0

2 −2 2ρz sin 2φ 2ρz cos 2φ ρ2 sin 2φ

2 −1 1
4(4z2 − 3ρ2) sinφ 1

4(4z2 − ρ2) cosφ 2ρz sinφ

2 0 −ρz 0 −1
2ρ

2 + z2

2 1 1
4(4z2 − 3ρ2) cosφ 1

4(ρ2 − 4z2) sinφ 2ρz cosφ

2 2 2ρz cos 2φ −2ρz sin 2φ ρ2 cos 2φ

2 3 ρ2 cos 3φ −ρ2 sin 3φ 0

3 −4 ρ3 sin 4φ ρ3 cos 4φ 0

3 −3 3ρ2z sin 3φ 3ρ2z cos 3φ ρ3 sin 3φ

3 −2 ρ(3z2 − ρ2) sin 2φ 1
2ρ(6z2 − ρ2) cos 2φ 3ρ2z sin 2φ

3 −1 1
4z(4z

2 − 9ρ2) sinφ 1
4z(4z

2 − 3ρ2) cosφ ρ(3z2 − 3
4ρ

2) sinφ

3 0 3
8ρ(ρ2 − 4z2) 0 1

2z(2z
2 − 3ρ2)

3 1 1
4z(4z

2 − 9ρ2) cosφ 1
4z(3ρ

2 − 4z2) sinφ ρ(3z2 − 3
4ρ

2) cosφ

3 2 ρ(3z2 − ρ2) cos 2φ 1
2ρ(ρ2 − 6z2) sin 2φ 3ρ2z cos 2φ

3 3 3ρ2z cos 3φ −3ρ2z sin 3φ ρ3 cos 3φ

3 4 ρ3 cos 4φ −ρ3 sin 4φ 0

Table A.2: The basis of harmonic polynomials sorted by degree in cylindrical coordinates.
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