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## Kirsten Leslie, Doctor of Philosophy

## BEYOND THE STANDARD MODEL IN EFFECTIVE COUPLINGS

THE CHARM CONTRIBUTION TO MIXING AND DECAY OF THE $B$ MESON

## $\underline{\text { SUMMARY }}$

This thesis performs a comprehensive and systematic study of Beyond the Standard Model (BSM) physics in $b \rightarrow c \bar{c} s$ couplings, using an Effective Field Theory (EFT) framework. The weak effective Hamiltonian is constructed from a complete set of twenty, dimension six four quark operators and their respective Wilson coefficients. The phenomenological impact of these operators upon $B$-physics observables is investigated. Conservation and violation of CP (where C is the charge conjugation symmetry and P is the parity symmetry) are both considered.

Where CP is conserved, couplings take real values. In this case, the following quantities are calculated; from mixing processes the $B_{s}^{(0)}-\bar{B}_{s}^{(0)}$ decay rate difference and flavour specific CP asymmetry, the $B_{s}^{(0)}$ to $B_{d}^{(0)}$ meson lifetime ratio, the branching ratio for the inclusive $B \rightarrow X_{s} \gamma$ decay rate and the partonic transition amplitude for the rare decay $b \rightarrow s \mu^{+} \mu^{-}$. Subsequently, effects potentially detectable in real valued Wilson coefficients are predicted and presented for the full basis of twenty operators. Bounds upon the energy scale at which such operators are generated and which indicate the energy at which new heavy quanta could be present, are found to be in the TeV range.

Where CP is violated couplings take complex values, and hence carry new weak phases. Here, the above set of observables is expanded to include the time dependent $B_{d}^{(0)} \rightarrow$ $J / \psi K_{S} \mathrm{CP}$ asymmetry and the $B_{d}^{(0)} \rightarrow J / \psi K_{d}^{(0)}$ branching ratio. These quantities are calculated for a subset of coefficients. It is found that a small CP violating shift to SM coefficients is attainable within constraints from data.

In addition to the above findings, the Renormalization Group Equation (RGE) is solved for the complete set of Wilson coefficients, and the evolution matrix governing the change of coefficients with energy scale is obtained and presented.
Finally, a separate technical result regarding one and two loop diagrams which forms part of an ongoing project on anomalous dimensions in the Standard Model Effective Field Theory (SMEFT), are presented.
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## Chapter 1

## Introduction

### 1.1 Prelude

Motivation for belief in and the study of physics beyond the standard model (BSM) is twofold; on the theoretical side the Standard Model (SM) of particle physics is extremely successful in predicting many of the phenomena observed in nature. However it is long believed to be incomplete due to its inability to explain outstanding questions such as the hierarchy/naturalness problem and the reason for the observed pattern of masses and mixing angles of quarks and leptons. These problems lead theorists to believe that the SM is the low energy limit of a more fundamental theory offering a complete description of nature. On the experimental side, experiments have reached high levels of sensitivity to flavour observables. Such levels of sensitivity offer two advantages; the first is when reported values of measurements deviate from the SM prediction, there is an obvious motivation for theorists to explain such a deviation by constructing well motivated extensions to the SM. The second is the power to constrain or falsify models going beyond the SM.

The flavour sector of the SM concerns interactions which differentiate between different flavours of matter particles. It is known to be sensitive to indirect effects which could occur due to the presence of new non standard particles. Effects produced by new particles, too heavy to be produced at energies currently within experimental reach, may effect flavour observables. Hence, this sector of the SM has the potential to probe indirectly the underlying structure of possible completions of the SM. Some observable quantities in the $B$ physics sector are suppressed due to small Cabibbo Kobayashi Masakawa (CKM) matrix elements, or because some processes are forbidden at tree level in the SM and
hence the leading perturbative contributions are suppressed by loop factors such as Flavour Changing Neutral Current (FCNC) interactions. Other $B$ meson processes are sensitive probes of CP violation; a phenomenon which is thought to arise in the SM purely due to the CKM matrix, but which is much more prominent in the universe than can be explained through this alone.

In this thesis we consider those processes in $B$ physics which are triggered by the quark level $b \rightarrow c \bar{c} s$ transition. This transition contributes to a wide range of $B$ physics processes and thus offers a selection of complimentary observables one can use to constrain predicted signals of physics beyond the standard model (BSM).

In particular, this transition contributes at loop level to the suppressed rare $B$ decays triggered by the $b \rightarrow s \mu^{+} \mu^{-}$transition. This decay mode is one for which there exist tensions between experiment and theory $[4,5,6,7,8,9,10,11,12,13]$. Interestingly, such tensions may indicate a beyond the SM contact interaction, which could cause a negative shift to the SM Wilson coefficient $C_{9 V}$, as has been studied previously $[14,15,16,17,18,19,20]$. The significance of such an effect is somewhat unclear, due to hadronic uncertainties [21, 22, 23, 24]. However, as short distance virtual charm contributions constitute a portion of $C_{9 V}$ in the SM , in this thesis we consider whether such rare decay anomalies could be explained by new heavy degrees of freedom affecting the quark level $b \rightarrow c \bar{c} s$ transitions. Such an effect, if indeed responsible for the anomalies, would also be captured as a negative $\mathcal{O}(1)$ shift to $C_{9 V}$.
If there exist BSM effects in rare decay, affecting $B$ physics observables through a charm loop, such effects will also show up in mixing and lifetime processes, offering the exciting prospect of investigating these effects in $\bar{B}_{s}^{0}-B_{s}^{0}$ mixing and $B_{s}^{0}$ lifetimes [1]. In addition, we extend our study to include radiative processes triggered by the quark level $b \rightarrow s \gamma$ transition, as well as the hadronic $B \rightarrow J / \psi K_{(S)}$ decay, to which $b \rightarrow c \bar{c} s$ transitions also contribute, at loop and at tree level respectively [2].
Using the standard EFT framework, we go beyond research previously carried out by constructing the most general weak effective Hamiltonian of $b \rightarrow c \bar{c} s$ operators, and perform a comprehensive evaluation of new physics effects in $B$ physics observables related to the processes mentioned above [1],[2]. Namely, the mass eigenstate decay rate difference $\Delta \Gamma_{s}$ and flavour specific CP asymmetry $a_{f s}^{s}$ from $B_{s}^{0}-\bar{B}_{s}^{0}$ mixing, the inclusive radiative decay branching ratio $\mathcal{B}\left(B \rightarrow X_{s} \gamma\right)$, the time dependent $B_{d}^{0} \rightarrow J / \psi K_{S}$ CP asymmetry observables $S_{J \psi K_{S}}$ and $C_{J / \psi K_{S}}$, and the branching ratio $\mathcal{B}\left(B_{d}^{0} \rightarrow J / \psi K_{d}^{0}\right)$.

Further, we consider the impact of operators containing a right-handed strange quark, associated with the chirality conjugate partners of our basis. We then ask the question as to whether $B_{d}^{0} \rightarrow J / \psi K_{(S)}$ observables can impose extra constraints upon BSM shifts to SM coefficients, through the introduction of coefficients carrying weak CP violating phases. Finally, we determine the resultant constraints of all these quantities upon each Wilson coefficient in the Hamiltonian and speculate upon what type of new physics could have generated this at the TeV scale.

As an additional separate chapter we include a technical result which is a part of an ongoing project. Here, we include a set of two loop and one loop Feynman diagrams which contribute to the anomalous dimension matrix element governing the mixing of dimension six operators with dipole operators in the Standard Model Effective Field Theory (SMEFT), and present the methodology employed to perform the calculations [3].

### 1.2 Layout of thesis

The remainder of this thesis is laid out as follows; In Chapter 2 we review the SM of particle physics and introduce some of the existing formalism for meson mixing and CP violation, the concept and practical application of renormalization, the EFT framework, and the necessary theoretical tools required for the following chapters such as heavy quark effective theory (HQET) and the heavy quark expansion (HQE). In Chapter 3 the Charming Beyond the Standard Model (CBSM) scenario is introduced, motivated and the operator basis and weak Hamiltonian defined. In Chapter 4 the full renormalization group evolution for our scenario is presented, in Chapter 5 the observables considered in our work are defined mathematically and their expressions in terms of Wilson coefficients given. In Chapter 6 the phenomenological implications of our mechanism are presented and discussed. In Chapter 7, results of the set of two, and one-loop diagrams contributing to the Anomalous Dimension Matrix (ADM) element which governs mixing of certain operators with dipole operators in SMEFT are presented and technical details shown [3]. Finally, Chapter 8 contains our conclusions.

## Chapter 2

## Preliminaries

In this chapter we lay the foundation for our novel results by reviewing the standard model of particle physics in 2.1 with a focus on the flavour sector. In section 2.2 we review the basics of neutral meson mixing and derive some expressions for later chapters and in section 2.3 we define some transformation properties and highlight relevant CP violating processes. In section 2.4 we review the standard treatment of divergences which appear in quantum field theory calculations focusing on regularization, the concept and application of renormalizat $S U_{W}(2)$ ion and introduce the renormalization group. In section 2.5 we review the EFT framework and give a simple illustrative example. In sections 2.6 and 2.7 we introduce the Heavy Quark Effective Theory (HQET) and Heavy Quark Expansion (HQE), respectively.

### 2.1 The standard model

The Standard Model (SM) of particle physics is described by the Lagrangian density [25, 26, 27, 28, 29, 30]

$$
\begin{align*}
\mathcal{L}_{S M}= & -\frac{1}{4} \sum_{A=1 \ldots 8} G_{\mu \nu}^{A} G^{A, \mu \nu}-\frac{1}{4} \sum_{I=1 . .3} W_{\mu \nu}^{I} W^{I, \mu \nu}-\frac{1}{4} B_{\mu \nu} B^{\mu \nu}+\sum_{\psi=q, u, d, l, e} \bar{\psi} i \not D \psi \\
& +\left(D_{\mu} H^{\dagger}\right)\left(D^{\mu} H\right)-\lambda\left(H^{\dagger} H-\frac{\mu^{2}}{2 \lambda}\right)^{2} \\
& -\left[\bar{q}_{j} Y_{d} d H_{j}+\bar{q}_{j} Y_{u} u \tilde{H}_{j}+\bar{\ell}_{j} Y_{e} e H_{j}+\text { h.c }\right] \tag{2.1}
\end{align*}
$$

which is specified by the gauge group $S U_{C}(3) \times S U_{W}(2) \times U_{Y}(1)$ and it's matter content. The first line contains the gauge and fermion terms and the second and third lines are comprised of terms involving the Higgs field. The field content of the SM and the
transformation properties of the fields under the gauge group are given in table 2.1. The

Table 2.1: SM field content and transformation properties of fields under the gauge group.

| Fermion fields |  |  |  |
| :---: | :---: | :---: | :---: |
| $q_{1}=\binom{u}{d}_{L}$ | $q_{2}=\binom{c}{s}_{L}$ | $q_{3}=\binom{t}{b}_{L}$ | $\left(3,2, \frac{1}{6}\right)$ |
| $u_{R}$ | $c_{R}$ | $t_{R}$ | $\left(3,1, \frac{2}{3}\right)$ |
| $d_{R}$ | $s_{R}$ | $b_{R}$ | $\left(\mathbf{3}, \mathbf{1},-\frac{1}{3}\right)$ |
| $\ell_{1}=\binom{\nu_{e}}{e^{-}}_{L}$ | $\ell_{2}=\binom{\nu_{\mu}}{\mu^{-}}_{L}$ | $\ell_{3}=\binom{\nu_{\tau}}{\tau^{-}}_{L}$ | (1, 2, - $\frac{1}{2}$ ) |
| $e_{R}^{-}$ | $\mu_{R}^{-}$ | $\tau_{R}^{-}$ | (1, 1, -1) |
| Gauge boson fields |  |  |  |
| $G_{\mu}^{A}$ |  |  | (8, 1, 0) |
| $W_{\mu}^{I}$ |  |  | $(1,3,0)$ |
| $B_{\mu}$ |  |  | (1, 1, 0) |
| Scalar boson fields |  |  |  |
| $H=\binom{H^{+}}{H^{0}}$ |  |  | $\left(1,2, \frac{1}{2}\right)$ |
| $\tilde{H}=\binom{H^{0 *}}{-H^{+*}}$ |  |  | $\left(1,2,-\frac{1}{2}\right)$ |

fermion fields make up the first five rows of 2.1 , with the upper three being the quark fields and the lower two the lepton fields. The first three columns contain the individual generations of the quark and lepton fields. The sixth to eighth rows which comprise the gauge bosons have only two columns, similarly for the last last two rows which contain the scalar boson fields. The fourth column contains the transformation properties of the fields under the gauge group. These properties are given in terms of the representation of the gauge group under which the fields transform. To summarise how these transform with respect to each individual group, there are three entries in the row vector in the last column. The representations of the gauge groups are labelled by their dimension. The 3-dimensional representation of $S U_{C}(3)$ is written as $\mathbf{3}$, and this is the fundamental representation. The 2-dimensional representation of $S U_{W}(2)$ is written $\mathbf{2}$, and the trans-
formation properties with respect to $U_{Y}(1)$ are labelled by the eigenvalue of the generator Y which is called the weak hypercharge. If a field does not transform, then this is written as $\mathbf{1}$ which denotes the trivial invariant representation.

We define the field strength tensors to be

$$
\begin{array}{rlr}
G_{\mu \nu}^{A} & =\partial_{\mu} A_{\nu}^{A}-\partial_{\nu} A_{\mu}^{A}+g_{s} f^{A B C} A_{\mu}^{B} A_{\nu}^{C}, & A=1 \ldots 8 \\
W_{\mu \nu}^{I} & =\partial_{\mu} W_{\nu}^{I}-\partial_{\nu} W_{\mu}^{I}+g_{2} \epsilon^{I J K} W_{\mu}^{J} W_{\nu}^{K}, & I=1 \ldots 3 \\
B_{\mu \nu} & =\partial_{\mu} B_{\nu}-\partial_{\nu} B_{\mu} & \tag{2.4}
\end{array}
$$

where $G_{\mu}, W_{\mu}$ and $B_{\mu}$ are the gauge fields for the $S U_{C}(3), S U_{L}(2)$ and $U_{Y}(1)$ gauge groups respectively. The covariant derivative is

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}+i g_{s} T^{A} A_{\mu}^{A}+i g_{2} t^{I} W_{\mu}^{I}+i g_{1} Y B_{\mu}, \tag{2.5}
\end{equation*}
$$

The contraction $\not D$ in (2.1) is defined as $\not D=\gamma^{\mu} D_{\mu}$ where the $4 \times 4$ Dirac matrices obey the anti-commutation relations

$$
\begin{equation*}
\left\{\gamma^{\mu}, \gamma^{\nu}\right\}=2 g^{\mu \nu} \tag{2.6}
\end{equation*}
$$

with $g^{\mu \nu}$ the Minkowski metric defined in (A.6). An explicit representation of the Dirac matrices is the Dirac-Pauli representation wherein

$$
\gamma^{0}=\left(\begin{array}{cc}
\mathbb{1} & 0  \tag{2.7}\\
0 & -\mathbb{1}
\end{array}\right), \quad \gamma^{i}=\left(\begin{array}{cc}
0 & \sigma^{i} \\
-\sigma^{i} & 0
\end{array}\right), \quad \gamma^{5}=\left(\begin{array}{cc}
0 & \mathbb{1} \\
\mathbb{1} & 0
\end{array}\right)
$$

where $\gamma^{0}$ and $\gamma^{5}$ are hermitian and $\gamma^{i}$ is anti-hermitian and the $\sigma^{i}$ with $i=1,2,3$ are the $2 \times 2$ Pauli matrices defined below in (2.15). Here $\mathbb{1}$ denotes the $2 \times 2$ identity matrix, and the matrix $\gamma^{5}$ obeys

$$
\begin{equation*}
\left\{\gamma^{5}, \gamma^{\mu}\right\}=0, \quad\left(\gamma^{5}\right)^{2}=\mathbb{1} \tag{2.8}
\end{equation*}
$$

The other commonly used representation is the Chiral or Weyl representation and this and its relation with the above representation is given in Appendix A.
Moreover, in (2.5) the $T^{A}$ are the $S U_{C}(3)$ generators, which obey

$$
\begin{equation*}
\left[T^{A}, T^{B}\right]=i f^{A B C} T^{C} \tag{2.9}
\end{equation*}
$$

and the structure constants $f^{A B C}$ are totally anti-symmetric. The matrices $T^{A}$ are conventionally defined as

$$
\begin{equation*}
T^{A}=\frac{1}{2} \lambda^{A}, \tag{2.10}
\end{equation*}
$$

and satisfy

$$
\begin{equation*}
\operatorname{Tr}\left(T^{A} T^{B}\right)=\frac{1}{2} \delta^{A B} \tag{2.11}
\end{equation*}
$$

In the conventional basis the $3 \times 3$ hermitian traceless matrices $\lambda^{A}$ are the Gell-Mann matrices:

$$
\begin{array}{llrl}
\lambda^{1} & =\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), & & \lambda^{2}=\left(\begin{array}{ccc}
0 & -i & 0 \\
i & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \\
\lambda^{3}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right), & \lambda^{4}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right) \\
\lambda^{5}=\left(\begin{array}{ccc}
0 & 0 & -i \\
0 & 0 & 0 \\
i & 0 & 0
\end{array}\right), & & \lambda^{6}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right) \\
\lambda^{7} & =\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -i \\
0 & i & 0
\end{array}\right), & & \lambda^{8}=\frac{1}{\sqrt{3}}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -2
\end{array}\right) .
\end{array}
$$

Similarly, $t^{I}$ are the $S U_{W}(2)$ generators, obeying

$$
\begin{equation*}
\left[t^{I}, t^{J}\right]=i \epsilon^{I J K} t^{K} \tag{2.12}
\end{equation*}
$$

again the structure constants $\epsilon^{I J K}$, are totally anti-symmetric. The $t^{I}$ are defined as

$$
\begin{equation*}
t^{I}=\frac{1}{2} \sigma^{I} \tag{2.13}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\operatorname{Tr}\left(t^{I} t^{J}\right)=\frac{1}{2} \delta^{I J} . \tag{2.14}
\end{equation*}
$$

The traceless, hermitian $2 \times 2$ matrices $\sigma^{I}$ are the Pauli-Sigma matrices, and are given by

$$
\sigma^{1}=\left(\begin{array}{cc}
0 & 1  \tag{2.15}\\
1 & 0
\end{array}\right), \quad \sigma^{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma^{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

and $Y$ is the $U_{Y}(1)$ hyper-charge generator. The couplings in (2.5) are as follows: $g_{s}$ is the $S U_{C}(3)$ gauge coupling, $g_{2}$ is the $S U_{W}(2)$ gauge coupling and $g_{1}$ is the $U_{Y}(1)$ gauge coupling. The fermion fields $\psi=\left\{q_{L}, u_{R}, d_{R}, l_{L}, e_{R}\right\}$ all have flavour indices $p=1,2,3$ for each generation in flavour space. These are suppressed in (2.1) for clarity. Explicitly

$$
\begin{equation*}
\bar{q}_{j} Y_{d} d H_{j}=\bar{q}_{L j}^{p} Y_{d}^{p n} d_{R}^{n} H_{j}, \quad p=1,2,3 \tag{2.16}
\end{equation*}
$$

the index $j$ is an $S U_{W}(2)$ index and $Y_{d}, Y_{u}$ and $Y_{e}$ are Yukawa matrices in flavour (generation) space. The field $\tilde{H}$ is defined

$$
\begin{equation*}
\tilde{H}_{j}=\epsilon_{j k} H_{k}^{\dagger} \tag{2.17}
\end{equation*}
$$

and $\epsilon_{j k}$ is the $S U_{W}(2)$ invariant tensor which is defined by $\epsilon_{12}=1, \epsilon_{j k}=-\epsilon_{k j}$.

### 2.1.1 Spontaneous symmetry breaking

The Lagrangian in (2.1) is expressed in the gauge eigenstate basis such that its fields have definite gauge quantum numbers and transformation properties. However, the mass spectrum of the theory is brought about by spontaneous symmetry breaking (SSB) when the Higgs field acquires a non zero vacuum expectation value (VEV) [26, 27, 28]:

$$
\begin{equation*}
\langle 0| H|0\rangle=\binom{0}{\frac{v}{\sqrt{2}}}, \quad \quad v=\sqrt{\frac{\mu^{2}}{\lambda}} \tag{2.18}
\end{equation*}
$$

Working in the unitary gauge we can parameterize the Higgs field in terms of its VEV value and a real valued field $h(x)$

$$
\begin{equation*}
H=\binom{0}{\frac{v+h(x)}{\sqrt{2}}} \tag{2.19}
\end{equation*}
$$

When the field $H$ is replaced with (2.19) in (2.1), the covariant derivative given by (2.5), in terms of the three weak gauge bosons in the mass eigenstate basis, becomes [30, 25]

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}+i \frac{g_{2}}{\sqrt{2}}\left(W_{\mu}^{+} t^{+}+W_{\mu}^{-} t^{-}\right)+i \frac{g_{2}}{\cos \theta_{W}} Z_{\mu}\left(t^{3}-Q \sin ^{2} \theta_{W}\right)+i e Q A_{\mu} \tag{2.20}
\end{equation*}
$$

where the matrices $t^{ \pm}=\left(t^{1} \pm i t^{2}\right)$ with $t^{I}=\frac{1}{2} \sigma^{I} \quad I=1,2,3$ with $\sigma^{I}$ the Pauli sigma matrices, as given in (2.15). The electromagnetic coupling $e$ and the Weinberg angle $\theta_{W}$ are

$$
\begin{equation*}
e=\frac{g_{2} g_{1}}{\sqrt{g_{2}^{2}+g_{1}^{2}}}, \quad \sin \theta_{W}=\frac{g_{1}}{\sqrt{g_{2}^{2}+g_{1}^{2}}}, \quad \cos \theta_{W}=\frac{g_{2}}{\sqrt{g_{2}^{2}+g_{1}^{2}}}, \tag{2.21}
\end{equation*}
$$

and the $U(1)$ generator $Y$ is related to $t^{3}$ and $Q$ through $Q=\left(t^{3}+Y\right)$. In 2.1.2 we will briefly explain the origin of the fermion masses in the SM after spontaneous symmetry breaking (SSB).

### 2.1.2 The flavour sector

The masses and mixings of the fermions are determined from the Yukawa term in the SM Lagrangian (2.1) which couples the Higgs field to the fermions before SSB. For the quarks, we will need to alter notation to make clear the difference between the gauge interaction and mass eigenstate bases. Let us make the substitutions

$$
\begin{array}{ll}
q \rightarrow q^{\prime}=\left(\binom{u^{\prime}}{d^{\prime}}_{L},\binom{c^{\prime}}{s^{\prime}}_{L},\binom{t^{\prime}}{b^{\prime}}_{L}\right) \\
\ell \rightarrow \ell^{\prime}=\left(\binom{\nu_{e}^{\prime}}{e^{\prime}}_{L},\binom{\nu_{\mu}^{\prime}}{\mu^{\prime}}_{L},\binom{\nu_{\tau}^{\prime}}{\tau^{\prime}}_{L}\right) \\
u_{R} \rightarrow u_{R}^{\prime} & \forall u_{R} \in\left\{u_{R}, c_{R}, t_{R}\right\} \\
d_{R} \rightarrow d_{R}^{\prime} & \forall d_{R} \in\left\{d_{R}, s_{R}, b_{R}\right\} \\
e_{R} \rightarrow e_{R}^{\prime} & \forall e_{R} \in\left\{e_{R}, \mu_{R}, \tau_{R}\right\} \tag{2.26}
\end{array}
$$

so that it is clear that when we are referring to gauge interaction eigenstate fields, we mean those with a prime in the superscript.

## Fermion masses

For the quarks, the Yukawa terms, after replacing $H$ with (2.19) lead to non diagonal mass matrices of the form

$$
\begin{equation*}
M_{p q}^{(f)}=-\frac{v}{\sqrt{2}} Y_{p q}^{(f)}, \quad f=e, u, d \tag{2.27}
\end{equation*}
$$

In the quark sector, in order to obtain mass matrices which are diagonal, we make the field re-definitions letting

$$
\begin{equation*}
u_{L(R)}=V_{L(R)}^{u} u_{L(R)}^{\prime}, \quad d_{L(R)}=V_{L(R)}^{d} d_{L(R)}^{\prime} \tag{2.28}
\end{equation*}
$$

where the matrices $V_{L(R)}^{q}, q=u, d$ are unitary matrices which are chosen in such a way as to ensure that the diagonalized mass matrices have real and positive eigenvalues. Upon this change the quark mass matrices become

$$
\begin{equation*}
\widetilde{M}^{u}=-\frac{v}{\sqrt{2}} \operatorname{diag}\left(y^{u}, y^{c}, y^{t}\right) \quad \widetilde{M}^{d}=-\frac{v}{\sqrt{2}} \operatorname{diag}\left(y^{d}, y^{s}, y^{b}\right) \tag{2.29}
\end{equation*}
$$

with the diagonalized quark mass matrices given in terms of the Yukawa matrices as

$$
\begin{equation*}
\widetilde{M}^{f}=V_{L}^{f} Y^{f}\left(V_{R}^{f}\right)^{\dagger} \quad f=u, d \tag{2.30}
\end{equation*}
$$

We can do the same for the leptons, however because there are no right handed neutrinos there is only one Yukawa matrix to diagonalize and the two components of the $S U(2)$ doublet $\ell$ require the same field redefinition. The result is that the transformation matrices commute with the $S U(2)$ interactions arising in the covariant derivative and so in the mass eigenstate basis the lepton mass matrix is

$$
\begin{equation*}
\widetilde{M}^{\ell}=-\frac{v}{\sqrt{2}} \operatorname{diag}\left(y_{e}, y_{\mu}, y_{\tau}\right), \quad \widetilde{M}^{\ell}=V_{L}^{e} Y_{e}\left(V_{R}^{e}\right)^{\dagger} \tag{2.31}
\end{equation*}
$$

## Fermion-gauge interactions

In terms of interactions, we must then apply the field redefinitions to the fermion kinetic term in the Lagrangian to obtain the interactions between the gauge bosons and the fermions, in the mass eigenstate basis. Interactions involving quarks and leptons and the electro weak gauge bosons are present in the standard electroweak theory of Glashow,Weinberg and Salam [25],[30]. The gauge - fermion interaction Lagrangian consists of a neutral
and a charged current.

$$
\begin{equation*}
\mathcal{L}_{g f}=\mathcal{L}_{c c}+\mathcal{L}_{n c}, \tag{2.32}
\end{equation*}
$$

where $\mathcal{L}_{c c}$ contains the charged current interactions between quark and lepton currents mediated by the charged gauge bosons $W^{ \pm}$and $\mathcal{L}_{n c}$ the neutral current interactions between quark and lepton currents mediated by the neutral gauge bosons $Z^{0}$ and $A$. The charged current Lagrangian, in terms of the physical $W^{ \pm}$fields reads

$$
\begin{equation*}
\mathcal{L}_{c c}=-\frac{g_{2}}{\sqrt{2}}\left(\mathcal{J}_{\mu}^{+} W^{+\mu}+\mathcal{J}_{\mu}^{-} W^{-\mu}\right) \tag{2.33}
\end{equation*}
$$

The neutral current Lagrangian reads

$$
\begin{equation*}
\mathcal{L}_{N C}=-e \mathcal{J}_{\mu}^{\mathrm{em}} A^{\mu}+\frac{g_{2}}{\cos \theta_{W}} \mathcal{J}_{\mu}^{0} Z^{\mu} \tag{2.34}
\end{equation*}
$$

where the electromagnetic and neutral currents are given by

$$
\begin{gather*}
\mathcal{J}_{\mu}^{e m}=\sum_{f} Q_{f} \bar{f}^{p} \gamma_{\mu} f^{p},  \tag{2.35}\\
\mathcal{J}_{\mu}^{0}=\sum_{f}\left(\bar{f}_{L}^{p} \gamma_{\mu} g_{L}^{f} f_{L}^{p}+\bar{f}_{R}^{p} \gamma_{\mu} g_{R}^{f} f_{R}^{p}\right), \tag{2.36}
\end{gather*}
$$

when $f=\nu_{e}, e, u, d$ is a fermion field and with $p=1,2,3$ a generation index. The $g_{L}^{f}$ is the $2 \times 2$ matrix $t^{3}-Q_{f} \sin \theta_{W}$ which acts on the $S U_{W}(2)$ doublets $f_{L}^{p}$, where $t^{3}$ is defined in (2.13) and (2.15) for index $I=3$. The $g_{R}^{f}$ acts on the right handed $S U_{W}(2)$ singlets $f_{R}^{p}$. They are given below as

$$
\begin{align*}
& g_{L}^{f}=\left(\begin{array}{cc}
\frac{1}{2}-Q_{f} \sin ^{2} \theta_{W} & 0 \\
0 & -\frac{1}{2}-Q_{f} \sin ^{2} \theta_{W}
\end{array}\right)  \tag{2.37}\\
& g_{R}^{f}=-Q_{f} \sin ^{2} \theta_{W} \tag{2.38}
\end{align*}
$$

Applying the transformations given in (2.28) to the fields in the neutral current Lagrangian leads to the cancelling of the matrices $V_{L(R)}^{q}, q=u, d$ because the neutral current is flavour diagonal. This is due to the matrix $t^{3}$ having zero off diagonal elements and hence the components of the $S U_{W}(2)$ doublets do not get mixed up. This is the reason why there are no flavour changing neutral currents at tree level in the SM. Applying the field re-definitions in (2.28) to the fields in the charged current (2.33), leads to the explicit
definition of the quark mixing matrix

$$
\begin{gather*}
J_{\mu}^{+}=\left(\begin{array}{ccc}
\left.\bar{u}_{L}, \quad \bar{c}_{L}, \quad \bar{t}_{L}\right) & \gamma_{\mu} V_{L}^{u}\left(V_{L}^{d}\right)^{\dagger}\left(\begin{array}{c}
d_{L} \\
s_{L} \\
b_{L}
\end{array}\right) \\
\mathcal{J}_{\mu}^{-}=\left(\mathcal{J}_{\mu}^{+}\right)^{\dagger}
\end{array}, .\right. \tag{2.39}
\end{gather*}
$$

the transformation matrix $V_{L}^{u}\left(V_{L}^{d}\right)^{\dagger}$ in (2.39) is the Cabibbo Kobayashi Masakawa (CKM) matrix [31], [32] and originates from the Yukawa term in (2.1) in that

$$
\begin{equation*}
V_{C K M}=V_{L}^{u} V_{L}^{d \dagger} . \tag{2.41}
\end{equation*}
$$

The weak interaction eigenstates of (2.39) are connected to the mass eigenstates through the Unitary transformation

$$
\left(\begin{array}{c}
d^{\prime}  \tag{2.42}\\
s^{\prime} \\
b^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
V_{u d} & V_{u s} & V_{u b} \\
V_{c d} & V_{c s} & V_{c b} \\
V_{t d} & V_{t s} & V_{t b}
\end{array}\right)\left(\begin{array}{c}
d \\
s \\
b
\end{array}\right),
$$

The CKM matrix is a complex $3 \times 3$ matrix predicted by the SM to be unitary, $\hat{U}^{\dagger}=\hat{U}^{-1}$ and therefore $\hat{U}^{\dagger} \hat{U}=U \hat{U}^{\dagger}=\mathbb{1}$. Some of the complex phases of the CKM matrix do not have physical meaning. It is possible to re-phase the quark fields

$$
\begin{align*}
u_{p} & =e^{i \phi_{p}} \tilde{u}_{p},  \tag{2.43}\\
d_{n} & =e^{i \phi_{n}} \tilde{d}_{n} \tag{2.44}
\end{align*}
$$

when $n, p$ are generation indices, with a CKM matrix element transforming under this re phasing as

$$
\begin{equation*}
\tilde{V}_{C K M}=e^{i\left(\phi_{n}-\phi_{p}\right)} V_{C K M} . \tag{2.45}
\end{equation*}
$$

Through this re-phasing of the fields, it is possible to eliminate the phases of $2 N_{g}-1$ $V_{C K M}$ elements where $N_{g}=3$ is the number of generations. The number of physical parameters of the CKM matrix may be counted as follows. The number of parameters are

$$
\begin{equation*}
N_{\text {param }}=N_{g}^{2}-\left(2 N_{g}-1\right)=\left(N_{g}-1\right)^{2} \tag{2.46}
\end{equation*}
$$

that is the number of elements minus the number of phases which can be eliminated. These parameters can be expressed in terms of Euler angles and phases. A unitary matrix has

$$
\begin{equation*}
N_{\text {angle }}=\frac{1}{2} N_{g}\left(N_{g}-1\right) \tag{2.47}
\end{equation*}
$$

rotation angles. Then the number of phases we require to parameterize $V_{C K M}$ are

$$
\begin{equation*}
N_{\text {phase }}=N_{\text {param }}-N_{\text {angle }}=\frac{1}{2}\left(N_{g}-2\right)\left(N_{g}-1\right) \tag{2.48}
\end{equation*}
$$

That is for $N_{g}=3$ generations the CKM matrix can be parameterized in terms of 3 Euler angles and 1 phase. It is given in the standard KM parameterization in [33] as

$$
V_{C K M}=\left(\begin{array}{ccc}
c_{12} c_{13} & s_{12} c_{13} & s_{13} e^{-i \delta}  \tag{2.49}\\
-s_{12} c_{23}-c_{12} s_{23} s_{13} e^{i \delta} & c_{12} c_{23}-s_{12} s_{23} s_{13} e^{i \delta} & s_{23} c_{13} \\
s_{12} s_{23}-c_{12} c_{23} s_{13} e^{i \delta} & -c_{12} s_{23}-s_{12} c_{23} s_{13} e^{i \delta} & c_{23} c_{13}
\end{array}\right) .
$$

where $s_{i j}=\sin \theta_{i j}, \quad c_{i j}=\cos \theta_{i j}$ and $\theta_{i j} \in\left[0, \frac{\pi}{2}\right]$ is chosen such that $s_{i j} c_{i j} \geq 1 . \delta$ is the CP violating phase which accounts for all CP violation in flavour changing transitions. The complex elements of $V_{C K M}$ display a hierarchy which is most transparently displayed in the Wolfenstein parameterization [34] which is related to the standard parameterization through the relations [33]

$$
\begin{align*}
s_{12} & =\lambda=\frac{\left|V_{u s}\right|}{\sqrt{\left|V_{u d}\right|^{2}+\left|V_{u s}\right|^{2}}}  \tag{2.50}\\
s_{23} & =A \lambda^{2}=\lambda\left|\frac{V_{c b}}{V_{u s}}\right|  \tag{2.51}\\
s_{13} e^{i \delta} & =A \lambda^{3}(\rho+i \eta)=\frac{A \lambda^{3}(\bar{\rho}+i \bar{\eta}) \sqrt{1-A^{2} \lambda^{4}}}{\sqrt{1-\lambda^{2}}\left[1-A^{2} \lambda^{4}(\bar{\rho}+i \bar{\eta})\right]}=V_{u b}^{*} \tag{2.52}
\end{align*}
$$

The reason for the introduction of the barred $\bar{\rho}, \bar{\eta}$ is to ensure i) that $\bar{\rho}+i \bar{\eta}=-\frac{V_{u d} V_{u b}^{*}}{V_{c d} V_{c b}^{*}}$ is phase convention independent and ii) that $V_{C K M}$ when written in terms of $\lambda, A, \bar{\rho}, \bar{\eta}$ is unitary to all orders in the expansion parameter $\lambda$. In terms of the un barred parameters $\rho, \eta$, where $\bar{\rho} \equiv \rho\left(1-\frac{1}{2} \lambda^{2}+\cdots\right), \bar{\eta} \equiv \eta\left(1-\frac{1}{2} \lambda^{2}+\cdots\right)$, the CKM matrix can be written
in the Wolfenstein parameterization as

$$
V_{C K M}=\left(\begin{array}{ccc}
1-\frac{\lambda^{2}}{2} & \lambda & A \lambda^{3}(\rho-i \eta)  \tag{2.53}\\
-\lambda & 1-\frac{\lambda^{2}}{2} & A \lambda^{2} \\
A \lambda^{3}(1-\rho-i \eta) & -A \lambda^{2} & 1
\end{array}\right)+\mathcal{O}\left(\lambda^{4}\right) .
$$

This highlights that interactions between quarks will be suppressed to varying degrees depending upon their CKM structure. The unitarity condition yields 3 normalization relations and 6 orthogonality relations, these are

$$
\begin{equation*}
\sum_{k=1 \ldots 3} V_{i k}^{*} V_{k i}=1 \quad \sum_{k=1 \ldots 3} V_{i k}^{*} V_{k j \neq i}=0 \tag{2.54}
\end{equation*}
$$

For the purposes of this thesis, the relation we will use most often is the one governing the $b \rightarrow s$ transitions namely

$$
\begin{equation*}
V_{c b} V_{c s}^{*}+V_{t b} V_{t s}^{*}+V_{u b} V_{u s}^{*}=0, \tag{2.55}
\end{equation*}
$$

which may be expressed as

$$
\begin{equation*}
\frac{V_{u b} V_{u s}^{*}}{V_{t b} V_{t s}^{*}}+\frac{V_{c b} V_{c s}^{*}}{V_{t b} V_{t s}^{*}}+1=0 \tag{2.56}
\end{equation*}
$$

The latest values of the CKM elements are to be found in [33]. Throughout this thesis we employ the standard phase convention, and calculate the CKM elements from inputs shown in Table 6.1 using (2.49).

### 2.2 Neutral meson mixing

In this section we follow the development of [35]. Using a simplification first shown by Wigner and Weisskopf [36], [37], in the Wigner-Weisskopf approximation, the time evolution of a beam of neutral mesons which are both oscillating and decaying, is expressible in the rest frame of the $\bar{P}^{0}-P^{0}$ system as a superposition of meson anti meson states

$$
\begin{equation*}
|\psi(t)\rangle=P^{0}(t)\left|P^{0}\right\rangle+\bar{P}^{0}(t)\left|\bar{P}^{0}\right\rangle \tag{2.57}
\end{equation*}
$$

The conditions being that i) at time $t=0$ only the wave functions above are non zero, ii) it is only these functions we are interested in, and iii) $t$ is much larger than the strong interaction scale. Here we denote $P^{0}(t), \bar{P}^{0}(t)$ as the the wave functions associated with
the states $\left|P^{0}\right\rangle,\left|\bar{P}^{0}\right\rangle$ which are the meson states prepared at time $t=0$ labelled by their quark flavour quantum numbers. In this thesis we are considering $P^{(0)}=B_{q}^{(0)}, K_{q}^{(0)}$ meson mixing with $q=s, d$ flavours. The wave functions in (2.57) obey a Schrödinger type equation

$$
i \hbar \frac{d}{d t}\binom{P^{0}(t)}{\bar{P}^{0}(t)}=\left(\begin{array}{ll}
H_{11} & H_{12}  \tag{2.58}\\
H_{21} & H_{22}
\end{array}\right)\binom{P^{0}(t)}{\bar{P}^{0}(t)} .
$$

The Hamiltonian governing this mixing and decay of flavour eigenstates is not Hermitian but it can be decomposed into two separately hermitian matrices $\hat{M}$, and $\hat{\Gamma}$ in the following way

$$
\begin{equation*}
\hat{H}=\hat{M}-\frac{i}{2} \hat{\Gamma} \tag{2.59}
\end{equation*}
$$

where $\hat{M}=\hat{M}^{\dagger}, \hat{\Gamma}=\hat{\Gamma}^{\dagger}$. In order to diagonalize a non hermitian matrix $\hat{H}$ with a unitary similarity transformation, $\hat{M}$ and $\hat{\Gamma}$ must be simultaneously so diagonalized. The necessary and sufficient condition for this is that $\hat{M}$ and $\hat{\Gamma}$ commute, which is possible if and only if $\hat{H}$ is normal, i.e $\left[\hat{H}, \hat{H}^{\dagger}\right]=0$. The discrete symmetries $C P$ and $C P T$ constrain the elements of the mixing matrix so that $M_{11}=M_{22}=M$ and $\Gamma_{11}=\Gamma_{22}=\Gamma$ and hermicity of $\hat{M}$ and $\hat{\Gamma}$ ensure $M_{21}=M_{12}^{*}$ and $\Gamma_{21}=\Gamma_{12}^{*}$. This gives for the mass and decay rate matrices

$$
\hat{\Gamma}=\left(\begin{array}{cc}
\Gamma & \Gamma_{12}  \tag{2.60}\\
\Gamma_{12}^{*} & \Gamma
\end{array}\right), \quad \hat{M}=\left(\begin{array}{cc}
M & M_{12} \\
M_{12}^{*} & M
\end{array}\right)
$$

The requirement that $\hat{H}$ be normal in order to be diagonalized by a unitary similarity transformation is satisfied because the diagonal elements of $\hat{M}$ and $\hat{\Gamma}$ are real.
The eigenstates of $\hat{H}$, which we shall label $\left|p_{A}\right\rangle$ and $\left|p_{B}\right\rangle$, are states of definite mass and decay rates. They can be expressed in terms of the flavour eigenstates $\left|P^{0}\right\rangle$ and $\left|\bar{P}^{0}\right\rangle$ as

$$
\binom{\left|P_{A}\right\rangle}{\left|P_{B}\right\rangle}=\left(\begin{array}{ll}
p_{A} & q_{A}  \tag{2.61}\\
p_{B} & q_{B}
\end{array}\right)\binom{\left|P^{0}\right\rangle}{\left|\bar{P}^{0}\right\rangle},
$$

and evolve in a simple way according to

$$
i \hbar \frac{d}{d t}\binom{\left|P_{A}(t)\right\rangle}{\left|P_{B}(t)\right\rangle}=\left(\begin{array}{cc}
M_{A}-\frac{i}{2} \Gamma_{A} & 0  \tag{2.62}\\
0 & M_{B}-\frac{i}{2} \Gamma_{B}
\end{array}\right)\binom{\left|P_{A}(t)\right\rangle}{\left|P_{B}(t)\right\rangle}
$$

The diagonal elements are the eigenvalues of $\hat{H}$ which we label $A, B$ in accordance with the eigenstates of $\hat{H}$. They are

$$
\begin{equation*}
\mu_{A}=M_{A}-\frac{i}{2} \Gamma_{A}, \quad \quad \mu_{B}=M_{B}-\frac{i}{2} \Gamma_{B} \tag{2.63}
\end{equation*}
$$

Let us introduce and define the mass and decay rate differences as the difference between the masses and decay rates of the physical eigenstates

$$
\begin{gather*}
\Delta M=M_{A}-M_{B}  \tag{2.64}\\
\Delta \Gamma=\Gamma_{A}-\Gamma_{B} \tag{2.65}
\end{gather*}
$$

The sign of these mass and decay rate difference has physical significance and is different for different mesons. In order to extract expressions for these observable quantities it is useful to define the eigenvalue difference as

$$
\begin{equation*}
\Delta \mu=\Delta M-\frac{i}{2} \Delta \Gamma \tag{2.66}
\end{equation*}
$$

Diagonalization of (2.59) gives the eigenvalues of (2.59)

$$
\begin{align*}
& \mu_{A}=M-\frac{i}{2} \Gamma+\sqrt{\left|M_{12}\right|^{2}-\frac{1}{4}\left|\Gamma_{12}\right|^{2}-i \operatorname{Re}\left(M_{12}^{*} \Gamma_{12}\right)},  \tag{2.67}\\
& \mu_{B}=M-\frac{i}{2} \Gamma-\sqrt{\left|M_{12}\right|^{2}-\frac{1}{4}\left|\Gamma_{12}\right|^{2}-i \operatorname{Re}\left(M_{12}^{*} \Gamma_{12}\right)} . \tag{2.68}
\end{align*}
$$

In terms of the individual elements of the mass and decay rate matrices in the flavour eigenstate basis, from (2.66), (2.67) and (2.68) we deduce that

$$
\begin{equation*}
\Delta \mu=2 \sqrt{\left|M_{12}\right|^{2}-\frac{1}{4}\left|\Gamma_{12}\right|^{2}-i \operatorname{Re}\left(M_{12}^{*} \Gamma_{12}\right)} \tag{2.69}
\end{equation*}
$$

As a consequence of assuming $C P T$ to be a good symmetry of (2.59), the ratios

$$
\begin{equation*}
\frac{q_{A}}{p_{A}}=\frac{q_{B}}{p_{B}} \equiv \frac{q}{p} . \tag{2.70}
\end{equation*}
$$

Upon diagonalization of $\hat{H}$, in the way described above, comparison of (2.61) with the transformation matrix formed of the eigenvectors of $\hat{H}$, fixes the ratio $q / p$ to be

$$
\begin{equation*}
\frac{q}{p}=\frac{2\left(M_{12}^{*}-\frac{i}{2} \Gamma_{12}^{*}\right)}{\sqrt{\left|M_{12}\right|^{2}-\frac{1}{4}\left|\Gamma_{12}\right|^{2}-i \operatorname{Re}\left(M_{12}^{*} \Gamma_{12}\right)}} . \tag{2.71}
\end{equation*}
$$

$B_{s}^{(0)}-\bar{B}_{s}^{(0)}$ mixing

Let us specialise to $B_{s}^{(0)}-\bar{B}_{s}^{(0)}$ mixing. For this process we have $A=H, B=L$ where H stands for the heavy eigenstate and L stands for the light eigenstate. The quantity $\Delta M>0$ by definition, and since in the $\mathrm{SM} B_{L}$ is the short lived eigenstate it means that $\Gamma_{L}>\Gamma_{H}$. We define the mass and decay rate difference in the following sense.

$$
\begin{array}{r}
\Delta M_{s}=M_{H}^{s}-M_{L}^{s} \\
\Delta \Gamma_{s}=\Gamma_{L}^{s}-\Gamma_{H}^{s} \tag{2.73}
\end{array}
$$

which means that the eigenvalue difference is

$$
\begin{equation*}
\Delta \mu=\Delta M+\frac{i}{2} \Delta \Gamma . \tag{2.74}
\end{equation*}
$$

It is convenient in what follows to express $M_{12}^{s}, \Gamma_{12}^{s}$ as

$$
\begin{align*}
M_{12}^{s} & =\left|M_{12}^{s}\right| e^{i \theta_{M}}  \tag{2.75}\\
\Gamma_{12}^{s} & =\left|\Gamma_{12}^{s}\right| e^{i \theta_{\Gamma}} . \tag{2.76}
\end{align*}
$$

To fix the expressions for $\Delta M_{s}$ and $\Delta \Gamma_{s}$ that are needed for construction of the mixing observables we may equate the LHS of (2.69) with the LHS of (2.66) and notice that the smallness of the ratio of the magnitude of $\left|\Gamma_{12}^{s} / M_{12}^{s}\right|$ in the SM [38]

$$
\begin{equation*}
\left|\frac{\Gamma_{12}^{s}}{M_{12}^{s}}\right| \approx 5 \times 10^{-3} \tag{2.77}
\end{equation*}
$$

allows for an expansion in powers of $\left|\frac{\Gamma_{12}^{s}}{M_{12}^{s}}\right|$, so that

$$
\begin{aligned}
\Delta M_{s}+\frac{i}{2} \Delta \Gamma & =2 \sqrt{\left|M_{12}\right|^{2}-\frac{1}{4}\left|\Gamma_{12}\right|^{2}-i \operatorname{Re}\left(M_{12}^{*} \Gamma_{12}\right)} \\
= & 2\left|M_{12}\right| \sqrt{1-\frac{1}{4}\left|\frac{\Gamma_{12}}{M_{12}}\right|^{2}-i \frac{\operatorname{Re}\left(M_{12}^{*} \Gamma_{12}\right)}{\left|M_{12}\right|^{2}}} \\
= & 2\left|M_{12}\right| \sqrt{1-i\left|\frac{\Gamma_{12}}{M_{12}}\right|\left(\cos \left(\theta_{\Gamma}-\theta_{M}\right)-\frac{i}{4}\left|\frac{\Gamma_{12}}{M_{12}}\right|\right)} \\
= & 2\left|M_{12}\right|\left[1-\frac{i}{2}\left|\frac{\Gamma_{12}}{M_{12}}\right|\left(\cos \left(\theta_{\Gamma}-\theta_{M}\right)-\frac{i}{4}\left|\frac{\Gamma_{12}}{M_{12}}\right|\right)\right. \\
& +\frac{1}{8}\left|\frac{\Gamma_{12}}{M_{12}}\right|^{2}\left(\cos \left(\theta_{\Gamma}-\theta_{M}\right)-\frac{i}{4}\left|\frac{\Gamma_{12}}{M_{12}}\right|\right)^{2}
\end{aligned}
$$

$$
\begin{equation*}
\left.+\frac{i}{16}\left|\frac{\Gamma_{12}}{M_{12}}\right|^{3}\left(\cos \left(\theta_{\Gamma}-\theta_{M}\right)-\frac{i}{4}\left|\frac{\Gamma_{12}}{M_{12}}\right|\right)^{3}+\cdots\right] . \tag{2.78}
\end{equation*}
$$

Let $\theta_{12}$ be the relative phase of $M_{12}^{s}$ and $\Gamma_{12}^{s}$, defined as

$$
\begin{equation*}
\theta_{12}^{s}=\arg \left(-\frac{M_{12}^{s}}{\Gamma_{12}^{s}}\right):=\pi+\theta_{M}-\theta_{\Gamma}, \tag{2.79}
\end{equation*}
$$

then

$$
\begin{align*}
\Delta M_{s}+\frac{i}{2} \Delta \Gamma=2\left|M_{12}\right| & {\left[1+\frac{i}{2}\left|\frac{\Gamma_{12}}{M_{12}}\right| \cos \theta_{12}-\frac{1}{8}\left|\frac{\Gamma_{12}}{M_{12}}\right|^{2} \sin ^{2} \theta_{12}\right.} \\
& \left.+\frac{i}{16}\left|\frac{\Gamma_{12}}{M_{12}}\right|^{3} \cos \theta_{12} \sin ^{2} \theta_{12}+\mathcal{O}\left(\left|\frac{\Gamma_{12}}{M_{12}}\right|^{4}\right)\right] \tag{2.80}
\end{align*}
$$

Equating real and imaginary parts yields

$$
\begin{gathered}
\Delta M=2\left|M_{12}\right|\left(1-\frac{1}{8}\left|\frac{\Gamma_{12}}{M_{12}}\right|^{2} \sin ^{2} \theta_{12}+\mathcal{O}\left(\left|\frac{\Gamma_{12}}{M_{12}}\right|^{4}\right)\right), \\
\Delta \Gamma=2\left|\Gamma_{12}\right| \cos \theta_{12}\left(1+\frac{1}{8}\left|\frac{\Gamma_{12}}{M_{12}}\right|^{2} \sin ^{2} \theta_{12}+\mathcal{O}\left(\left|\frac{\Gamma_{12}}{M_{12}}\right|^{4}\right)\right) .
\end{gathered}
$$

Then neglecting the small corrections, we find

$$
\begin{align*}
\Delta M^{s} & =2\left|M_{12}\right|  \tag{2.81}\\
\Delta \Gamma^{s} & =2\left|\Gamma_{12}\right| \cos \theta_{12} \\
& =-2 \operatorname{Re}\left(\Gamma_{12} e^{-i \theta_{M}}\right) \tag{2.82}
\end{align*}
$$

where to a good approximation in the SM, the dominant contribution to the phase of $M_{12}^{s}$ gives $e^{i \theta_{M}} \approx \frac{V_{t s}^{*} V_{t b}}{V_{t s} V_{t b}^{*}}$ [38], and the second line of (2.82) is shown for later convenience. In addition, for our study of effects in hadronic decay we will need to define the $B_{s}^{0}$ mixing parameter $\left(\frac{q}{p}\right)_{B_{s}}$ of (2.71), which is given by

$$
\begin{aligned}
\left(\frac{q}{p}\right)_{B_{s}} & =\frac{\left(\left|M_{12}^{s}\right| e^{-i \theta_{M}}-\frac{i}{2}\left|\Gamma_{12}^{s}\right| e^{-i \theta_{\Gamma}}\right)}{\sqrt{\left|M_{12}^{s}\right|^{2}-i \operatorname{Re}\left(\Gamma_{12} M_{12}^{*}\right)-\frac{1}{4}\left|\Gamma_{12}\right|^{2}}} \\
& =\left(e^{-i \theta_{M}}-\frac{i}{2}\left|\frac{\Gamma_{12}}{M_{12}}\right| e^{-i \theta_{\Gamma}}\right)\left(1+\frac{i}{2}\left|\frac{\Gamma_{12}}{M_{12}}\right| \cos \left(\theta_{\Gamma}-\theta_{M}\right)+\mathcal{O}\left(\left|\frac{\Gamma_{12}}{M_{12}}\right|^{2}\right)\right) \\
& =\left(e^{-i \theta_{M}}-\frac{i}{2}\left|\frac{\Gamma_{12}}{M_{12}}\right| e^{-i \theta_{\Gamma}}\right)\left(1+\frac{i}{2}\left|\frac{\Gamma_{12}}{M_{12}}\right| \cos \left(\theta_{\Gamma}-\theta_{M}\right)+\mathcal{O}\left(\left|\frac{\Gamma_{12}}{M_{12}}\right|^{2}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& =e^{-i \theta_{M}}\left(1+\frac{1}{2}\left|\frac{\Gamma_{12}}{M_{12}}\right| \sin \left(\theta_{M}-\theta_{\Gamma}\right)\right)+\mathcal{O}\left(\left|\frac{\Gamma_{12}}{M_{12}}\right|^{2}\right) . \\
& =e^{-i \theta_{M}}\left(1-\frac{1}{2}\left|\frac{\Gamma_{12}}{M_{12}}\right| \sin \theta_{12}\right)+\mathcal{O}\left(\left|\frac{\Gamma_{12}}{M_{12}}\right|^{2}\right) . \tag{2.83}
\end{align*}
$$

### 2.3 CP violation

In this section we provide a brief review of some of the basic formalism describing CP violation in the SM and introduce some notation, define some transformation properties necessary for later chapters. Where known results are stated, they will be done so following the development in [35].

### 2.3.1 Symmetries and transformation properties

Generically, let us define the decay amplitudes for a pseudo-scalar meson $P^{0}$ and its CP conjugate $\bar{P}^{0}$ to decay to a final multi particle state $F$, and its CP conjugate $\bar{F}$ as

$$
\begin{array}{ll}
A_{F}=\langle F| \mathcal{H}\left|P^{0}\right\rangle, & \bar{A}_{F}=\langle F| \mathcal{H}\left|\bar{P}^{0}\right\rangle, \\
A_{\bar{F}}=\langle\bar{F}| \mathcal{H}\left|P^{0}\right\rangle, & \bar{A}_{\bar{F}}=\langle\bar{F}| \mathcal{H}\left|\bar{P}^{0}\right\rangle \tag{2.85}
\end{array}
$$

The operators representing the transformations $C$ charge conjugation and $P$ Parity are denoted here as $\mathcal{C}, \mathcal{P}$, and the action of these operators on the meson and final states is

$$
\begin{align*}
(\mathcal{C P})\left|P^{0}\right\rangle & =e^{i \xi_{P}}\left|\bar{P}^{0}\right\rangle & (\mathcal{C P})|F\rangle=e^{i \xi_{F}}|\bar{F}\rangle  \tag{2.86}\\
(\mathcal{C P})\left|\bar{P}^{0}\right\rangle & =e^{-i \xi_{P}}\left|P^{0}\right\rangle & (\mathcal{C P})|\bar{F}\rangle=e^{-i \xi_{F}}|F\rangle  \tag{2.87}\\
(\mathcal{C P})^{2} & =1 &
\end{align*}
$$

The phases $\xi_{F}, \xi_{P}$ are flavour dependent and non- physical. We also define the CP eigenstates as $F_{C P}$ as

$$
\begin{equation*}
(\mathcal{C P})\left|F_{C P}\right\rangle=\eta_{C P}\left|F_{C P}\right\rangle, \quad \quad \eta_{C P}= \pm 1 \tag{2.89}
\end{equation*}
$$

If CP is conserved then

$$
\begin{equation*}
[(\mathcal{C P}), \mathcal{H}]=0, \tag{2.90}
\end{equation*}
$$

and hence due to (2.90) and from (2.84)-(2.85) we deduce that in the absence of CP violation

$$
\begin{align*}
& \bar{A}_{\bar{F}}=e^{i\left(\xi_{F}-\xi_{P}\right)} A_{F},  \tag{2.91}\\
& \bar{A}_{F}=e^{-i\left(\xi_{P}+\xi_{F}\right)} A_{\bar{F}} . \tag{2.92}
\end{align*}
$$

In addition, the action of the parity operator on the odd parity neutral mesons $P^{0}=$ $K_{q}^{0}, B_{q}^{0}$ is as follows

$$
\begin{equation*}
\mathcal{P}\left|P^{0}\right\rangle=-\left|P^{0}\right\rangle . \tag{2.93}
\end{equation*}
$$

### 2.3.2 CP violation in the SM

Complex parameters in any Hamiltonian term which contribute to the decay amplitude will appear as their complex conjugate form after a CP transformation is performed. There are three sources of complex parameters arising in the SM; i) spurious flavour dependent transformation phases, ii) weak phases and iii) strong phases. The spurious phases are those shown above and are un-physical and arbitrary. We chose in this thesis to set them to zero for convenience. The weak phases are associated with the charged current interactions shown in (2.39) and violate CP. These phases are associated with the CKM matrix elements and are the only source of CP violation in the SM. The strong phases are CP conserving and in general, are non-perturbative in origin.
In this thesis the processes which are studied and which are used in the SM as a measure of CP violation are i) CP violation in $B_{s}^{0}$ meson mixing and ii) CP violation in the interference between mixing and decay.

CP violation in mixing: $B_{s}^{0}$ system

CP violation in mixing is associated with the relative phase of mixing quantities $M_{12}^{s}$ and $\Gamma_{12}^{s}$ given as $\theta_{12}^{s}$ and defined in (2.79). This effect is calculated in the SM as the flavour specific CP asymmetry and given by

$$
\begin{equation*}
a_{f s}^{s}=\operatorname{Im}\left(\frac{\Gamma_{12}^{s}}{M_{12}^{s}}\right)=\left|\frac{\Gamma_{12}^{s}}{M_{12}^{s}}\right| \sin \theta_{12}^{s} \tag{2.94}
\end{equation*}
$$

by examining (2.83) it is clear that for CP violation in mixing, we will find that

$$
\begin{equation*}
\left|\frac{q}{p}\right|_{B_{s}} \neq 1 . \tag{2.95}
\end{equation*}
$$

CP violation in the interference between mixing and decay: $B_{d}^{0}$ system

This class of CP violation occurs when $B_{d}^{0}$ and $\bar{B}_{d}^{0}$ can decay to the same common final state which is a CP eigenstate. For this we define the quantity $\lambda_{F}$ generically to be

$$
\begin{equation*}
\lambda_{F_{C P}}=\left(\frac{q}{p}\right)_{B} \frac{\bar{A}_{F_{C P}}}{A_{F_{C P}}} . \tag{2.96}
\end{equation*}
$$

It can be measured by studying the decay of an initially pure $B_{d}^{0}$ meson state to a CP eigenstate and with an initially pure $\bar{B}_{d}^{0}$ meson decaying to the same CP eigenstate. In the SM this class of decay can happen when

$$
\begin{equation*}
\left|\frac{q}{p}\right|=1, \quad \operatorname{Im}\left(\lambda_{F_{C P}}\right) \neq 0 \tag{2.97}
\end{equation*}
$$

### 2.4 Renormalization

In Quantum Field Theory (QFT), decay rates and cross sections related to interactions between combinations of quantum fields contained in (2.1), can be approximated using perturbation theory. One can calculate the leading order or "Tree level" amplitude for an interaction by obtaining the invariant matrix element of the term in the Lagrangian calculated between the desired initial and final states. The accuracy can be systematically improved by including higher order corrections in the perturbative expansion, as long as this is performed at an energy scale for which the expansion parameter is small. However, the accuracy in such computations is ultimately limited by non perturbative power corrections.

In practice, this involves the calculation of integrals over four momenta which represent the presence of virtual particles at the so called "Loop level" and often these integrals diverge. Such divergent integrals must be regulated in some way so that the divergence can be contained in a particular parameter which typically will be associated with the divergence in some limit. There are various methods of doing this, and in this thesis we will employ the gauge invariant method of dimensional regularization.

### 2.4.1 Dimensional regularization

In Dimensional Regularization [39, 40, 41, 42, 43] scheme the number of spacetime dimensions is continued to $d=4-2 \epsilon$ and singularities arising in loop integrals are contained in $\frac{1}{\epsilon}$ poles. As an illustration let us consider the diagram associated with the quark field renormalization

$$
\begin{align*}
-i \Sigma_{\alpha \beta}(p) & =-g^{2} \mu^{4-d}\left(T^{A} T^{A}\right)_{\alpha \beta} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\gamma^{\nu} k \gamma_{\nu}}{\left(k^{2}+i \epsilon\right)\left((p-k)^{2}+i \epsilon\right)} \\
& =-g^{2} \mu^{4-d} C_{F} \delta_{\alpha \beta} \int \frac{d^{d} \ell}{(2 \pi)^{d}} \int_{0}^{1} d x \frac{\gamma^{\nu}(\ell+(1-x) \not p) \gamma_{\nu}}{\left(\ell^{2}-\Delta+i \epsilon\right)^{2}} \\
& =-g^{2} \mu^{4-d} C_{F} \delta_{\alpha \beta} \int \frac{d^{d} \ell}{(2 \pi)^{d}} \int_{0}^{1} d x \frac{(2-d)(\ell+(1-x) \not p)}{\left(\ell^{2}-\Delta+i \epsilon\right)^{2}} \tag{2.98}
\end{align*}
$$

where we have shifted $k=\ell+(1-x) p$ and $\Delta=-x(1-x) p^{2}, T^{A}, A=1, \ldots, 8$ are $S U_{C}(3)$ group generators, and $\mu$ is a parameter with dimensions of mass, introduced in order to ensure the strong coupling is dimensionless in $d$ dimensions. In the last line the Dirac algebra in $d$ dimensions gives

$$
\begin{align*}
\gamma^{\nu} \gamma_{\rho} \gamma_{\nu} & =(2-d) \gamma_{\rho}  \tag{2.99}\\
\gamma^{\nu} \gamma_{\nu} & =d \tag{2.100}
\end{align*}
$$

The two integrals over $\ell$ arising in (2.98) are evaluated in dimensional regularization to be

$$
\begin{align*}
& \int \frac{d^{d} \ell}{(2 \pi)^{d}} \frac{1}{\left(\ell^{2}-\Delta+i \epsilon\right)^{2}}=\frac{i}{(4 \pi)^{\frac{d}{2}}} \frac{\Gamma\left(2-\frac{d}{2}\right)}{\Gamma(2)}\left(\frac{1}{\Delta}\right)^{2-\frac{d}{2}}  \tag{2.101}\\
& \int \frac{d^{d} \ell}{(2 \pi)^{d}} \frac{\ell}{\left(\ell^{2}-\Delta+i \epsilon\right)^{2}}=0 \tag{2.102}
\end{align*}
$$

The second integral (2.102) is zero by symmetry and the (2.101) is expressed in terms of Gamma functions.

$$
\begin{align*}
-i \Sigma_{\alpha \beta}(p) & =-i g^{2} \mu^{4-d} C_{F} \delta_{\alpha \beta} \int_{0}^{1} d x(1-x) \frac{(2-d) \not p}{(4 \pi)^{d / 2}} \frac{\Gamma\left(2-\frac{d}{2}\right)}{\Gamma(2)}\left(\frac{1}{\Delta}\right)^{2-\frac{d}{2}} \\
& =-2 i g^{2} \frac{C_{F}}{(4 \pi)^{2}} \delta_{\alpha \beta} \not p \int_{0}^{1} d x(1-x)(\epsilon-1) \Gamma(\epsilon)\left(\frac{4 \pi \mu^{2}}{\Delta}\right)^{\epsilon} \tag{2.103}
\end{align*}
$$

with $C_{F}=\frac{N^{2}-1}{2 N}$ and $N$ is the number of colours. For $d=4-2 \epsilon$, the $\Gamma$ function has a pole at $\epsilon=0$ so we expand for $\epsilon$ close to zero. The quantities in parentheses raised to the
power $\epsilon$ and the Gamma function close to its pole may be expanded under the integral in $\epsilon$ about zero, where

$$
\begin{equation*}
\Gamma(\epsilon)=\frac{1}{\epsilon}-\gamma_{E}+\mathcal{O}(\epsilon), \quad A^{\epsilon}=1+\epsilon \ln A+\mathcal{O}\left(\epsilon^{2}\right) \tag{2.104}
\end{equation*}
$$

where $\gamma_{E}$ is the Euler Gamma constant. This gives for the integral (2.98) in dimensional regularization scheme

$$
\begin{align*}
\Sigma_{\alpha \beta}(p)= & \frac{g^{2} C_{F}}{(4 \pi)^{2}} \delta_{\alpha \beta} \not p\left(1-\frac{1}{\epsilon}-\ln \left(\frac{\mu^{2}}{-p^{2}}\right)+\gamma_{E}\right. \\
& \left.-\ln 4 \pi+2 \int_{0}^{1} d x x \ln (x(1-x))+\mathcal{O}(\epsilon)\right) \\
= & \frac{\alpha_{s}}{4 \pi} C_{F} \delta_{\alpha \beta} \not p\left(1-\frac{1}{\epsilon}-\ln \left(\frac{\mu^{2}}{-p^{2}}\right)+\gamma_{E}-\ln 4 \pi\right)+\text { finite. } \tag{2.105}
\end{align*}
$$

This integral has now been regulated, and the divergence is now contained in the $\frac{1}{\epsilon}$ pole, which diverges as $\epsilon \rightarrow 0$.
Renormalization is the practice of removing these divergences, represented by the $\frac{1}{\epsilon}$ poles, order by order in perturbation theory so that one may obtain finite results in the limit as $\epsilon \rightarrow 0$ in $d=4$ dimensions. These renormalized quantities can then be safely used in the theoretical prediction of observables such as cross sections and decay rates.

For a concrete example of how the procedure of renormalization works consider the theory of Quantum Chromodynamics (QCD). Following the development of [44], upon first fixing the gauge via the method of Fadeev and Popov [45], the Lagrangian density is given by

$$
\begin{align*}
\mathcal{L}_{q c d}=- & \frac{1}{4}\left(\partial_{\mu} G_{\nu}^{A}-\partial_{\nu} G_{\mu}^{A}\right)\left(\partial^{\mu} G^{\nu A}-\partial^{\nu} G^{\mu A}\right)-\frac{1}{2 \xi}\left(\partial^{\mu} G_{\mu}^{A}\right)^{2} \\
& +\bar{q}\left(i \not \partial-m_{q}\right) q+\chi^{A *} \partial^{\mu} \partial_{\mu} \chi^{A} \\
& -\frac{g}{2} f^{A B C}\left(\partial_{\mu} G_{\nu}^{A}-\partial_{\nu} G_{\mu}^{A}\right) G^{B \mu} G^{C \nu}-\frac{g^{2}}{4} f^{A B C} f^{C D E} G_{\mu}^{A} G_{\nu}^{B} G^{C \mu} G^{D \nu} \\
& +g \bar{q}_{i} T_{i j}^{A} \gamma^{\mu} q_{j} G_{\mu}^{A}+g f^{A B C}\left(\partial^{\mu} \chi^{A *}\right) \chi^{B} G_{\mu}^{C}, \tag{2.106}
\end{align*}
$$

where $T^{A}, f^{A B C}$ with $A, B, C=(1,2, \ldots, 8)$ are the generators and structure constants of $S U(3)_{c}$ respectively, $G_{\mu}^{A}$ are the gluon fields, $q=\left(q_{1}, q_{2}, q_{3}\right)$ are the $S U(3)$ colour triplet of the quark field of flavour $q_{i}$ where $i=(u, d, c, s, t, b) . \chi^{A}$ is the ghost field, $\xi$ is the gauge parameter and $g$ is the strong coupling.

The procedure for renormalization of the theory is to write the bare Lagrangian as the sum of the Lagrangian of (2.109) and a counter term Lagrangian.

$$
\begin{equation*}
\mathcal{L}_{q c d, b}=\mathcal{L}_{q c d}+\mathcal{L}_{q c d, C T}, \tag{2.107}
\end{equation*}
$$

One then expresses the bare Lagrangian containing the bare quantities in terms of renormalization constants and renormalizad quantities, via the following prescription:

$$
\begin{align*}
& G_{b \mu}^{A}=\sqrt{Z}_{3} G_{\mu}^{A}, \quad q_{b}=\sqrt{Z_{2}} q, \quad \chi_{b}^{A}=\tilde{Z}_{3} \chi^{A}, \\
& g_{b}=Z_{g} \mu^{\epsilon} g, \quad m_{b}=Z_{m} m, \quad \xi_{b}=Z_{3} \xi . \tag{2.108}
\end{align*}
$$

where the quantities with a subscript b are the bare unrenormalized ones and the $Z_{i}$ are the renormalization constants. The quantity $\mu$ is introduced to the strong coupling in order to make it dimensionless in $d$ dimensions. By comparing the RHS of (2.107) given by

$$
\begin{align*}
\mathcal{L}_{q c d}+\mathcal{L}_{q c d, C T}=- & \frac{\left(1+\delta_{3}\right)}{4}\left(\partial_{\mu} G_{\nu}^{A}-\partial_{\nu} G_{\mu}^{A}\right)\left(\partial^{\mu} G^{\nu A}-\partial^{\nu} G^{\mu A}\right)-\frac{1}{2 \xi}\left(\partial^{\mu} G_{\mu}^{A}\right)^{2} \\
& +i\left(1+\delta_{2}\right) \bar{q} \not \partial_{q}-\left(1+\delta_{m}\right) m_{q} \bar{q} q+\left(1+\tilde{\delta}_{3}\right) \chi^{A *} \partial^{\mu} \partial_{\mu} \chi^{A} \\
& -\left(1+\delta_{3}^{3 g}\right) \frac{g}{2} f^{A B C}\left(\partial_{\mu} G_{\nu}^{A}-\partial_{\nu} G_{\mu}^{A}\right) G^{B \mu} G^{C \nu} \\
& -\left(1+\delta_{3}^{4 g}\right) \frac{g^{2}}{4} f^{A B C} f^{C D E} G_{\mu}^{A} G_{\nu}^{B} G^{C \mu} G^{D \nu} \\
& +\left(1+\delta_{1} g\right) \bar{q}_{i} T_{i j}^{A} \gamma^{\mu} q_{j} G_{\mu}^{A}+\left(1+\tilde{\delta}_{1}\right) g f^{A B C}\left(\partial^{\mu} \chi^{A *}\right) \chi^{B} G_{\mu}^{C}, \tag{2.109}
\end{align*}
$$

with the LHS expressed in terms of (2.108)

$$
\begin{align*}
\mathcal{L}_{q c d, b}=- & \frac{Z_{3}}{4}\left(\partial_{\mu} G_{\nu}^{A}-\partial_{\nu} G_{\mu}^{A}\right)\left(\partial^{\mu} G^{\nu A}-\partial^{\nu} G^{\mu A}\right)-\frac{1}{2 \xi}\left(\partial^{\mu} G_{\mu}^{A}\right)^{2} \\
& +Z_{2} \bar{q} \not \partial_{q}-Z_{2} Z_{m} m_{q} \bar{q} q+\tilde{Z}_{3} \chi^{A *} \partial^{\mu} \partial_{\mu} \chi^{A} \\
& -Z_{3}^{\frac{3}{2}} Z_{g} \frac{g}{2} f^{A B C}\left(\partial_{\mu} G_{\nu}^{A}-\partial_{\nu} G_{\mu}^{A}\right) G^{B \mu} G^{C \nu} \\
& -Z_{3}^{2} Z_{g}^{2} \frac{g^{2}}{4} f^{A B C} f^{C D E} G_{\mu}^{A} G_{\nu}^{B} G^{C \mu} G^{D \nu} \\
& +Z_{2} Z_{g} Z_{3}^{\frac{1}{2}} g \bar{q}_{i} T_{i j}^{A} \gamma^{\mu} q_{j} G_{\mu}^{A}+Z_{2} Z_{g} \tilde{Z}_{3}^{\frac{1}{2}} g f^{A B C}\left(\partial^{\mu} \chi^{A *}\right) \chi^{B} G_{\mu}^{C}, \tag{2.110}
\end{align*}
$$

the parameters for the counter terms are found to be

$$
\delta_{3}=Z_{3}-1, \quad \delta_{2}=Z_{2}-1, \quad \tilde{\delta}_{3}=\tilde{Z}_{3}-1
$$

$$
\begin{array}{rlrl}
\delta_{m}= & 25 \\
Z_{2} Z_{m}-1, & \delta_{3}^{3 g}=Z_{3}^{\frac{3}{2}} Z_{g}-1, & \delta_{3}^{4 g}=Z_{3}^{2} Z_{g}^{2}-1 \\
\delta_{1}=Z_{2} Z_{3}^{\frac{1}{2}} Z_{g}-1, & \tilde{\delta}_{1}=\tilde{Z}_{3} Z_{3}^{\frac{1}{2}} Z_{g}-1 . \tag{2.111}
\end{array}
$$

The counter terms are then treated as interaction terms in the Lagrangian and have corresponding Feynman rules. These then contribute to the calculation of Green functions at the desired order in perturbation theory. To fix the renormalization constants $Z_{i}$ one then determines their value such that they cancel the divergences which arise in computing the Green functions, in accordance with the selected renormalization scheme. In this thesis we use the $\overline{M S}$ scheme, for which only the divergent $\frac{1}{\epsilon}$ poles are subtracted, and not any of the other finite parts of the calculated loop diagrams. In this scheme the quantity $\mu$ introduced in (2.109) is re-expressed as

$$
\begin{equation*}
\mu_{\overline{M S}}=\frac{e^{\gamma_{E} / 2}}{\sqrt{4 \pi}} \mu \tag{2.112}
\end{equation*}
$$

So for example from the result given by (2.105), the quark field renormalization constant $Z_{2}$ will renormalize the theory at $\mathcal{O}\left(\alpha_{s}\right)$ in $\overline{M S}$ for

$$
\begin{equation*}
Z_{2}=1-\frac{\alpha_{s}}{4 \pi} C_{F} \frac{1}{\epsilon} . \tag{2.113}
\end{equation*}
$$

### 2.4.2 Renormalization group

The Renormalization Group [46, 47] is the group of transformations between different choices of renormalization scale $\mu$. The renormalization group equations (RGE) govern the change in renormalized quantities such as Greens functions and parameters (masses, couplings) with $\mu$, in differential form. Let us consider the strong coupling in (2.108) and derive the differential equations it obeys, keeping in mind that the bare parameters are $\mu$ independent. Consider the strong coupling which depends upon $\mu$ through the rescaling performed in order to obtain a dimensionless coupling in d spacetime dimensions. We re-express $g$ in (2.108) as

$$
\begin{equation*}
g(\mu)=Z_{g}^{-1} \mu^{-\epsilon} g_{b} \tag{2.114}
\end{equation*}
$$

and take the derivative of $g(\mu)$ with respect to $\mu$

$$
\begin{aligned}
\mu \frac{d}{d \mu} g(\mu) & =Z_{g}^{-1} g_{b}\left(\mu \frac{d}{d \mu} \mu^{-\epsilon}\right)+\mu^{-\epsilon} g_{b}\left(\mu \frac{d}{d \mu} Z_{g}^{-1}\right), \\
& =-\epsilon \mu^{-\epsilon} Z_{g}^{-1} g_{b}-\mu^{-\epsilon} g_{b} Z_{g}^{-2}\left(\mu \frac{d}{d \mu} Z_{g}\right)
\end{aligned}
$$

$$
=-\epsilon g(\mu)-g(\mu) \frac{1}{Z_{g}}\left(\frac{d}{d \ln \mu} Z_{g}\right) .
$$

This can be written in terms of the QCD beta function

$$
\begin{equation*}
\mu \frac{d}{d \mu} g(\mu)=\beta(\epsilon, g(\mu)), \tag{2.115}
\end{equation*}
$$

where the definition of $\beta(\epsilon, g(\mu))$ valid in $d$ dimensions is explicitly

$$
\begin{equation*}
\beta(\epsilon, g(\mu))=-\epsilon g(\mu)-g(\mu) \frac{1}{Z_{g}}\left(\frac{d}{d \ln \mu} Z_{g}\right) . \tag{2.116}
\end{equation*}
$$

For $Z_{g}$ in the $\overline{M S}$ scheme to $\mathrm{L} . \mathrm{O}$ given as

$$
\begin{equation*}
Z_{g}=1+\frac{g_{b}^{2}}{32 \pi^{2}} \frac{1}{\epsilon}\left(-11+\frac{2 N_{f}}{3}\right), \tag{2.117}
\end{equation*}
$$

where $N_{f}$ is the number of active quark flavours and where it is understood that in the dimensional regularization scheme, the $\frac{1}{\epsilon}$ pole is pre-multiplied by the same factor as the logarithm of $\mu$ appearing in the calculation of $Z_{g}$. Then differentiating with respect to (2.117) and taking the limit as $\epsilon \rightarrow 0$ in $d \rightarrow 4$ of (2.116) gives

$$
\begin{equation*}
\beta(g)=-\beta_{0} \frac{g^{3}}{16 \pi^{2}}, \tag{2.118}
\end{equation*}
$$

with $\beta_{0}=\frac{11 N-2 N_{f}}{3}$, and $N$ is the number of colours. Then at leading order, the RGE for the strong coupling is given by

$$
\begin{equation*}
\mu \frac{d}{d \mu} g(\mu)=-\beta_{0} \frac{g(\mu)^{3}}{16 \pi^{2}}, \tag{2.119}
\end{equation*}
$$

and solving this will give the value of the strong coupling at scale $\mu$ at leading order in perturbation theory. We give this example here as it will be useful in explaining how the RG is used in renormalization group improved effective field theory.

### 2.5 Effective Field Theory

### 2.5.1 Weak effective Hamiltonian

An Effective Field Theory (EFT) is a framework adopted in order to find the simplest way to encapsulate the most important physics for the problem. The type of EFT applicable to $B$ meson processes is a "top down" EFT in that we have knowledge of the theory
at higher energy scales, but for greater simplicity in calculations, it is useful to obtain a theory valid at lower energies containing only the relevant degrees of freedom. The guiding principle in such an endeavour is that in order to describe physics at a scale $\mu$, we need not have detailed knowledge of the dynamics at much higher scales $\Lambda \gg \mu$ thus we may remove from the lower energy theory the degrees of freedom not relevant, and focus on interactions involving those that are. In $B$ meson decays there is a wide variation in scales within the problem. These include $\Lambda_{Q C D}, m_{b}, M_{W}$ where $\Lambda_{Q C D} \ll m_{b} \ll M_{W}$. $\Lambda_{Q C D}$ is the so called "soft scale" and this is the scale at which perturbation theory breaks down and non perturbative methods must be applied. The natural scale in the decay of a $B$ meson is the b quark mass, given that the b quark is the "heavy" quark in the meson and when the meson decays at rest the most energy which can go into decay products will be proportional to this. Then $M_{W}$ is the so called "hard scale" at which we "integrate out " the mass of the W boson. In QCD the relevant expansion parameter is the strong coupling $\alpha_{s}(\mu)$ which is a valid expansion parameter down to scales $\mu \sim 1 \mathrm{GeV}$. If we consider $\mathbf{a} \mathbf{b}$ decay $b \rightarrow c \bar{c} s$ then the appropriate scale at which to renormalize the effective operators is the characteristic scale of the problem $\mu=\mathcal{O}\left(m_{b}\right)$. Figure 2.1 depicts the reduction of a full amplitude to an effective amplitude in diagrammatic from, and is a generalization of the Fermi theory for $\beta$ decays $[48,49,50]$.

Mathematically, according to the momentum space Feynman rues the full amplitude for


Figure 2.1: Full theory to effective theory
the diagram on the lhs is

$$
\begin{equation*}
\mathcal{A}_{\text {full }}=i g_{2}^{2} \frac{V_{c s}^{*} V_{c b}}{8} \bar{u}_{s}^{\alpha} \gamma_{\mu}\left(1-\gamma_{5}\right) u_{c}^{\alpha}\left(\frac{\eta^{\mu \nu}}{q^{2}-M_{W}^{2}+i \epsilon}\right) \bar{u}_{c}^{\beta} \gamma_{\nu}\left(1-\gamma_{5}\right) u_{b}^{\beta} . \tag{2.120}
\end{equation*}
$$

with $q^{2}$ the momentum squared of the $W$ boson, $u_{q}$ the spinors for the quark fields, $\alpha, \beta=$ $1,2,3 S U_{C}(3)$ colour indices. As this process really describes a $b \rightarrow c \bar{c} s$ transition, the momentum release available is of the order $q^{2} \sim m_{b}^{2} \ll M_{W}^{2}$. We can perform a Taylor expansion in $\frac{q^{2}}{M_{W}^{2}}$ on the propagator to give

$$
\begin{equation*}
-\left.i \frac{\eta^{\mu \nu}}{q^{2}-M_{W}^{2}+i \epsilon}\right|_{q^{2} \ll M_{W}^{2}}=\frac{i \eta^{\mu \nu}}{M_{W}^{2}}+\mathcal{O}\left(\frac{q^{2}}{M_{W}^{2}}\right) . \tag{2.121}
\end{equation*}
$$

This makes the propagator at LO effectively a constant and removes the heavy $W$ degree of freedom from the theory. We can write this now as an effective interaction valid for $q^{2} \ll M_{W}^{2}$

$$
\begin{equation*}
\mathcal{A}_{\text {full }} \rightarrow-i g_{2}^{2} \frac{V_{c s}^{*} V_{c b}}{8 M_{W}^{2}}\left[\bar{u}_{s}^{\alpha} \gamma^{\mu}\left(1-\gamma_{5}\right) u_{c}^{\alpha}\right]\left[\bar{u}_{c}^{\beta}(p) \gamma_{\mu}\left(1-\gamma_{5}\right) u_{b}^{\beta}\right]+\mathcal{O}\left(\frac{q^{2}}{M_{W}^{2}}\right) . \tag{2.122}
\end{equation*}
$$

We can obtain the identical result by writing down an Effective $\Delta B=1$ Hamiltonian comprised of only two four fermion operators

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}=\frac{G_{F}}{\sqrt{2}} V_{c b V_{c s}} \sum_{i=1}^{2} C_{i} Q_{i} \tag{2.123}
\end{equation*}
$$

where the Fermi constant $G_{F}$ is

$$
\begin{equation*}
\frac{G_{F}}{\sqrt{2}}=\frac{g_{2}^{2}}{8 M_{W}^{2}}, \quad \quad G_{F}=1.16639 \times 10^{-5} \mathrm{GeV}^{-2} \tag{2.124}
\end{equation*}
$$

and where the operators $Q_{i}$ are defined as

$$
\begin{equation*}
Q_{1}=\left(\bar{c}_{L}^{\alpha} \gamma_{\mu} b_{L}^{\beta}\right)\left(\bar{s}_{L}^{\beta} \gamma^{\mu} c_{L}^{\alpha}\right), \quad Q_{2}=\left(\bar{c}_{L}^{\alpha} \gamma_{\mu} b_{L}^{\alpha}\right)\left(\bar{s}_{L}^{\beta} \gamma^{\mu} c_{L}^{\beta}\right) \tag{2.125}
\end{equation*}
$$

We obtain the same amplitude as given in (2.122) by calculating the rhs of Figure 2.1 where the circled crosses denote the vector minus axial vector $(V-A)$ currents in operators $Q_{i}$.

$$
\begin{equation*}
\mathcal{A}_{\mathrm{eff}}=\frac{G_{F}}{\sqrt{2}} V_{c s}^{*} V_{c b}\left[C_{1}\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }}+C_{2}\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }}\right] \tag{2.126}
\end{equation*}
$$

We define the tree level matrix elements to be

$$
\begin{equation*}
\left\langle Q_{i}\right\rangle_{p}^{\text {Tree }}=\left\langle s\left(\vec{p}^{\prime}\right), c\left(\vec{p}_{c}^{\prime}\right)\right| Q_{1}(0)\left|c\left(\vec{p}_{c}\right), b(\vec{p})\right\rangle+\mathcal{O}\left(\alpha_{s}\right) \tag{2.127}
\end{equation*}
$$

and explicitly at tree level they are simple products of quark field bilinears

$$
\begin{align*}
& \left\langle Q_{1}\right\rangle_{p}^{\text {Tree }}=\left[\bar{u}_{s}^{\alpha} \gamma^{\mu}\left(1-\gamma^{5}\right) u_{c}^{\beta}\right]\left[\bar{u}_{c}^{\beta} \gamma_{\mu}\left(1-\gamma_{5}\right) u_{b}^{\alpha}\right]  \tag{2.128}\\
& \left\langle Q_{2}\right\rangle_{p}^{\text {Tree }}=\left[\bar{u}_{s}^{\alpha} \gamma^{\mu}\left(1-\gamma^{5}\right) u_{c}^{\alpha}\right]\left[\bar{u}_{c}^{\beta} \gamma_{\mu}\left(1-\gamma_{5}\right) u_{b}^{\beta}\right] \tag{2.129}
\end{align*}
$$

Therefore the effective amplitude corresponding to the rhs in figure 2.1 is

$$
\begin{array}{r}
\mathcal{A}_{\mathrm{eff}}=-\frac{G_{F}}{\sqrt{2}} V_{c s}^{*} V_{c b}\left(C_{1}\left[\bar{u}_{s}^{\alpha} \gamma^{\mu}\left(1-\gamma^{5}\right) u_{c}^{\beta}\right]\left[\bar{u}_{c}^{\beta} \gamma_{\mu}\left(1-\gamma_{5}\right) u_{b}^{\alpha}\right]+\right. \\
\left.+C_{2}\left[\bar{u}_{s}^{\alpha} \gamma^{\mu}\left(1-\gamma^{5}\right) u_{c}^{\alpha}\right]\left[\bar{u}_{c}^{\beta} \gamma_{\mu}\left(1-\gamma_{5}\right) u_{b}^{\beta}\right]\right) \tag{2.130}
\end{array}
$$

Then by matching (2.122) onto $i$ times (2.130) we can determine the Wilson coefficients $C_{1}$ and $C_{2}$ at tree level to be

$$
\begin{equation*}
C_{1}\left(M_{W}\right)=0, \quad C_{2}\left(M_{W}\right)=1 \tag{2.131}
\end{equation*}
$$

The reason that $C_{1}$ is zero at tree level is because there are no gluonic colour index changing contributions. The weak W boson does not change colour and so the two quark currents have the same $S U_{C}(3)$ index. The weak effective Hamiltonian in (2.123) is the starting point of the effective theory and is an Operator Product Expansion (OPE), first introduced by [51,52,53,54]. In the following section, we discuss this in greater detail.

### 2.5.2 Operator Product Expansion

The Operator Product Expansion was proposed as a generalization the equal time commutator of two fields $X(x)$ and $Y(y)$ by [51]. This approach is applied to the time ordered product of operators under similar conditions as was later introduced in [52]. Following [55], in position space, the bi-local time ordered product (defined in (A.14)) of operators placed at different space time points a distance $z$ apart, can be systematically expanded in local operators multiplied by coefficient functions, in the limit as $z \rightarrow 0$. That is

$$
\begin{equation*}
T\left[Q_{a}(z) Q_{b}(0)\right]=\sum_{k} C_{a b k}(z) \mathcal{O}_{k}(0) . \tag{2.132}
\end{equation*}
$$

The coefficients $C_{a b k}(z)$ are independent of the matrix elements of the operators on the left hand side and right hand sides, under the condition that the external states have momentum components which are small compared to the inverse separation. Moreover, the coefficients are calculated in perturbation theory in an expansion in the QCD coupling $\alpha_{s}$
due to the "short distance" effects being contained in the coefficients and all non perturbative "long distance" effects occurring at scales much larger than $z$. Or, to cast this in a slightly different light, the momentum space expression for the OPE is

$$
\begin{equation*}
\int d^{4} z e^{i q \cdot z} T\left[Q_{a}(z) Q_{b}(0)\right]=\sum_{k} C_{a b k}(q) \mathcal{O}_{k}(0) \tag{2.133}
\end{equation*}
$$

In this case, the limit is $q \rightarrow \infty$, which the Fourier transform relates to $z \rightarrow 0$. Thus we can think of the expansion in terms of matrix elements representing "low energy" non perturbative parts and coefficient functions containing the "high energy" scales. Since again the strong coupling becomes asymptotically small for high scales the coefficients can be computed in perturbation theory.
The method of moving from a high energy theory to a low energy effective theory depicted in Figure 2.1 and discussed in subsection 2.5.1 can be viewed as an OPE as was introduced in [54]. As long as the momentum scale relevant for the decaying meson is much lower than the mass of the particle we wish to " integrate out", we can express the amplitude describing the weak decay of a meson as

$$
\begin{equation*}
\mathcal{A}=\left\langle\mathcal{H}_{\mathrm{eff}}\right\rangle=\frac{G_{F}}{\sqrt{2}} V_{C K M} \sum_{i} C_{i}\left(\mu, M_{W}\right)\left\langle Q_{i}(\mu)\right\rangle . \tag{2.134}
\end{equation*}
$$

Here the factor $V_{C K M}$ is schematic, it will be different for different operators and contain a combination of CKM matrix elements. In (2.134) the application of the OPE formalism has again achieved a separation of scales, the short distance, high energy physics belongs to the perturbatively calculable Wilson coefficients $C_{i}(\mu)$ and the long distance, low energy physics to the non perturbative matrix elements of local operators $\left\langle Q_{i}(\mu)\right\rangle$ and $\mu$ is the scale of separation between the two regimes. Degrees of freedom with mass higher than $\mu$ are removed from the theory, but their existence is remembered by the Wilson coefficients.

The physical amplitude cannot depend upon the factorization scale, which therefore should cancel out in between the Wilson coefficients and the operator matrix elements. The Wilson coefficients, as has been mentioned above, can be calculated perturbatively, however large logarithms of the form $\ln \left(\frac{M_{W}}{\mu}\right)$ spoil the perturbative expansion due to the large separation of scales present on weak meson decays. In order to address this problem, we must employ the Renormalization Group formalism to sum up these large logarithms to all orders in perturbation theory. After this, one may use this " renormalization
group improved perturbation theory" to calculate the coefficients. The operator matrix elements can be treated separately and these require non perturbative methods such as Lattice gauge theory, Heavy Quark Effective Theory (HQET), Heavy Quark Expansion (HQE), $\frac{1}{N}$ counting rules and so on.

### 2.5.3 Operator renormalization

The operators in the Weak effective Hamiltonian are renormalized in a way analogous to that of the quark fields, they are rescaled by a multiplicative renormalization constant, which is adjusted according to a renormalization condition to remove ultra violet divergences order by order in perturbation theory. In the case of an operator basis, the renormalization constant is replaced with a renormalization matrix which leads to operator mixing. Here and in what follows, where initial and final states are not explicitly labelled, we denote the matrix elements of operators with hadronic initial and final states $I, F$ as

$$
\begin{equation*}
\langle F| Q|I\rangle:=\langle Q\rangle, \tag{2.135}
\end{equation*}
$$

and the matrix elements of operators with partonic initial and final states $i, f$ as

$$
\begin{equation*}
\langle f| Q|i\rangle:=\langle Q\rangle_{p}, \tag{2.136}
\end{equation*}
$$

where in the latter case, the subscript $p$ stands for partonic. In this section, the expectation value of an operator given by (2.136) denotes amputated Greens functions with operator insertion. In the partonic case this is evaluated using LSZ reduction formula or by computing Feynman diagrams. in the hadronic case as in (2.135) which will become relevant in later sections, this represents a non perturbative quantity and as such will be parameterised in terms of non perturbative quantities such as decay constants, form factors and bag factors computed using Lattice QCD (LQCD), Light Cone Sum Rules (LCSR), or QCD Factorization (QCDF) etc.
To illustrate this let us consider an example of the $\mathcal{O}\left(\alpha_{s}\right)$ corrections to tree level matrix elements of $Q_{1}^{c}$ and $Q_{2}^{c}$ shown already in subsection 2.5.1. Considering the Hamiltonian given in (2.123), the QCD corrections to the matrix elements of $Q_{1}$ and $Q_{2}$ are calculated by evaluating and summing up the 6 diagrams shown in figure 2.2.


Figure 2.2: QCD corrections to effective $b \rightarrow c \bar{c} s$ operators. Circled crosses denote the current current operator structure.

That is

$$
\begin{equation*}
\mathcal{A}(b \rightarrow c \bar{c} s)=\frac{4 G_{F}}{\sqrt{2}} V_{c b} V_{c s}^{*}\langle s \bar{c} c|\left(C_{1}(\mu) Q_{1}(\mu)+C_{2}(\mu) Q_{2}(\mu)\right)|b\rangle+\mathcal{O}\left(\alpha_{s}^{2}\right) \tag{2.137}
\end{equation*}
$$

The corresponding divergent amputated Green functions of (2.137) are then obtained, assuming all quarks have the same momenta $p$ and setting all quark masses to zero, as

$$
\begin{align*}
\left\langle Q_{1}\right\rangle_{p}= & \left\langle Q_{1}\right\rangle_{p}^{\text {Tree }}+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }} \\
& -3 \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }}+\frac{3}{N} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }} \\
& +4 \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left[\left\langle E_{2}^{2}\right\rangle_{p}^{\text {Tree }}-\left\langle E_{1}^{1}\right\rangle_{p}^{\text {Tree }}\right] \\
\left\langle Q_{2}\right\rangle_{p}= & \left\langle Q_{2}\right\rangle_{p}^{\text {Tree }}+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }} \\
& -3 \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }}+\frac{3}{N} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }} \\
& +\frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left[\left\langle E_{1}^{1}\right\rangle_{p}^{\text {Tree }}-4\left\langle E_{2}^{1}\right\rangle_{p}^{\text {Tree }}+\frac{1}{N}\left(\left\langle E_{2}^{2}\right\rangle_{p}^{\text {Tree }}-4\left\langle E_{2}^{1}\right\rangle_{p}^{\text {Tree }}\right)\right] \tag{2.138}
\end{align*}
$$

The evanescent operators $E_{1(2)}^{1(2)}$ will only yield constant and finite contributions and are not relevant for finding the leading order anomalous dimension matrix. So dropping finite
and constant terms leaves

$$
\begin{align*}
\left\langle Q_{1}\right\rangle_{p}= & \left(1+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\right)\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }} \\
& -3 \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }}+\frac{3}{N} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }}  \tag{2.139}\\
\left\langle Q_{2}\right\rangle_{p}= & \left(1+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\right)\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }} \\
& -3 \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }}+\frac{3}{N} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }} \tag{2.140}
\end{align*}
$$

To renormalize the operators a similar procedure is performed as that for fields and parameters except for composite operators an extra renormalization must be performed. This is because at $\mathcal{O}\left(\alpha_{s}\right)$ the colour structure of the interactions generate linear combinations of operators $Q_{1}$ and $Q_{2}$ and so counter terms for both operators are required. This comes about by the QCD coupling to quarks involving an $S U_{C}(3)$ matrix which generates an extra colour structure. In analogy with (2.108) the relation between bare and renormalized operators is

$$
\begin{equation*}
Q_{i}^{b}=Z_{i j} Q_{j} \quad i, j=1,2 \tag{2.141}
\end{equation*}
$$

and it is understood that the composite operator is comprised of bare quark fields. The corresponding relation for the amputated Greens functions is

$$
\begin{equation*}
\left\langle Q_{i}\right\rangle_{p}^{b}=Z_{2}^{2} Z_{i j}\left\langle Q_{j}\right\rangle_{p} \quad i, j=1,2 \tag{2.142}
\end{equation*}
$$

with $Z_{2}$ the quark field renormalization constant which in $\overline{M S}$ scheme is given by (2.113). Expressing then the amputated Green functions of (2.139) and (2.140) as prescribed in (2.142)

$$
\begin{align*}
\left\langle Q_{1}\right\rangle_{p}^{(b)}= & \left(1+2 C_{F} \frac{\alpha_{s}}{4 \pi} \ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }} \\
& -3 \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }}+\frac{3}{N} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }} \tag{2.143}
\end{align*}
$$

$$
\begin{align*}
\left\langle Q_{2}\right\rangle_{p}^{(b)}= & \left(1+2 C_{F} \frac{\alpha_{s}}{4 \pi} \ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }} \\
& -3 \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }}+\frac{3}{N} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }} \tag{2.144}
\end{align*}
$$

the quark field renormalization factor has removed the pole in the first term of (2.143) and (2.144) and we can read off the expression for the renormalization matrix in the $\overline{M S}$ scheme to be

$$
Z=1+\frac{\alpha_{s}}{4 \pi} \frac{1}{\epsilon}\left(\begin{array}{cc}
\frac{3}{N} & -3  \tag{2.145}\\
-3 & \frac{3}{N}
\end{array}\right) .
$$

So that the renormalized amputated Green functions on the RHS of (2.142) are now finite in the limit as $\epsilon \rightarrow 0$ and are given to $\mathcal{O}\left(\alpha_{s}^{2}\right)$ by

$$
\begin{align*}
& \left\langle Q_{1}\right\rangle_{p}=\left(1+2 C_{F} \frac{\alpha_{s}}{4 \pi} \ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }} \\
& \quad-3 \frac{\alpha_{s}}{4 \pi} \ln \left(\frac{\mu^{2}}{-p^{2}}\right)\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }}+\frac{3}{N} \frac{\alpha_{s}}{4 \pi} \ln \left(\frac{\mu^{2}}{-p^{2}}\right)\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }},  \tag{2.146}\\
& \left\langle Q_{2}\right\rangle_{p}=\left(1+2 C_{F} \frac{\alpha_{s}}{4 \pi} \ln \left(\frac{\mu^{2}}{-p^{2}}\right)\right)\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }} \\
& \quad-3 \frac{\alpha_{s}}{4 \pi} \ln \left(\frac{\mu^{2}}{-p^{2}}\right)\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }}+\frac{3}{N} \frac{\alpha_{s}}{4 \pi} \ln \left(\frac{\mu^{2}}{-p^{2}}\right)\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }} . \tag{2.147}
\end{align*}
$$

Finally, the renormalized amplitude in the effective theory is given by

$$
\begin{align*}
\mathcal{A}_{\mathrm{eff}}=\frac{4 G_{F}}{\sqrt{2}} V_{c b} V_{c s}^{*} & {\left[C_{1}(\mu)\left(d_{1}\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }}+d_{2}\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }}\right)\right.} \\
& \left.+C_{2}(\mu)\left(d_{1}\left\langle Q_{2}\right\rangle_{p}^{\text {Tree }}+d_{2}\left\langle Q_{1}\right\rangle_{p}^{\text {Tree }}\right)\right]+\mathcal{O}\left(\alpha_{s}^{2}\right) \tag{2.148}
\end{align*}
$$

with the coefficients $d_{1}, d_{2}$

$$
\begin{align*}
& d_{1}=1+2 C_{F} \frac{\alpha_{s}}{4 \pi} \ln \left(\frac{\mu^{2}}{-p^{2}}\right)+\frac{3}{N} \frac{\alpha_{s}}{4 \pi} \ln \left(\frac{\mu^{2}}{-p^{2}}\right)  \tag{2.149}\\
& d_{2}=-3 \frac{\alpha_{s}}{4 \pi} \ln \left(\frac{\mu^{2}}{-p^{2}}\right) \tag{2.150}
\end{align*}
$$

We have calculated the QCD corrections to the matrix elements of the operators in the effective Hamiltonian (2.123) and obtained their renormalization matrix and subsequently know the renormalized amputated Green functions and renormalized amplitude in the effective theory at some scale $\mu$. However, in order to calculate the Wilson coefficients
$C_{1}$ and $C_{2}$, one needs to compute the $\mathcal{O}\left(\alpha_{s}\right)$ corrections to $\mathcal{A}_{\text {full }}$ given in (2.120), and "match" this onto the result $\mathcal{A}_{\text {eff }}$ given in (2.148). We do not do this here, however it is detailed in [44]. The coefficients so obtained will contain $\mu$ dependent logarithms of the form $\alpha_{s}(\mu) \ln \left(\frac{M_{W}^{2}}{\mu^{2}}\right)$ which are only small, if the subtraction point is $\mu \approx M_{W}$. However the characteristic scale of the problem in $b \rightarrow c \bar{c} s$ transitions is $\mu \approx m_{b}$ and hence the natural scale at which to obtain results. In the next section we will introduce the application of renormalization group to improve the EFT outlined above, such that large logarithms are resummed by solving the renormalization group equations.

### 2.5.4 Renormalization group improvement of EFT

The renormalization group equation for the amputated Green functions is analogous to (2.119) shown in 2.4 and is obtained by the same principles. It is written as

$$
\begin{equation*}
\mu \frac{d}{d \mu}\langle Q(\mu)\rangle_{p, i}=-\gamma_{i j}\langle Q(\mu)\rangle_{p, j} \tag{2.151}
\end{equation*}
$$

with the anomalous dimension matrix (ADM) given as an expansion in the strong coupling to be

$$
\begin{equation*}
\hat{\gamma}=\frac{\alpha_{s}}{4 \pi} \hat{\gamma}^{(0)}+\mathcal{O}\left(\alpha_{s}^{2}\right) \tag{2.152}
\end{equation*}
$$

Where our notational conventions are that where the symbol is shown with a 'hat' as in $\hat{\gamma}$, we are referring to a matrix, and where the symbol is given without the 'hat' but with indices as in $\gamma_{i j}$, we are referring to the component of $\hat{\gamma}$ with indices $i, j$. Having prior knowledge of the renormalization matrix of (2.145) leads to a simple way of obtaining the anomalous dimension. Since the coefficients of the $\frac{1}{\epsilon}$ poles in (2.139) and (2.140) are the same coefficients of the $\mu^{2}$ dependent logarithms when using the dimensional regularization scheme, we obtain the anomalous dimension matrix by direct differentiation of the divergent parts of (2.143) and (2.144), with respect to $\mu$. That is

$$
\mu \frac{d}{d \mu}\binom{\left\langle Q_{1}\right\rangle_{p}^{b}}{\left\langle Q_{2}\right\rangle_{p}^{b}}=\frac{\alpha_{s}}{4 \pi}\left(\begin{array}{cc}
\frac{6}{N} & -6  \tag{2.153}\\
-6 & \frac{6}{N}
\end{array}\right)\binom{\left\langle Q_{1}\right\rangle_{p}^{\text {tree }}}{\left\langle Q_{2}\right\rangle_{p}^{\text {tree }}}+\mathcal{O}\left(\alpha_{s}^{2}\right)
$$

by comparison with (2.151) then

$$
\hat{\gamma}^{(0)}=\left(\begin{array}{cc}
-\frac{6}{N} & 6  \tag{2.154}\\
6 & -\frac{6}{N}
\end{array}\right) .
$$

Due to the $\mu$ independence of the Hamiltonian, the RGE of (2.151) holds also for the Wilson coefficients. For later chapters, it will be instructive here to demonstrate in this relatively simple case how the solution to this differential equation will give the evolution of the coefficients with scale $\mu$. At leading logarithmic order, the RGE for the Wilson coefficients is

$$
\begin{equation*}
\mu \frac{d}{d \mu} \vec{C}(\mu)=\frac{\alpha_{s}}{4 \pi}\left(\hat{\gamma}^{(0)}\right)^{T} \vec{C}(\mu) \tag{2.155}
\end{equation*}
$$

and the initial conditions are the Wilson coefficients renormalized at the scale $\mu_{0}$, obtained by the matching the full theory on to the effective theory at $\mathcal{O}\left(\alpha_{s}\right)$. We solve (2.155) by transforming to a basis in which the ADM is diagonal. The coefficients in the new basis are

$$
\begin{equation*}
C_{+}(\mu)=\frac{1}{\sqrt{2}}\left(C_{1}(\mu)+C_{2}(\mu)\right), \quad C_{-}(\mu)=\frac{1}{\sqrt{2}}\left(C_{1}(\mu)-C_{2}(\mu)\right) \tag{2.156}
\end{equation*}
$$

so that in this basis the RGE becomes

$$
\begin{equation*}
\mu \frac{d}{d \mu} C_{ \pm}(\mu)=\frac{\alpha_{s}}{4 \pi} \lambda_{ \pm} C_{ \pm}(\mu) \tag{2.157}
\end{equation*}
$$

with the eigenvalues of (2.154) given by $\lambda_{ \pm}=-6\left(\frac{1}{N} \pm 1\right)$. Solving (2.157) is straight forward, using the relation between the strong coupling and the QCD beta function

$$
\begin{equation*}
\mu \frac{d}{d \mu}=\mu \frac{d}{d \alpha_{s}} \frac{d \alpha_{s}}{d \mu}=\beta\left(\alpha_{s}\right) \frac{d}{d \alpha_{s}}=-2 \beta^{(0)} \frac{\alpha_{s}^{2}}{4 \pi} \frac{d}{d \alpha_{s}}+\mathcal{O}\left(\alpha_{s}^{3}\right), \tag{2.158}
\end{equation*}
$$

we may write

$$
\begin{equation*}
\int_{C_{ \pm}\left(\mu_{0}\right)}^{C_{ \pm}(\mu)} \frac{d C_{ \pm}^{\prime}\left(\mu^{\prime}\right)}{C_{ \pm}^{\prime}\left(\mu^{\prime}\right)}=-\frac{\lambda_{ \pm}}{2 \beta_{0}} \int_{\alpha\left(\mu_{0}\right)}^{\alpha(\mu)} \frac{d \alpha^{\prime}\left(\mu^{\prime}\right)}{\alpha^{\prime}\left(\mu^{\prime}\right)} \tag{2.159}
\end{equation*}
$$

and upon integration and exponentiation obtain the solution

$$
\begin{equation*}
C_{ \pm}(\mu)=\left(\frac{\alpha\left(\mu_{0}\right)}{\alpha(\mu)}\right)^{\frac{\lambda_{ \pm}}{2 \beta_{0}}} C_{ \pm}\left(\mu_{0}\right) \tag{2.160}
\end{equation*}
$$

Transforming back to the original basis gives the leading logarithmic relation between the coefficients at scale $\mu$ in terms of the coefficients at the scale $\mu_{0}$

$$
\binom{C_{1}(\mu)}{C_{2}(\mu)}=\frac{1}{2}\left(\begin{array}{ll}
\eta^{+}+\eta^{-} & \eta^{+}-\eta^{-}  \tag{2.161}\\
\eta^{+}-\eta^{-} & \eta^{+}+\eta^{-}
\end{array}\right)\binom{C_{1}\left(\mu_{0}\right)}{C_{2}\left(\mu_{0}\right)}
$$

where

$$
\begin{equation*}
\eta^{ \pm}=\left(\frac{\alpha\left(\mu_{0}\right)}{\alpha(\mu)}\right)^{\frac{\lambda_{ \pm}}{2 \beta_{0}}} \tag{2.162}
\end{equation*}
$$

This result enables the accurate calculation of Wilson coefficients at a scale $\mu$ in terms of the coefficients of operators renormalized at scale $\mu_{0}$. The Wilson coefficients $C_{i}\left(\mu_{0}\right)$ contain no large logarithms.

### 2.6 Heavy Quark Effective Theory

Here we briefly describe the Heavy Quark Effective Theory (HQET) [56, 57, 58] and state some results and make some definitions required for later chapters. Where known results are stated we refer to the development in [59]. In Heavy Quark Effective Theory one considers a single heavy quark inside a hadron which moves with a velocity comparable to that of the hadron and interacts softly with light degrees of freedom inside the hadron. The momentum of an on shell heavy quark is $p=m_{Q} v$ and the momentum of an off shell heavy quark is $p=m_{Q} v+k$ where $k$ is the residual momentum, which determines the amount by which the quark is "off shell" due to interaction. $v^{\mu}$ is a four velocity and $v^{2}=1$. It is convenient to define a heavy quark field as

$$
\begin{equation*}
Q(x)=e^{-i m_{Q} v \cdot x}\left[h_{v}(x)+H_{v}(x)\right] \tag{2.163}
\end{equation*}
$$

where the new fields are

$$
\begin{equation*}
h_{v}(x)=e^{i m_{Q} v \cdot x} P^{+} Q(x) \quad H_{v}(x)=e^{i m_{Q} v \cdot x} P^{-} Q(x), \tag{2.164}
\end{equation*}
$$

and with the velocity dependent projectors defined as

$$
\begin{equation*}
P^{ \pm}=\frac{\mathbb{1} \pm \psi}{2} . \tag{2.165}
\end{equation*}
$$

The following relations hold due to the projectors

$$
\begin{equation*}
\psi h_{v}(x)=h_{v}(x), \quad \psi H_{v}(x)=-H_{v}(x) . \tag{2.166}
\end{equation*}
$$

The HQET is obtained from the QCD Lagrangian by substitution of (2.163) in to the part of the Lagrangian for the heavy quark

$$
\begin{equation*}
\mathcal{L}_{\text {eff }}=\bar{Q}(x)\left(i \not D-m_{Q}\right) Q(x) \tag{2.167}
\end{equation*}
$$

$$
\begin{align*}
\mathcal{L}_{\mathrm{eff}}= & \left(e^{i m_{Q} v \cdot x}\left(\bar{h}_{v}(x)+\bar{H}_{v}(x)\right)\right)\left(i \not D-m_{Q}\right)\left(e^{-i m_{Q} v \cdot x}\left(h_{v}(x)+H_{v}(x)\right)\right) \\
= & \bar{h}_{v}(x)\left(m_{Q} \psi+i \not D\right) h_{v}(x)+\bar{h}_{v}(x)\left(m_{Q} \psi+i \not D\right) H_{v}(x)+ \\
& +\bar{H}_{v}(x)\left(m_{Q} \psi+i \not D\right) h_{v}(x)+\bar{H}_{v}(x)\left(m_{Q} \psi+i \not D\right) H_{v}(x) \\
& -m_{Q}\left(\bar{h}(x)_{v} h_{v}(x)+\bar{H}(x)_{v} h_{v}(x)+\bar{h}(x)_{v} H_{v}(x)+\bar{H}(x)_{v} H_{v}(x)\right) \tag{2.168}
\end{align*}
$$

using (2.166) we find the mass terms for the $h_{v}$ field cancel and acting with $P^{+}$and $P^{-}$ either side of the derivatives in the terms only involving $h_{v}(x)$ and $H_{v}(x)$ respectively, gives

$$
\begin{align*}
\mathcal{L}_{\text {eff }} & =\bar{h}_{v}(x)(i v \cdot D) h_{v}(x)-\bar{H}_{v}(x)\left(i v \cdot D+2 m_{Q}\right) H_{v}(x)+\bar{h}_{v}(x) i \not D H_{v}(x) \\
& +\bar{H}_{v}(x) i \not D h_{v}(x) . \tag{2.169}
\end{align*}
$$

Already we can see from (2.169) that $H_{v}$ appears to have a mass term with a mass parameter of twice the heavy quark mass, and the field $h_{v}$ does not have such a term. To remove the field $H_{v}$ from the Lagrangian at tree level we solve the equations of motion. These are derived in a similar manner as the Lagrangian. Given

$$
\begin{equation*}
\left(i \not D-m_{Q}\right) Q(x)=0 \tag{2.170}
\end{equation*}
$$

we find, substituting (2.163) into (2.170) and acting with the covariant derivatives on the exponential factors gives

$$
\begin{equation*}
\left[\left(i \not D+m_{Q} \not \psi\right) h_{v}(x)+\left(i \not D+m_{Q} \not \psi\right) H_{v}(x)-m_{Q}\left(h_{v}(x)+H_{v}(x)\right)\right]=0 \tag{2.171}
\end{equation*}
$$

and application of (2.166) leads to

$$
\begin{equation*}
i \not D h_{v}(x)+\left(i \not D-2 m_{Q}\right) H_{v}(x)=0 . \tag{2.172}
\end{equation*}
$$

To further reduce this we act from the left with the projector $P^{-}$of (2.165) and commute the $\psi$ terms with the covariant derivatives where

$$
\begin{equation*}
\psi \not D=2 v \cdot D-\not D \psi \tag{2.173}
\end{equation*}
$$

It is also convenient to project four vectors onto components parallel and perpendicular to the heavy quark velocity $v$. The we define the perpendicular component of any four
vector $x$ to be

$$
\begin{equation*}
x_{\perp}^{\mu}=x^{\mu}-x \cdot v v^{\mu} \tag{2.174}
\end{equation*}
$$

then (2.172) becomes

$$
\begin{align*}
& \frac{1}{2}(1-\psi)\left(i \not D h_{v}(x)+\left(i \not D-2 m_{Q}\right) H_{v}(x)\right)= \\
& \left.\frac{1}{2}\left(\left(i \not D h_{v}(x)+\left(i \not D-2 m_{Q}\right) H_{v}(x)\right)-\left(i(2 v \cdot D-\not D \psi)\left(h_{v}(x)+H_{v}(x)\right)+2 m_{Q} \psi\right) H_{v}(x)\right)\right) \\
& =i \not D_{\perp} h_{v}(x)-\left(i v \cdot D+2 m_{Q}\right) H_{v}(x)  \tag{2.175}\\
& \quad \Rightarrow H_{v}(x)=\frac{i \not D_{\perp}}{\left(i v \cdot D+2 m_{Q}\right)} h_{v}(x) \tag{2.176}
\end{align*}
$$

This demonstrates that the effects of the $H_{v}(x)$ field are $\mathcal{O}\left(\frac{1}{m_{Q}}\right)$ suppressed relative to $h_{v}(x)$. Now, let us substitute (2.176) into (2.163) to give

$$
\begin{equation*}
\mathcal{L}_{\text {eff }}=\bar{h}_{v}(x)\left((i v \cdot D)+i \not D_{\perp} \frac{1}{\left(i v \cdot D+2 m_{Q}\right)} \not D_{\perp}\right) h_{v}(x) \tag{2.177}
\end{equation*}
$$

because the derivatives acting on the field $h_{v}$ bring down powers of the residual momentum which by definition is $\mathcal{O}\left(\lambda_{Q C D}\right) \ll m_{Q}$ we may express the inverse operator $\left(i v \cdot D+2 m_{Q}\right)^{-1}$ as a derivative expansion as

$$
\begin{equation*}
\frac{1}{\left(i v \cdot D+2 m_{Q}\right)}=\frac{1}{2 m_{Q}} \sum_{k=0}^{\infty}\left(\frac{-i v \cdot D}{2 m_{Q}}\right)^{k} \tag{2.178}
\end{equation*}
$$

further using the fact that $\left.P^{+} h_{v}(x)=h\right) v(x)$ we use the identity

$$
\begin{equation*}
P_{+} i \not D_{\perp} i \not D_{\perp} P^{+}=P^{+}\left[\left(i \not D_{\perp}\right)^{2}+\frac{g_{s}}{2} \sigma_{\mu \nu} G^{\mu \nu}\right] P^{+} \tag{2.179}
\end{equation*}
$$

to give the HQET Lagrangian is to $\mathcal{O}\left(\frac{1}{m_{Q}^{2}}\right)$ as

$$
\begin{equation*}
\mathcal{L}_{\mathrm{eff}}=\bar{h}_{v}(x)(i v \cdot D) h_{v}(x)-\bar{h}_{v}(x) \frac{\left(\not D_{\perp}\right)^{2}}{2 m_{Q}} h_{v}(x)-\bar{h}_{v}(x) \frac{g_{s}}{4 m_{Q}} \sigma_{\mu \nu} G^{\mu \nu} h_{v}(x) \tag{2.180}
\end{equation*}
$$

In the heavy quark limit $m_{Q} \rightarrow \infty$

$$
\begin{equation*}
\left.\mathcal{L}_{\text {eff }}\right|_{m_{b} \rightarrow \infty}=\bar{h}_{v}(i v \cdot D) h_{v}(x) . \tag{2.181}
\end{equation*}
$$

### 2.7 Heavy Quark Expansion

### 2.7.1 An expansion in inverse powers of the heavy quark mass

The Heavy Quark Expansion (HQE) was introduced in [60], [61], [62], [63]. Here we will follow the reviews [64], [65] and [66]. To begin a quark is considered heavy if its mass term in the QCD Lagrangian has $m_{Q} \gg \Lambda_{Q C D}$. The hadron itself, denoted $H_{Q}$ is comprised of a heavy quark $Q$ and a light anti quark $\bar{q}$ and a cloud of quarks and gluons which acts to keep all the constituent parts together in a colourless bound state. In order to introduce the HQE it is taken as understood that the light constituents of the hadron have soft momenta of $\mathcal{O}\left(\Lambda_{Q C D}\right)$. The heavy quark is treated as a non relativistic object submerged in a soft gluon background field.
The HQE is an extension of the OPE and as such we begin with the transition operator which is the imaginary part of the bi-local product of the weak effective Hamiltonian $\mathcal{H}_{W}$

$$
\begin{equation*}
\mathcal{T}(Q \rightarrow F \rightarrow Q)=\operatorname{Im}\left\{i \int d^{4} x T\left[\mathcal{H}_{W}(x) \mathcal{H}_{W}(0)\right]\right\} \tag{2.182}
\end{equation*}
$$

If the energy released in the decay $H_{Q} \rightarrow F$ is sufficiently large, $\mathcal{T}$ may be expressed as an infinite sum of local operators of increasing dimension, suppressed by inverse powers of the heavy quark mass

$$
\begin{align*}
& \mathcal{T}= G_{F}^{2} m_{Q}^{5}\left|\hat{V}_{C K M}\right|^{2} \\
&=\sum_{j} \frac{c_{j}^{f}(\mu)}{m_{Q}^{d_{j}-3}} \mathcal{O}_{j} \\
&=G_{Q}^{2} m_{Q}^{5}\left|\hat{V}_{C K M}\right|^{2}\left(c_{3}^{(f)}(\mu) \bar{Q} Q+\frac{c_{5}^{(f)}(\mu)}{m_{Q}^{2}} \bar{Q} \frac{1}{2} \sigma \cdot G Q+\frac{c_{6}^{(f)}(\mu)}{m_{Q}^{3}} \mathcal{O}_{6}\right.  \tag{2.183}\\
&\left.\quad+\frac{c_{7}^{(f)}(\mu)}{m_{Q}^{4}} \mathcal{O}_{7}+\mathcal{O}\left(\frac{1}{m_{Q}^{5}}\right)\right)
\end{align*}
$$

where $\hat{V}_{C K M}$ schematically represents the relevant CKM matrix elements, $d_{j}$ is the dimension of the operator $\mathcal{O}_{j}$ and $\mu$ is the renormalization scale. There is no $\frac{1}{m_{Q}}$ term. The operators of dimension $d=6,7$ depend upon the spectator quark and are different depending upon terms arising in the bi-local product of Hamiltonians on the left hand side. For semi-leptonic and non leptonic decays, the HQE predicts that the the total inclusive rate for the decay of a heavy hadron to final state $f$ is given by

$$
\Gamma=\frac{G_{F}^{2} m_{Q}^{5}}{192 \pi^{3}}\left|\hat{V}_{C K M}\right|^{2}\left[c_{3}^{f}(\mu) \frac{\left\langle H_{Q}\right| \bar{Q} Q\left|H_{Q}\right\rangle(\mu)}{2 M_{H_{Q}}}+\frac{c_{5}^{f}(\mu)}{m_{Q}^{2}} \frac{\left\langle H_{Q}\right| \bar{Q} \frac{1}{2} \sigma \cdot G Q\left|H_{Q}\right\rangle(\mu)}{2 M_{H_{Q}}}+\right.
$$

$$
\begin{align*}
& \sum_{j} \frac{c_{6, j}^{f}(\mu)}{m_{Q}^{3}} \frac{\left\langle H_{Q}\right| \mathcal{O}_{j}^{(6)}\left|H_{Q}\right\rangle(\mu)}{2 M_{H_{Q}}}+\sum_{j} \frac{c_{7, j}^{f}(\mu)}{m_{Q}^{4}} \frac{\left\langle H_{Q}\right| \mathcal{O}_{j}^{(7)}\left|H_{Q}\right\rangle(\mu)}{2 M_{H_{Q}}} \\
& \left.+\mathcal{O}\left(\frac{1}{m_{Q}^{5}}\right)\right] \tag{2.184}
\end{align*}
$$

### 2.7.2 Individual terms in the HQE

The individual terms require some explanation. The first term is universal to all Q flavoured Hadron decay and is associated with the decay of a free quark. In HQET

$$
\begin{equation*}
\left\langle H_{Q}\right| \bar{Q} Q\left|H_{Q}\right\rangle=1-\frac{\mu_{\pi}\left(H_{Q}\right)^{2}-\mu_{G}\left(H_{Q}\right)^{2}}{2 m_{Q}^{2}}+\mathcal{O}\left(\frac{1}{m_{q}^{3}}\right) \tag{2.185}
\end{equation*}
$$

The two contributions are the matrix element of the kinetic operator $\mu_{\pi}^{2}$ and the matrix element of the chromomagnetic operator $\mu_{G}^{2}$ and are defined in the rest frame of the heavy hadron $H_{Q}$ to be

$$
\begin{align*}
\mu_{\pi}^{2}\left(H_{Q}\right) & =\frac{1}{2 M_{H_{Q}}}\left\langle H_{Q}\right| \bar{Q}(i \vec{D})^{2} Q\left|H_{Q}\right\rangle,  \tag{2.186}\\
\mu_{G}^{2}\left(H_{Q}\right) & =\frac{1}{2 M_{H_{Q}}}\left\langle H_{Q}\right| \bar{Q} \frac{g_{s}}{2} \sigma_{\mu \nu} G^{\mu \nu} Q\left|H_{Q}\right\rangle . \tag{2.187}
\end{align*}
$$

Here $(i \vec{D})^{2}=(i v \cdot D)^{2}-(i D)^{2}$. The kinetic part is analogous to the Lorenz factor because the lifetime for a particle in motion will increase due to time dilation. The chromomagnetic part is due describes the colour magnetic interaction of the heavy quark inside the hadron, with the gluon field. The second term is again associated with the chromomagnetic operator and arises from a two loop diagram involving the emission of a gluon from an internal quark like, it results in the chromomagnetic operator which again, due to its dimension, is suppressed by two powers of the heavy quark mass.

The third term contains dimension $d=6$ operators of the form

$$
\begin{equation*}
\mathcal{O}_{j}^{(6)}=\left(\bar{Q} \Gamma_{j} q\right)\left(\bar{q} \Gamma_{j} Q\right) \tag{2.188}
\end{equation*}
$$

where $\Gamma_{j}$ denotes generic Dirac and chiral structure. This term is associated with a oneloop diagram which called a weak annihilation diagram (for example the annihilation $b s \rightarrow c \bar{c}$ in the case of $H_{Q}=B_{s}^{(0)}$ [67]) and this is the first term in the HQE that is sensitive to the flavour of the spectator quark. The fourth term is associated with dimension $d=$

7 operators which are comprised either of dimension 6 operators such as those above multiplied by a power of the spectator quark mass or contain additional derivatives.

## Chapter 3

## Beyond the standard model in $b \rightarrow c \bar{c} s$

## transitions

Chapters 1-2 have focused upon known results, and now in this chapter we begin our presentation of novel research as detailed in[1,2]. To begin, we motivate our novel study of BSM in $b \rightarrow \bar{c} c s$ transitions in section 3.1 and give definitions of the weak Hamiltonian and operator basis constructed to perform the investigation in 3.2.

### 3.1 Why study new physics in $b \rightarrow c \bar{c} s$

The quark level $b \rightarrow c \bar{c} s$ transition contributes to a range of both CP conserving and CP violating processes providing a number of different ways to theoretically test for signs of physics beyond the standard model (BSM). One set of processes which have received a lot of attention in recent years are the rare semi-leptonic decays triggered by the $b \rightarrow s \bar{\ell} \ell$ transition. Anomalies exist in between theory and experiment in observables associated with these decays $[4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20]$, and have been the cause of much excitement due to their potential to be explained by the presence of new degrees of freedom.
In contrast, $b \rightarrow c \bar{c} s$ transitions also affect $B_{s}^{(0)}-\bar{B}_{s}^{(0)}$ mixing for which theoretical predictions of observables such as $\Delta \Gamma_{s}$ are currently in perfect agreement with experiment [68]. Another observable which provides a precise theoretical prediction in good agreement with experiment is the branching ratio for the total inclusive $\bar{B} \rightarrow X_{s} \gamma$ decay [69]. The purpose of this research is to determine effects produced by a complete set of dimension 6 four quark operators in a full compliment of processes to which they contribute in
order to both offer possible explanations for anomalies, and to obtain phenomenological constraints upon the couplings that accompany them in the effective Hamiltonian.

More precisely, we construct the most general set of $\Delta B=1$ dimension 6 effective operators which are allowed by the symmetries of the theory, and which mimic the $b \rightarrow c \bar{c} s$ transition in the effective theory, and add this to the SM weak effective Hamiltonian. These operators differ from those of the SM by their Dirac and chiral structure, and thus are used to calculate BSM contributions to observables associated with the following processes, which proceed at loop level: Rare semi leptonic decay through $b \rightarrow s \mu^{+} \mu^{-}$ transitions, Radiative decay through $b \rightarrow s \gamma$ transitions, $B_{s}^{(0)}-\bar{B}_{s}^{(0)}$ mixing and $B_{s}^{(0)}$ lifetimes. In addition we consider the $B_{d}^{0} \rightarrow J / \psi K_{S}$ hadronic decay through tree level $b \rightarrow c \bar{c} s$ transitions. Signs of new physics appear in three forms in our explorative study: i) as shifts to SM Wilson coefficients $C_{1}^{c}$ and $C_{2}^{c}$, ii) in the form of non zero BSM Wilson coefficients which accompany our new operators in the extended weak Hamiltonian, and iii) as complex parts of SM Wilson coefficients. In what follows, we define the weak Hamiltonian constructed of the SM and BSM $b \rightarrow c \bar{c} s$ operators as detailed above, and their corresponding Wilson coefficients in terms of their SM and BSM parts, and together call this the 'Charming Beyond the Standard Model' (CBSM) scenario as presented in works [1] and [2].

### 3.2 Weak Hamiltonian and operator Basis

In what follows we use from the unitarity relation of the CKM matrix (2.55)

$$
\begin{equation*}
\frac{V_{c b} V_{c s}^{*}}{V_{t b} V_{t s}^{*}}+\frac{V_{u b} V_{u s}^{*}}{V_{t b} V_{t s}^{*}}=-1, \tag{3.1}
\end{equation*}
$$

and neglect the small ratio

$$
\begin{equation*}
\frac{V_{u b} V_{u s}^{*}}{V_{t b} V_{t s}^{*}} \approx \mathcal{O}\left(10^{-3}\right), \tag{3.2}
\end{equation*}
$$

so that in the following definitions we have worked with the approximation that

$$
\begin{equation*}
\frac{V_{c b} V_{c s}^{*}}{V_{t b} V_{t s}^{*}} \approx-1 . \tag{3.3}
\end{equation*}
$$

In the CP conserving case, the observable which would be affected by neglecting the small ratio (3.2) is the flavour specific CP asymmetry $a_{f s}^{s}$, which currently has an experimental value of roughly $\sim 130$ times that of the SM central value, so that the above approximation yields reasonable results. In the CP violating case, we find that the BSM complex Wilson coefficients can take values much larger than the error we make in neglecting this quantity, so that the impact of doing so does not appreciably affect our results.

We define the weak effective Hamiltonian governing $b \rightarrow c \bar{c} s$ transitions as

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}^{\bar{c} \overline{\mathrm{c}}}=\frac{4 G_{F}}{\sqrt{2}}\left[V_{c b} V_{c s}^{*} \sum_{\ell=1}^{10}\left(C_{\ell}^{c}(\mu) Q_{\ell}^{c}(\mu)+C_{\ell}^{\prime c}(\mu) Q_{\ell}^{\prime c}(\mu)\right)\right]+\text { h.c }, \tag{3.4}
\end{equation*}
$$

The full basis of dimension $d=6$ four quark operators is given by [1]

$$
\begin{array}{ll}
Q_{1}^{c}=\left(\bar{c}_{L}^{i} \gamma_{\mu} b_{L}^{j}\right)\left(\bar{s}_{L}^{j} \gamma^{\mu} c_{L}^{i}\right), & Q_{2}^{c}=\left(\bar{c}_{L}^{i} \gamma_{\mu} b_{L}^{i}\right)\left(\bar{s}_{L}^{j} \gamma^{\mu} c_{L}^{j}\right), \\
Q_{3}^{c}=\left(\bar{c}_{R}^{i} b_{L}^{j}\right)\left(\bar{s}_{L}^{j} c_{R}^{i}\right), & Q_{4}^{c}=\left(\bar{c}_{R}^{i} b_{L}^{i}\right)\left(\bar{s}_{L}^{j} c_{R}^{j}\right), \\
Q_{5}^{c}=\left(\bar{c}_{R}^{i} \gamma_{\mu} b_{R}^{j}\right)\left(\bar{s}_{L}^{j} \gamma^{\mu} c_{L}^{i}\right), & Q_{6}^{c}=\left(\bar{c}_{R}^{i} \gamma_{\mu} b_{R}^{i}\right)\left(\bar{s}_{L}^{j} \gamma^{\mu} c_{L}^{j}\right), \\
Q_{7}^{c}=\left(\bar{c}_{L}^{i} b_{R}^{j}\right)\left(\bar{s}_{L}^{j} c_{R}^{i}\right), & Q_{8}^{c}=\left(\bar{c}_{L}^{i} b_{R}^{i}\right)\left(\bar{s}_{L}^{j} c_{R}^{j}\right), \\
Q_{9}^{c}=\left(\bar{c}_{L}^{i} \sigma_{\mu \nu} b_{R}^{j}\right)\left(\bar{s}_{L}^{j} \sigma^{\mu \nu} c_{R}^{i}\right), & Q_{10}^{c}=\left(\bar{c}_{L}^{i} \sigma_{\mu \nu} b_{R}^{i}\right)\left(\bar{S}_{L}^{j} \sigma^{\mu \nu} c_{R}^{j}\right),
\end{array}
$$

and there are a further 10 primed four fermion operators can be obtained by letting $P_{L / R} \rightarrow P_{R / L}$ in the above expressions, where we define the left and right projection operators as $P_{L(R)}=\frac{\left(1 \mp \gamma^{5}\right)}{2}$. The roman indices $i, j=1 . .3$ are colour indices. To describe the rare and radiative decay processes we will need to introduce the weak Hamiltonian triggering the $b \rightarrow s \bar{\ell} \ell$ and $b \rightarrow s \gamma$ transitions as

$$
\begin{align*}
& \mathcal{H}_{\mathrm{eff}}^{r s l}=\frac{4 G_{F}}{\sqrt{2}}\left[V _ { c b } V _ { c s } ^ { * } \left(C_{7 \gamma}(\mu) Q_{7 \gamma}(\mu)+C_{9 V}(\mu) Q_{9 V}(\mu)\right.\right. \\
&\left.\left.+C_{7 \gamma}^{\prime}(\mu) Q_{7 \gamma}^{\prime}(\mu)+C_{9 V}^{\prime}(\mu) Q_{9 V}^{\prime}(\mu)\right)\right]+ \text { h.c. } \tag{3.5}
\end{align*}
$$

The electromagnetic dipole and semileptonic operators, along with their chirality conjugates are given by

$$
\begin{aligned}
Q_{7 \gamma} & =\frac{e m_{b}}{16 \pi^{2}}\left(\bar{s}_{L} \sigma_{\mu \nu} b_{R}\right) F^{\mu \nu}, & Q_{9 V} & =\frac{\alpha}{4 \pi}\left(\bar{s}_{L} \gamma_{\mu} b_{L}\right)\left(\bar{\mu} \gamma^{\mu} \mu\right) \\
Q_{7 \gamma}^{\prime} & =\frac{e m_{b}}{16 \pi^{2}}\left(\bar{s}_{R} \sigma_{\mu \nu} b_{L}\right) F^{\mu \nu}, & Q_{9 V}^{\prime} & =\frac{\alpha}{4 \pi}\left(\bar{s}_{R} \gamma_{\mu} b_{R}\right)\left(\bar{\mu} \gamma^{\mu} \mu\right)
\end{aligned}
$$

Where $m_{b}$ is the b-quark mass, $e$ is the electromagnetic coupling, and $\alpha=\frac{e^{2}}{4 \pi}$.
To calculate the ADM and subsequent mixing of the CBSM operators and their mixing with the dipole and semileptonic operators one should also include the section of the SM Effective Hamiltonian which contains the QCD penguin operators and the chromomagnetic dipole operator.

$$
\begin{array}{r}
\mathcal{H}_{\mathrm{eff}}^{q c d}=\frac{4 G_{F}}{\sqrt{2}}\left[V_{c b} V_{c s}^{*} \sum_{\ell=3}^{6}\left(C_{\ell}^{p}(\mu) Q_{\ell}^{p}(\mu)+C_{\ell}^{\prime p}(\mu) Q_{\ell}^{\prime p}(\mu)\right)\right. \\
 \tag{3.6}\\
\left.+C_{8 g}(\mu) Q_{8 g}(\mu)+C_{8 g}^{\prime}(\mu) Q_{8 g}^{\prime}(\mu)\right]+ \text { h.c }
\end{array}
$$

The basis of QCD penguin operators is taken from [70]

$$
\begin{align*}
Q_{3}^{p} & =\left(\bar{s}_{L} \gamma_{\mu} b_{L}\right) \sum_{q}\left(\bar{q} \gamma^{\mu} q\right)  \tag{3.7}\\
Q_{4}^{p} & =\left(\bar{s}_{L} \gamma_{\mu} T^{a} b_{L}\right) \sum_{q}\left(\bar{q} \gamma^{\mu} T^{a} q\right)  \tag{3.8}\\
Q_{5}^{p} & =\left(\bar{s}_{L} \gamma_{\nu} \gamma_{\mu} \gamma_{\rho} b_{L}\right) \sum_{q}\left(\bar{q} \gamma^{\nu} \gamma^{\mu} \gamma^{\rho} q\right)  \tag{3.9}\\
Q_{6}^{p} & =\left(\bar{s}_{L} \gamma_{\nu} \gamma_{\mu} \gamma_{\rho} T^{a} b_{L}\right) \sum_{q}\left(\bar{q} \gamma^{\nu} \gamma^{\mu} \gamma^{\rho} T^{a} q\right) \tag{3.10}
\end{align*}
$$

where $q$ runs over all active quark flavours in the effective theory. Again, the primed operators corresponding to the above set are obtained by letting $\psi_{L(R)} \rightarrow \psi_{R(L)}$ for $\psi \in\{s, c, b\}$.
In addition to the dipole and semileptonic operators, in order to obtain the correct evolution for the $b \rightarrow c \bar{c} s$ basis, we also need to include the chromomagnetic dipole operator given by

$$
\begin{equation*}
Q_{8 g}=\frac{g_{s}}{16 \pi^{2}}\left(\bar{s} \sigma^{\mu \nu} T^{a} P_{R} b\right) G_{\mu \nu}^{a} . \tag{3.11}
\end{equation*}
$$

Further, to isolate the BSM contribution we define the Wilson coefficients for the charmed four quark operators to be split into SM parts and NP parts which are expressed as

$$
\left.\begin{array}{rl}
C_{\ell}^{c}(\mu) & =\left\{\begin{array}{ll}
C_{\ell}^{S M}(\mu)+\Delta C_{\ell}(\mu), & \ell=1,2 \\
\Delta C_{\ell}(\mu), & \ell
\end{array}, 3, . ., 10\right.
\end{array}\right\} \begin{array}{ll}
C_{\ell}^{c \prime}(\mu) & =\Delta C_{\ell}^{\prime}(\mu) \\
\ell & =1, \ldots, 10 \tag{3.12}
\end{array}
$$

As will be described next, RG evolution then generates BSM contributions to the penguin and dipole operators, which play a crucial role in the phenomenology of the CBSM scenario. The CBSM scenario should be viewed as a partial effective description of a more complete UV scenario, which will in general also involve nonzero initial values for the other $\Delta C_{\ell}$.

## Chapter 4

## Renormalization group improvement of CBSM

In Chapter 1 the notion of renormalization in QFT, and further in EFT was introduced and in Section 2.4 it was explained how renormalization group can be used to sum up large logarithms appearing in the perturbative expansion. The RGE for operator matrix elements and for their Wilson coefficients was introduced in 2.5 for the simple case of QCD corrections to the effective amplitude involving SM operators $Q_{1}^{c}$ and $Q_{2}^{c}$. Here we now wish to present our novel extension to this known result, by considering the special and somewhat more complicated case of the renormalization group evolution for full CBSM operator basis.

The chapter is laid out as follows: In section 4.1 the renormalization group equation in terms of the full set of Wilson coefficients used in this study and the full anomalous dimension matrix governing their respective change of scale is given. In section 4.2 a derivation of the solution to the RGE is outlined and we present two individual cases in which we solve the RGE and subsequently obtain the evolved $b \rightarrow c \bar{c} s$ coefficients. Finally in section 4.3 the full evolution matrix is given.

### 4.1 Renormalization group equation

### 4.1.1 Effective coefficients

To obtain the renormalization group evolution for the full basis of operators we will be using the Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}=\mathcal{H}_{\mathrm{eff}}^{c \bar{c}}+\mathcal{H}_{\mathrm{eff}}^{\mathrm{qcd}}+\mathcal{H}_{\mathrm{eff}}^{\mathrm{r}, \mathrm{sl}} \tag{4.1}
\end{equation*}
$$

where the $\mathcal{H}_{\mathrm{eff}}^{c \bar{c}}, \mathcal{H}_{\mathrm{eff}}^{\mathrm{qcd}}$ and $\mathcal{H}_{\mathrm{eff}}^{\mathrm{r}, \mathrm{sl}}$ and the operator basis are defined in chapter 3. Instead of using the coefficients for the electromagnetic and chromomagnetic dipole operators it is convenient and conventional to use certain linear combinations of them which are termed "effective coefficients". We extend the formalism of [71] and [70] and express the coefficients of the electromagnetic and chromomagnetic dipole operators in terms of a linear combination of the QCD penguin coefficients and our CBSM coefficients. In the SM, only the penguin coefficients and the $C_{1}, C_{2}$ SM coefficients contribute, however here we present a novel result which necessarily includes all contributing Wilson coefficients contained in (4.1). Let us define the effective coefficients as

$$
\begin{align*}
& C_{7 \gamma}^{\mathrm{eff}}(\mu)=C_{7 \gamma}(\mu)+\vec{y} \cdot \vec{C}(\mu),  \tag{4.2}\\
& C_{8 g}^{\mathrm{eff}}(\mu)=C_{8 g}(\mu)+\vec{z} \cdot \vec{C}(\mu) . \tag{4.3}
\end{align*}
$$

here $\vec{C}(\mu)=\left(\vec{C}^{c}(\mu), \vec{C}^{p}(\mu)\right)$ is a column vector with components

$$
\begin{align*}
\vec{C}^{c}(\mu) & =\left(C_{1}^{c}(\mu), C_{2}^{c}(\mu), \ldots, C_{10}^{c}(\mu)\right),  \tag{4.4}\\
\vec{C}^{p}(\mu) & =\left(C_{3}^{p}(\mu), C_{4}^{p}(\mu), \ldots, C_{6}^{p}(\mu)\right), \tag{4.5}
\end{align*}
$$

with the coefficients $C_{i}^{c}(\mu)$ as defined in (3.12). The vectors $\vec{z}$ and $\vec{y}$ are

$$
\begin{gather*}
\vec{y}=\left(0,0,0,0, \frac{2 N}{3} x_{c}, \frac{2}{3} x_{c}, 0,0,0,0,-\frac{1}{3},-\frac{4}{9},-\frac{20}{3},-\frac{80}{9}\right),  \tag{4.6}\\
\vec{z}=\left(0,0,0,0,0, x_{c}, 0,0,0,0,1,-\frac{1}{6}, 20,-\frac{10}{3}\right), \tag{4.7}
\end{gather*}
$$

where $N$ is the number of colours and $x_{c}=\frac{m_{c}}{m_{b}}$. The first two and the final four components of equations (4.6) and (4.7) are known SM results which are taken from [70] ${ }^{1}$, and the components $y_{i}, z_{i}$ for $i=3 \ldots 10$ are novel results calculated for the first time here [2]. There are a further six equations which correspond to the primed parity conjugate operators defined in chapter 3 which take the same structural form and can be obtained from those above by simply adding a prime in superscript. This is due to the $Q_{i}^{c}$ and their chirality flipped counterparts $Q_{i}^{c l}$ not mixing under renormalization.

The need to express the magnetic dipole coefficients in this way arises due to a regularization scheme dependence which is particular to $b \rightarrow s \gamma$ decay. In Naive Dimensional Regularization (NDR) scheme, which is dimensional regularization with fully anti-

[^1]commuting $\gamma^{5}$, when computing the 1 loop matrix elements of the four quark operators in $b \rightarrow s \gamma$ decay it is found that there are terms arising which are finite in the limit $\epsilon \rightarrow 0$. It was found in [71] that such terms are zero when doing the same calculations in the 't Hooft-Veltman (HV) scheme. In the SM these terms arise in the calculation of matrix elements of penguin operators. In the CBSM scenario extra terms arise which are associated with the 1 loop matrix elements of $Q_{5,6}^{c}$. The matrix element of $\mathcal{H}_{\text {eff }}$ between the appropriate initial and final states at order $\alpha_{s}^{(0)}$ is
\[

$$
\begin{equation*}
\langle s \gamma| \mathcal{H}_{\text {eff }}|b\rangle=C_{7 \gamma}(\mu)\langle s \gamma| Q_{7 \gamma}(\mu)|b\rangle^{\text {tree }}+\sum_{i=1}^{14} C_{i}^{a}(\mu)\langle s \gamma| Q_{i}^{a}(\mu)|b\rangle^{1-\text { loop }} \tag{4.8}
\end{equation*}
$$

\]

when (4.8) is renormalized, there will remain some finite terms which are scheme dependent. We then express (4.8) as

$$
\begin{equation*}
\langle s \gamma| \mathcal{H}_{\mathrm{eff}}|b\rangle=C_{7}^{\mathrm{eff}}(\mu)\langle s \gamma| Q_{7 \gamma}(\mu)|b\rangle^{\text {tree }} \tag{4.9}
\end{equation*}
$$

with $C_{7 \gamma}^{\mathrm{eff}}(\mu)$ as defined in (4.2). This corresponds to a finite renormalization of the operators such that the renormalized operators are the same in either NDR or HV scheme. There are analogous expressions in terms of $Q_{8 g}$

$$
\begin{gather*}
\langle s g| \mathcal{H}_{\mathrm{eff}}|b\rangle=C_{8 g}(\mu)\langle s g| Q_{8 g}(\mu)|b\rangle^{\text {tree }}+\sum_{i=1}^{14} C_{i}^{a}(\mu)\langle s g| Q_{i}^{a}(\mu)|b\rangle^{1-l o o p}  \tag{4.10}\\
\langle s g| \mathcal{H}_{\mathrm{eff}}|b\rangle=C_{8 g}^{\text {eff }}(\mu)\langle s g| Q_{8 g}(\mu)|b\rangle^{\text {tree }} \tag{4.11}
\end{gather*}
$$

### 4.1.2 RGE for the effective coefficients

The evolution of the effective coefficients is governed by their renormalization group equation

$$
\begin{equation*}
\mu \frac{d}{d \mu} C_{i}^{\mathrm{eff}}(\mu)=\gamma_{j i}^{\mathrm{eff}}(\mu) C_{j}^{\mathrm{eff}}(\mu) \tag{4.12}
\end{equation*}
$$

where $\hat{\gamma}^{\text {eff }}$ is a $17 \times 17$ matrix, and the $17 \times 1$ column vector upon which it acts is

$$
\begin{equation*}
\vec{C}^{\mathrm{eff}}(\mu)=\left(\vec{C}^{c}(\mu), \vec{C}^{p}(\mu), C_{\gamma \gamma}^{\mathrm{eff}}(\mu), C_{8 g}^{\mathrm{eff}}(\mu), C_{9 V}(\mu)\right) \tag{4.13}
\end{equation*}
$$

and the $10 \times 1$ and $4 \times 1$ vectors $\vec{C}^{c}(\mu)$ and $\vec{C}^{p}(\mu)$, corresponding to the CBSM coefficients and the penguin coefficients respectively are defined in (4.4) and (4.5). The relation between the effective ADM and the ADM governing the evolution of the non effective
coefficients is extended beyond that given in [70], such that the terms involving components $y_{i}, z_{i}$ now contain novel results [2]

$$
\begin{array}{rl}
\gamma_{j i}^{(0) \mathrm{eff}}=\gamma_{j 7 \gamma}^{(0)}+\sum_{k=1}^{14} y_{k} \gamma_{j k}^{(0)}-\gamma_{7 \gamma 7 \gamma}^{(0)} y_{j}-\gamma_{8 g 7 \gamma}^{(0)} z_{j} & i=7 \gamma, j=1, \ldots, 14 \\
\gamma_{j i}^{(0) \mathrm{eff}}=\gamma_{j 8 g}^{(0)}+\sum_{k=1}^{14} z_{k} \gamma_{j k}^{(0)}-\gamma_{8 g 8 g}^{(0)} z_{j} & i=8 g, j=1, \ldots, 14 \\
\gamma_{j i}^{(0) \mathrm{eff}}=\gamma_{j i}^{(0)} & \text { otherwise } \tag{4.16}
\end{array}
$$

The effective ADM and in addition the QCD beta function both have a perturbative expansion in $\alpha_{s}(\mu)$

$$
\begin{gather*}
\hat{\gamma}^{\mathrm{eff}}(\mu)=\frac{\alpha_{s}(\mu)}{4 \pi} \hat{\gamma}^{(0) \mathrm{eff}}+\left(\frac{\alpha_{s}(\mu)}{4 \pi}\right)^{2} \hat{\gamma}^{(1) \mathrm{eff}}+\cdots  \tag{4.17}\\
\beta(\mu)=-2 \beta_{0} \frac{\alpha_{s}(\mu)^{2}}{4 \pi}-2 \beta_{1} \frac{\alpha_{s}(\mu)^{3}}{(4 \pi)^{2}}+\cdots \tag{4.18}
\end{gather*}
$$

we will work to leading order in both, in what follows.

### 4.2 Solutions to the RGE

### 4.2.1 The solution to the RGE

The solution to the RGE gives the direct relation between the coefficients renormalized at a given high scale $\mu_{0}$ which is the initial condition for the solutions, and a lower energy scale $\mu$ which is the scale of interest. It is

$$
\begin{equation*}
C_{i}^{\mathrm{eff}}(\mu)=U_{i j}\left(\mu, \mu_{0}\right) C_{j}^{\mathrm{eff}}\left(\mu_{0}\right), \tag{4.19}
\end{equation*}
$$

Let us solve (4.12) in order to obtain the evolution operator and hence the full evolution of the coefficients in (4.13). We truncate (4.17) and (4.18) at L.O. then,

$$
\begin{equation*}
\mu \frac{d}{d \mu} C_{i}^{\mathrm{eff}}(\mu)=\frac{\alpha_{s}}{4 \pi} \gamma_{j i}^{(0) \mathrm{eff}} C_{j}^{\mathrm{eff}}(\mu) \tag{4.20}
\end{equation*}
$$

We will use (2.158) to change variables such that (4.20) becomes

$$
\begin{equation*}
\frac{d}{d \alpha_{s}} C_{i}^{\text {eff }}(\mu)=-\frac{1}{\alpha_{s}} \frac{1}{2 \beta^{(0)}} \gamma_{j i}^{(0) \text { eff }} C_{j}^{\mathrm{eff}}(\mu) \tag{4.21}
\end{equation*}
$$

To solve this differential equation we have to diagonalize $\hat{\gamma}^{(0)}$ and solve (4.20) in the basis of coefficients for which $\hat{\gamma}^{(0)}$ is diagonal. That is we seek a matrix $\hat{X}$ with $\operatorname{det} \hat{X} \neq 0$ such that

$$
\begin{equation*}
C_{i}^{\prime}(\mu)=\left(X^{-1}\right)_{i j} C_{j}^{\mathrm{eff}}(\mu) \tag{4.22}
\end{equation*}
$$

because $\hat{X}$ is non singular it has an inverse and satisfies

$$
\begin{equation*}
\hat{X} \hat{X}^{-1}=\hat{X}^{-1} \hat{X}=\hat{\mathbb{1}} \tag{4.23}
\end{equation*}
$$

where $\hat{\mathbb{1}}$ is the $17 \times 17$ identity matrix. Then inserting (4.22) into the lhs of (4.21) gives

$$
\begin{equation*}
\frac{d}{d \alpha_{s}}\left(X^{-1}\right)_{i k} C_{k}^{\mathrm{eff}}(\mu)=-\frac{1}{\alpha_{s}} \frac{1}{2 \beta^{(0)}}\left(X^{-1}\right)_{j k} \gamma_{k m}^{(0) \mathrm{eff}} X_{m i}\left(X^{-1}\right)_{j l} C_{l}^{\mathrm{eff}}(\mu) \tag{4.24}
\end{equation*}
$$

where the identity matrix has been inserted on the rhs. Then, in the new basis we have

$$
\begin{equation*}
\frac{d}{d \alpha_{s}} C_{i}^{\prime}(\mu)=-\frac{1}{\alpha_{s}} \frac{1}{2 \beta^{(0)}}\left(X^{-1}\left(\gamma^{(0) \mathrm{eff}}\right)^{T} X\right)_{i j} C_{j}^{\prime}(\mu), \tag{4.25}
\end{equation*}
$$

where the change of basis matrices diagonalize $\left(\hat{\gamma}^{(0) \text { eff }}\right)^{T}$ so that

$$
\begin{equation*}
\left(\hat{X}^{-1}\left(\hat{\gamma}^{(0) e f f}\right)^{T} \hat{X}\right)=\operatorname{Diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right), \tag{4.26}
\end{equation*}
$$

with $\lambda_{1}, \ldots, \lambda_{n}$ the eigenvalues of $\left(\hat{\gamma}^{(0) \text { eff }}\right)^{T}$ and $\hat{X}$ is the matrix whose columns are the eigenvectors of $\left(\hat{\gamma}^{(0)} \text { eff }\right)^{T}$. Further it is convenient to define a vector $\vec{\gamma}_{D}^{(0)}=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)^{T}$ containing the diagonal elements of (4.26). So now the differential equation is decoupled and we have a set of $n=17$ ODE's to be solved for each coefficient in $\vec{C}^{\prime}$. This is straight forward at L.O:

$$
\begin{equation*}
\int_{C^{\prime}(\mu)}^{C^{\prime}\left(\mu_{0}\right)} \frac{d C_{i}^{\prime}\left(\mu^{\prime}\right)}{C_{i}^{\prime}\left(\mu^{\prime}\right)}=-\frac{\left(\gamma_{D}^{(0)}\right)_{i}}{2 \beta^{(0)}} \int_{\alpha_{s}(\mu)}^{\alpha_{s}\left(\mu_{0}\right)} \frac{d \alpha_{s}^{\prime}}{\alpha_{s}^{\prime}} \tag{4.27}
\end{equation*}
$$

where no sum over $i$ is implied. Upon integrating (4.27) and exponentiating, componentwise the solution in the diagonal basis is

$$
\begin{equation*}
C_{i}^{\prime}(\mu)=\left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(\mu_{0}\right)}\right)^{\frac{-\left(\left(\gamma^{(0)}\right)_{D}\right)_{i}}{2 \beta^{(0)}}} C_{i}^{\prime}\left(\mu_{0}\right), \tag{4.28}
\end{equation*}
$$

again, no sum implied.Transforming back to our original basis then we must left multiply (4.28) with $\hat{X}$ to give in matrix notation

$$
\begin{equation*}
\vec{C}^{\mathrm{eff}}(\mu)=\left(\hat{X}\left[\left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(\mu_{0}\right)}\right)^{\frac{-\hat{\gamma}_{D}^{(0)}}{2 \beta(0)}}\right]_{D} \hat{X}^{-1}\right) \vec{C}^{\mathrm{eff}}\left(\mu_{0}\right) \tag{4.29}
\end{equation*}
$$

where what is meant by the subscript $D$ on the matrix between the $\hat{X}$ and its inverse is that this is a diagonal matrix whose diagonal elements are precisely the pre-factor to $C_{i}^{\prime}\left(\mu_{0}\right)$ in (4.28). Comparing with (4.19), we obtain the LO solution for the evolution matrix

$$
\begin{equation*}
\hat{U}^{(0)}\left(\mu, \mu_{0}\right)=\left(\hat{X}\left[\left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(\mu_{0}\right)}\right)^{-\frac{\bar{z}_{D}^{(0)}}{2 \beta^{(0)}}}\right]_{D} \hat{X}^{-1}\right) . \tag{4.30}
\end{equation*}
$$

Solving the RGE in practice for the full set of coefficients contains a degree of complexity, owing to the fact that at 1-loop level, the contributions from matrix elements of the operators in our basis enter at differing orders in the strong coupling - that being $\alpha_{s}^{(0)}, \alpha_{s}^{(1)}$, however the leading order term in the expansion (4.17) is of order $\alpha_{s}^{(1)}$. In addition, operator matrix elements of the electromagnetic dipole vanish at 1 loop and contribute at two loop but order $\alpha_{s}^{(1)}$. In this section it is shown that the solution to (4.20) is found by considering two separate cases, categorised as Case I and Case II, for which we must rescale some of the operators and coefficients in our basis differently, in order to obtain a solution to (4.20) which is expressible in the form (4.19). For the purposes of solving in each case, we split the vector of CBSM coefficients as

$$
\begin{align*}
\vec{C}^{c}(\mu) & =\left(\vec{C}_{I}^{c}(\mu), \vec{C}_{I I}^{c}(\mu)\right),  \tag{4.31}\\
\vec{C}_{I}^{c}(\mu) & =\left(C_{1}^{c}(\mu), \ldots, C_{6}^{c}(\mu)\right),  \tag{4.32}\\
\vec{C}_{I I}^{c}(\mu) & =\left(C_{7}^{c}(\mu), \ldots, C_{10}^{c}(\mu)\right) . \tag{4.33}
\end{align*}
$$

and accordingly in what follows, the ADM which governs the 1-loop mixing of the $b \rightarrow$ $c \bar{c} s$ amongst themselves is split as

$$
\hat{\gamma}_{c c}^{(0)}=\left[\begin{array}{c|c}
\hat{\gamma}_{c c, I}^{(0)} & 0 \\
\hline 0 & \hat{\gamma}_{c c, I I}^{(0)}
\end{array}\right] .
$$

For the effective dipole coefficients we split the $\vec{y}, \vec{z}$ vectors as:

$$
\begin{align*}
& \vec{y}=\left(\vec{y}_{I}^{c}, \vec{y}_{I I}^{c}, \vec{y}^{p}\right)  \tag{4.34}\\
& \vec{z}=\left(\vec{z}_{I}^{c}, \vec{z}_{I I}^{c}, \vec{z}^{p}\right) \tag{4.35}
\end{align*}
$$

### 4.2.2 Case I: $C_{1}^{c}(\mu)-C_{6}^{c}(\mu)$

In this case we consider only the first 6 CBSM Wilson coefficients, and so
$\vec{C}_{I}(\mu)=\left(\vec{C}_{I}^{c}(\mu), \vec{C}^{p}(\mu), C_{7, I}^{\mathrm{eff}}(\mu), C_{8, I}^{\mathrm{eff}}(\mu), C_{9 V}(\mu)\right)^{T}$. The effective coefficients are defined through

$$
\begin{align*}
& C_{7, I}^{\mathrm{eff}}(\mu)=C_{7 \gamma}(\mu)+\vec{y}_{I} \cdot \vec{C}_{I}^{c p}(\mu),  \tag{4.39}\\
& C_{8, I}^{\mathrm{eff}}(\mu)=C_{8 g}(\mu)+\vec{z}_{I} \cdot \vec{C}_{I}^{c p}(\mu) . \tag{4.40}
\end{align*}
$$

with $\vec{y}_{I}=\left(\vec{y}_{I}^{c}, \vec{y}^{p}\right), \vec{z}_{I}=\left(\vec{z}_{I}^{c}, \vec{z}^{p}\right)$ and $\vec{C}_{I}^{c p}(\mu)=\left(\vec{C}_{I}^{c}(\mu), \vec{C}^{p}(\mu)\right)$. To understand how the rescaling works and how to scale back after solving the RGE, it is most transparent to look at the individual coupled equations. For the purpose of clarity in what follows, we will omit the zero superscript on the ADM.

$$
\begin{align*}
\mu \frac{d}{d \mu} \vec{C}_{I}^{c}(\mu) & =\frac{\alpha_{s}}{4 \pi} \hat{\gamma}_{c c, I}^{T} \vec{C}_{I}^{c}(\mu)  \tag{4.41}\\
\mu \frac{d}{d \mu} \vec{C}^{p}(\mu) & =\frac{\alpha_{s}}{4 \pi}\left(\hat{\gamma}_{c p, I}^{T} \vec{C}_{I}^{c}(\mu)+\hat{\gamma}_{p p}^{T} \vec{C}^{p}(\mu)\right)  \tag{4.42}\\
\mu \frac{d}{d \mu} C_{7, I}^{\mathrm{eff}}(\mu) & =\frac{\alpha_{s}}{4 \pi}\left(\left(\vec{\gamma}_{c 7, I}^{\mathrm{eff}}\right)^{T} \cdot \vec{C}_{I}^{c}(\mu)+\left(\vec{\gamma}_{p 7}^{\mathrm{eff}}\right)^{T} \cdot \vec{C}^{p}(\mu)+\gamma_{77} C_{7, I}^{\mathrm{eff}}(\mu)+\gamma_{87} C_{8, I}^{\mathrm{eff}}(\mu)\right)  \tag{4.43}\\
\mu \frac{d}{d \mu} C_{8, I}^{\mathrm{eff}}(\mu) & =\frac{\alpha_{s}}{4 \pi}\left(\left(\vec{\gamma}_{c 8, I}^{\mathrm{eff}}\right)^{T} \cdot \vec{C}_{I}^{c}(\mu)+\left(\vec{\gamma}_{p 8}^{\mathrm{eff}}\right)^{T} \cdot \vec{C}^{p}(\mu)+\gamma_{88} C_{8, I}^{\mathrm{eff}}(\mu)\right) \tag{4.44}
\end{align*}
$$

The differential equations above are all proportional to one power of the strong coupling, because the partonic matrix elements of their operators, between the relevant states involve 2 interaction vertices which contribute a power of $\alpha_{s}$. However, at 1-loop the entries $\vec{\gamma}_{c 9}^{(0)}$ are $\mathcal{O}\left(\alpha, \alpha_{s}^{(0)}\right)$ and so right hand side of the DE below is not proportional to
$\alpha_{s}$ as it does not originate from QCD corrections. It is therefore necessary to rescale $Q_{9 V}$ and $C_{9 V}$ so that we bring $\vec{\gamma}_{c 9}^{(0)}$ into the full leading order ADM and solve the RGE in a straight forward manner. Then

$$
\begin{equation*}
\tilde{Q}_{9 V}=\frac{4 \pi}{\alpha_{s}} Q_{9 V}, \quad \tilde{C}_{9 V}=\frac{\alpha_{s}}{4 \pi} C_{9 V} . \tag{4.45}
\end{equation*}
$$

The coefficient $C_{9 V}(\mu)$ obeys

$$
\begin{equation*}
\mu \frac{d}{d \mu} C_{9 V}(\mu)=\vec{\gamma}_{c 9, I}^{T} \vec{C}_{I}^{c}(\mu)+\vec{\gamma}_{p 9}^{T} \vec{C}^{p}(\mu), \tag{4.46}
\end{equation*}
$$

now rescaling $C_{9}$ in accordance with (4.45) gives the expression

$$
\begin{equation*}
\mu \frac{d}{d \mu} \tilde{C}_{9 V}(\mu)=\frac{\alpha_{s}}{4 \pi}\left(\vec{\gamma}_{c 9, I}^{T} \vec{C}^{c}(\mu)+\vec{\gamma}_{p 9}^{T} \vec{C}^{p}(\mu)-2 \beta_{0} \tilde{C}_{9 V}(\mu)\right) \tag{4.47}
\end{equation*}
$$

Now it is possible to solve the RGE in matrix form, with a single ADM given symbolically below and numerically in $(4.48)[1,2]$.

$$
\begin{align*}
& \mu \frac{d}{d \mu}\left(\begin{array}{c}
\vec{C}_{I}^{c}(\mu) \\
\vec{C}^{p}(\mu) \\
C_{7, I}^{\mathrm{eff}}(\mu) \\
C_{8, I}^{\mathrm{eff}}(\mu) \\
\tilde{C}_{9 V}(\mu)
\end{array}\right)=\frac{\alpha_{s}}{4 \pi}\left(\begin{array}{ccccc}
\hat{\gamma}_{c c, I} & \hat{\gamma}_{c p, I} & \vec{\gamma}_{c 7, I}^{\mathrm{eff}} & \vec{\gamma}_{c 8, I}^{\mathrm{eff}} & \vec{\gamma}_{c 9, I} \\
0 & \hat{\gamma}_{p p} & \vec{\gamma}_{p 7}^{\mathrm{eff}} & \vec{\gamma}_{p 8}^{\mathrm{eff}} & \vec{\gamma}_{p 9} \\
0 & 0 & \gamma_{77} & 0 & 0 \\
0 & 0 & \gamma_{87} & \gamma_{88} & 0 \\
0 & 0 & 0 & 0 & \gamma_{99}
\end{array}\right)^{T}\left(\begin{array}{c}
\vec{C}_{I}^{c}(\mu) \\
\vec{C}^{p}(\mu) \\
C_{7, I}^{\mathrm{eff}}(\mu) \\
C_{8, I}^{\mathrm{eff}}(\mu) \\
\tilde{C}_{9 V}(\mu)
\end{array}\right) . \\
& \hat{\gamma}_{I}^{\text {eff }}=\left(\begin{array}{ccccccccccccc}
-2 & 6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & -\frac{8}{3} \\
6 & -2 & 0 & 0 & 0 & 0 & 0 & \frac{4}{3} & 0 & 0 & \frac{416}{81} & \frac{70}{27} & -\frac{8}{9} \\
0 & 0 & 2 & -6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{4}{3} \\
0 & 0 & 0 & -16 & 0 & 0 & 0 & -\frac{2}{3} & 0 & 0 & \frac{224}{81} & \frac{1}{9} & \frac{4}{9} \\
0 & 0 & 0 & 0 & -16 & 0 & 0 & 0 & 0 & 0 & -\frac{160 x c}{3} & 0 & 0 \\
0 & 0 & 0 & 0 & -6 & 2 & 0 & 0 & 0 & 0 & -\frac{128 \mathrm{xc}}{9} & -\frac{22 \mathrm{xc}}{3} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{52}{3} & 0 & 2 & -\frac{176}{81} & \frac{14}{27} & -\frac{16}{9} \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{40}{9} & -\frac{100}{9} & \frac{4}{9} & \frac{5}{6} & -\frac{152}{23} & -\frac{587}{162} & \frac{32}{27} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{256}{3} & 0 & 20 & -\frac{6272}{81} & \frac{6596}{27} & -\frac{112}{9} \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{256}{9} & \frac{56}{9} & \frac{40}{9} & -\frac{2}{3} & \frac{4624}{243} & \frac{4772}{81} & \frac{512}{27} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{32}{3} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{32}{9} & \frac{28}{3} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 \beta 0
\end{array}\right) \tag{4.48}
\end{align*}
$$

To construct the ADM we have extracted elements from our own calculations detailed in chapter 5 using the procedure outlined in section 2.5 and for the remaining elements used known entries calculated by the following authors [72], [70], [73], [74]. The full details of which are given in appendix B and in [2].
The evolution matrix $\hat{U}\left(\mu, \mu_{0}\right)$ is calculated as prescribed in 4.1, with help from Mathematica for diagonalization of the large matrices. Eigenvalues and eigenvectors are extracted accordingly and the evolved coefficients are given below after rescaling back the scaled coefficient $\tilde{C}_{9 V}$. The values of the coefficients at the Weak scale are all zero except for the coefficients in $\vec{C}_{I}^{c}(\mu)$.

$$
\begin{align*}
C_{1}^{c}\left(\mu_{b}\right)= & \frac{1}{2}\left(\eta^{\frac{6}{23}}+\eta^{-\frac{12}{23}}\right) C_{1}^{c}\left(M_{W}\right)+\frac{1}{2}\left(\eta^{\frac{6}{23}}-\eta^{-\frac{12}{23}}\right) C_{2}^{c}\left(M_{W}\right)  \tag{4.49}\\
C_{2}^{c}\left(\mu_{b}\right)= & \frac{1}{2}\left(\eta^{\frac{6}{23}}-\eta^{-\frac{12}{23}}\right) C_{1}^{c}\left(M_{W}\right)+\frac{1}{2}\left(\eta^{\frac{6}{23}}+\eta^{-\frac{12}{23}}\right) C_{2}^{c}\left(M_{W}\right)  \tag{4.50}\\
C_{3}^{c}\left(\mu_{b}\right)= & \eta^{\frac{3}{23}} C_{3}^{c}\left(M_{W}\right)  \tag{4.51}\\
C_{4}^{c}\left(\mu_{b}\right)= & \frac{1}{3}\left(\eta^{-\frac{24}{23}}-\eta^{\frac{3}{23}}\right) C_{3}^{c}\left(M_{W}\right)+\eta^{-\frac{24}{23}} C_{4}^{c}\left(M_{W}\right)  \tag{4.52}\\
C_{5}^{c}\left(\mu_{b}\right)= & \eta^{-\frac{24}{23}} C_{5}^{c}\left(M_{W}\right)+\frac{1}{3}\left(\eta^{-\frac{24}{23}}-\eta^{\frac{3}{23}}\right) C_{6}^{c}\left(M_{W}\right)  \tag{4.53}\\
C_{6}^{c}\left(\mu_{b}\right)= & \eta^{\frac{3}{23}} C_{6}^{c}\left(M_{W}\right)  \tag{4.54}\\
C_{7, I}^{\mathrm{eff}}\left(\mu_{b}\right)= & h_{i} \eta^{a_{i}} C_{1}^{c}\left(M_{W}\right)+g_{i} \eta^{a_{i}} C_{2}^{c}\left(M_{W}\right)+f_{i} \eta^{b_{i}} C_{3}^{c}\left(M_{W}\right) \\
& \left.+k_{i} \eta^{b_{i}} C_{4}^{c}\left(M_{W}\right)+l_{i} \eta^{b_{i}} C_{5}^{c}\left(M_{W}\right)+n_{i} \eta^{b_{i}} C_{6}^{c}\left(M_{W}\right)\right)  \tag{4.55}\\
C_{9 V}\left(\mu_{b}\right)= & \frac{4 \pi}{\alpha\left(\mu_{b}\right)}\left\{m_{i} \eta^{c_{i}} C_{1}^{c}\left(M_{W}\right)+q_{i} \eta^{c_{i}} C_{2}^{c}\left(M_{W}\right)+r_{i} \eta^{d_{i}} C_{3}^{c}\left(M_{W}\right)\right. \\
& \left.+s_{i} \eta^{d_{i}} C_{4}^{c}\left(M_{W}\right)\right\} \tag{4.56}
\end{align*}
$$

where $\eta=\frac{\alpha_{s}\left(M_{W}\right)}{\alpha_{s}\left(\mu_{b}\right)}$ and the coefficients and exponents given by alphabetical letters are

$$
\left.\begin{array}{rl}
\vec{a} & =\left(\begin{array}{llllllll}
\frac{16}{23} & , \frac{14}{23} & , \frac{6}{23} & ,-\frac{12}{23} & , 0.899 & , 0.423 & , 0.409 & , 0.146
\end{array}\right) \\
\vec{b} & =\left(\begin{array}{lllllll}
\frac{16}{23} & , \frac{14}{23} & , \frac{3}{23} & ,-\frac{24}{23}-0.899 & ,-0.423 & , 0.409 & , 0.146
\end{array}\right) \\
\vec{c} & =\left(\begin{array}{lllllll}
\frac{6}{23} & ,-\frac{12}{23} & ,-0.90 & ,-0.42 & , 0.41 & , 0.15 & ,-1
\end{array}\right) \\
\vec{d} & =\left(\begin{array}{lllllll}
\frac{3}{23} & ,-\frac{24}{23} & ,-0.90 & ,-0.42 & , 0.41 & , 0.15 & ,-1
\end{array}\right) \\
\vec{h} & =\left(\begin{array}{lllllll}
-\frac{59331}{51730} & , \frac{58186}{30253} & ,-\frac{3}{7} & , \frac{1}{14} & , 0.009 & , 0.051 & ,-0.471
\end{array},-0.008\right.
\end{array}\right)
$$

$$
\begin{aligned}
\vec{f} & =\left(\begin{array}{lllllll}
-\frac{18818}{144105}, 0.1133 & , \frac{1330}{11583} & ,-\frac{986}{38475} & ,-0.014 & , 0.005 & ,-0.08 & , 0.017
\end{array}\right) \\
\vec{k} & =\left(\begin{array}{llllll}
\frac{18818}{99765},-0.1138 & , 0,-\frac{986}{12825} & ,-0.037 & , 0.007 & , 0.057 & ,-0.001
\end{array}\right) \\
\vec{l} & =\left(\begin{array}{llllll}
-\frac{92417}{209000} & , 0 & , 0 & , \frac{92417}{209000} & , 0 & , 0 \\
\vec{n} & =\left(\begin{array}{llll}
\frac{92417}{209000} & ,-\frac{92417}{156750} & , 0 & , \frac{92417}{627000}
\end{array}, 0\right. & , 0 & , 0 & , 0
\end{array}\right) \\
\vec{m} & =\left(-\frac{20}{203},-\frac{2}{33},-0.02,-0.05,0.01,-0.003,0.22\right) \\
\vec{q} & =\left(-\frac{20}{203}, \frac{2}{33}, 0.04,0.03,0.01,-0.002,-0.05\right) \\
\vec{r} & =\left(\frac{4}{65},-\frac{1}{5}, 0.03,-0.01,0.001,0.006,0.11\right) \\
\vec{s} & =\left(0,-\frac{3}{5},-0.08,-0.01,-0.001-0.002, \frac{41378}{78647}\right)
\end{aligned}
$$

In (4.56) it is made explicit the rescaling back of $C_{9 V}\left(\mu_{b}\right)$ and that this coefficient therefore receives an enhancement of $\frac{4 \pi}{\alpha_{s}\left(\mu_{b}\right)}$ which is the reason for strong RG effects in the phenomenology section. Below, in matrix form and with numerical evolution matrix entries is the full mixing of the coefficients to leading order for case I.

$$
\left(\begin{array}{c}
C_{1}^{c}\left(\mu_{b}\right)  \tag{4.57}\\
C_{2}^{c}\left(\mu_{b}\right) \\
C_{3}^{c}\left(\mu_{b}\right) \\
C_{4}^{c}\left(\mu_{b}\right) \\
C_{5}^{c}\left(\mu_{b}\right) \\
C_{6}^{c}\left(\mu_{b}\right) \\
C_{7, I}^{e f f}\left(\mu_{b}\right) \\
C_{9 V}\left(\mu_{b}\right)
\end{array}\right)=\left(\begin{array}{cccccc}
1.12 & -0.267 & 0 & 0 & 0 & 0 \\
-0.267 & 1.12 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.922 & 0 & 0 & 0 \\
0 & 0 & 0.331 & 1.92 & 0 & 0 \\
0 & 0 & 0 & 0 & 1.92 & 0.331 \\
0 & 0 & 0 & 0 & 0 & 0.922 \\
0.0171 & -0.185 & -0.0147 & -0.131 & 0.560 & 0.166 \\
8.49 & 2.05 & -4.26 & -1.97 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
C_{1}^{c}\left(M_{W}\right) \\
C_{2}^{c}\left(M_{W}\right) \\
C_{3}^{c}\left(M_{W}\right) \\
C_{4}^{c}\left(M_{W}\right) \\
C_{5}^{c}\left(M_{W}\right) \\
C_{6}^{c}\left(M_{W}\right) \\
0 \\
0
\end{array}\right) .
$$

4.2.3 Case II: $C_{7}^{c}(\mu)-C_{10}^{c}(\mu)$

In this case we consider only the last 4 CBSM Wilson coefficients, and so $\vec{C}_{I I}(\mu)=\left(\vec{C}_{I I}^{c}(\mu), \vec{C}^{p}(\mu), C_{7, I I}^{\mathrm{eff}}(\mu), C_{8, I I}^{\mathrm{eff}}(\mu), C_{9 V}(\mu)\right)^{T}$. This time, we will need to rescale the dipole and magnetic penguin operators and coefficients in the following way:

$$
\begin{array}{lr}
\tilde{Q}_{7 \gamma}=\frac{4 \pi}{\alpha_{s}} Q_{9 V}, & \tilde{C}_{7}=\frac{\alpha_{s}}{4 \pi} C_{7} \\
\tilde{Q}_{8 g}=\frac{4 \pi}{\alpha_{s}} Q_{8}, & \tilde{C}_{8}=\frac{\alpha_{s}}{4 \pi} C_{8} \tag{4.59}
\end{array}
$$

We keep expressing the coefficients in terms of the effective combinations, but the $C_{7 \gamma}, C_{8 g}$ parts are rescaled

$$
\begin{equation*}
\tilde{C}_{7, I I}^{\mathrm{eff}}(\mu)=\tilde{C}_{7 \gamma}(\mu)+\vec{y}_{I I} \cdot \vec{C}_{I I}^{c p}(\mu), \tag{4.60}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{C}_{8, I I}^{\mathrm{eff}}(\mu)=\tilde{C}_{8 g}(\mu)+\vec{z}_{I I} \cdot \vec{C}_{I I}^{c p}(\mu) . \tag{4.61}
\end{equation*}
$$

here $\vec{y}_{I I}=\left(\vec{y}_{I I}^{c}, \vec{y}^{p}\right), \vec{z}_{I I}=\left(\vec{z}_{I I}^{c}, \vec{z}^{p}\right)$ and $\vec{C}_{I I}^{c p}(\mu)=\left(\vec{C}_{I I}^{c}(\mu), \vec{C}^{p}(\mu)\right)$. The coupled equations this time are (note that $\gamma_{78}=\gamma_{79}=\gamma_{89}=\gamma_{99}=\vec{\gamma}_{p 7}=\vec{\gamma}_{p 8=}=0$ )

$$
\begin{align*}
\mu \frac{d}{d \mu} \vec{C}_{I I}^{c}(\mu) & =\frac{\alpha_{s}}{4 \pi}\left(\hat{\gamma}_{c c, I I}\right)^{T} \vec{C}_{I I}^{c}(\mu)  \tag{4.62}\\
\mu \frac{d}{d \mu} \vec{C}^{p}(\mu) & =\frac{\alpha_{s}}{4 \pi}\left(\left(\hat{\gamma}_{c p, I I}\right)^{T} \vec{C}_{I I}^{c}(\mu)+\hat{\gamma}_{p p}^{T} \vec{C}^{p}(\mu)\right)  \tag{4.63}\\
\mu \frac{d}{d \mu} \tilde{C}_{7, I I}^{\mathrm{eff}}(\mu) & =\frac{\alpha_{s}}{4 \pi}\left(\left(\vec{\gamma}_{c 7, I I}^{\mathrm{eff}}\right)^{T} \cdot \vec{C}_{I I}^{c}(\mu)+\left(\vec{\gamma}_{p 7, I I}^{\mathrm{eff}}\right)^{T} \cdot \vec{C}^{p}(\mu)+\left(\gamma_{77}-2 \beta_{0}\right) \tilde{C}_{7 \gamma}(\mu)+\gamma_{87} \tilde{C}_{8 g}(\mu)\right)  \tag{4.64}\\
\mu \frac{d}{d \mu} \tilde{C}_{8, I I}^{\mathrm{eff}}(\mu) & =\frac{\alpha_{s}}{4 \pi}\left(\left(\vec{\gamma}_{c 8, I I}^{\mathrm{eff}}\right)^{T} \cdot \vec{C}_{I I}^{c}(\mu)+\left(\vec{\gamma}_{p 8, I I}^{\mathrm{eff}}\right)^{T} \cdot \vec{C}^{p}(\mu)+\left(\gamma_{88}-2 \beta_{0}\right) \tilde{C}_{8 g}(\mu)\right)  \tag{4.65}\\
\mu \frac{d}{d \mu} \tilde{C}_{9}(\mu) & =\frac{\alpha_{s}}{4 \pi}\left(\vec{\gamma}_{p 9}^{T} \vec{C}^{p}(\mu)-2 \beta_{0} \tilde{C}_{9}(\mu)\right) \tag{4.66}
\end{align*}
$$

The full RGE in matrix form is then

$$
\mu \frac{d}{d \mu}\left(\begin{array}{c}
\vec{C}_{I I}^{c}(\mu) \\
\vec{C}^{p}(\mu) \\
\tilde{C}_{7, I I}^{\mathrm{eff}}(\mu) \\
\tilde{C}_{8, I I}^{\mathrm{eff}}(\mu) \\
\tilde{C}_{9 V, I I}(\mu)
\end{array}\right)=\frac{\alpha_{s}}{4 \pi}\left(\begin{array}{ccccc}
\hat{\gamma}_{c c, I I} & \hat{\gamma}_{c p, I I} & \vec{\gamma}_{c 7, I I}^{\mathrm{eff}} & \vec{\gamma}_{c 8, I I}^{\mathrm{eff}} & 0 \\
0 & \hat{\gamma}_{p p} & \vec{\gamma}_{p 7, I I}^{\mathrm{eff}} & \vec{\gamma}_{p 8, I I}^{\mathrm{eff}} & \vec{\gamma}_{p 9, I I} \\
0 & 0 & \gamma_{77, I I} & 0 & 0 \\
0 & 0 & \gamma_{87, I I} & \gamma_{88, I I} & 0 \\
0 & 0 & 0 & 0 & \gamma_{99, I I}
\end{array}\right)^{T}\left(\begin{array}{c}
\vec{C}_{I}^{c}(\mu) \\
\vec{C}^{p}(\mu) \\
\tilde{C}_{7, I I}^{\mathrm{eff}}(\mu) \\
\tilde{C}_{8, I I}^{\mathrm{eff}}(\mu) \\
\tilde{C}_{9 V, I I}(\mu)
\end{array}\right) .
$$

where, again, the ADM contains elements extracted from our own calculations [2] and the remaining elements are known results from [72], [70], [73], [74], see appendix B for
full details. The L.O ADM matrix being explicitly given by

$$
\hat{\gamma}_{I I}^{\text {eff }}=\left(\begin{array}{ccccccccccc}
2 & -6 & -\frac{7}{6} & -\frac{1}{2} & 0 & 0 & 0 & 0 & 2 \mathrm{xc} & 0 & 0  \tag{4.67}\\
0 & -16 & -1 & \frac{1}{3} & 0 & 0 & 0 & 0 & \frac{2 \mathrm{xc}}{3} & \mathrm{xc} & 0 \\
-56 & -24 & -\frac{38}{3} & 6 & 0 & 0 & 0 & 0 & -8 \mathrm{xc} & 0 & 0 \\
-48 & 16 & 0 & \frac{16}{3} & 0 & 0 & 0 & 0 & -\frac{8 \mathrm{xc}}{3} & -4 \mathrm{xc} & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{52}{3} & 0 & 2 & -\frac{218}{27} & \frac{20}{9} & -\frac{16}{9} \\
0 & 0 & 0 & 0 & -\frac{40}{9} & -\frac{100}{9} & \frac{4}{9} & \frac{5}{6} & -\frac{536}{81} & \frac{68}{27} & \frac{32}{27} \\
0 & 0 & 0 & 0 & 0 & -\frac{256}{3} & 0 & 20 & -\frac{2696}{27} & \frac{608}{9} & -\frac{112}{9} \\
0 & 0 & 0 & 0 & -\frac{256}{9} & \frac{56}{9} & \frac{40}{9} & -\frac{2}{3} & -\frac{5696}{81} & \frac{1124}{27} & \frac{512}{27} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{32}{3}-2 \beta 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{32}{9} & \frac{28}{3}-2 \beta 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 \beta 0
\end{array}\right)
$$

Once again, the coefficients at each scale are related via the evolution operator. Upon solving the RGE with initial conditions at the weak scale $M_{W}$ and rescaling back, the individual expressions for evolution of the NP coefficients are

$$
\begin{align*}
C_{7}^{c}\left(\mu_{b}\right) & =\left(0.427 \eta^{0.718}+\frac{0.427}{\eta^{0.064}}+\frac{0.073}{\eta^{0.631}}+\frac{0.073}{\eta^{1.414}}\right) C_{7}^{c}\left(M_{W}\right) \\
& +\left(0.028 \eta^{0.718}+\frac{0.117}{\eta^{0.064}}-\frac{0.278}{\eta^{0.631}}+\frac{0.133}{\eta^{1.414}}\right) C_{8}^{c}\left(M_{W}\right) \\
& +\left(-1.932 \eta^{0.718}-\frac{0.773}{\eta^{0.064}}+\frac{1.932}{\eta^{0.631}}+\frac{0.773}{\eta^{1.414}}\right) C_{9}^{c}\left(M_{W}\right) \\
& \left(-3.529 \eta^{0.718}+\frac{2.949}{\eta^{0.064}}+\frac{0.529}{\eta^{0.631}}+\frac{0.051}{\eta^{1.414}}\right) C_{10}^{c}\left(M_{W}\right)  \tag{4.68}\\
C_{8}^{c}\left(\mu_{b}\right) & =\left(0.966 \eta^{0.718}-\frac{0.193}{\eta^{0.064}}-\frac{0.966}{\eta^{0.631}}+\frac{0.193}{\eta^{1.414}}\right) C_{10}^{c}\left(M_{W}\right) \\
& +\left(-0.117 \eta^{0.718}-\frac{0.028}{\eta^{0.064}}-\frac{0.133}{\eta^{0.631}}+\frac{0.278}{\eta^{1.414}}\right) C_{7}^{c}\left(M_{W}\right) \\
& +\left(-0.008 \eta^{0.718}-\frac{0.008}{\eta^{0.064}}+\frac{0.508}{\eta^{0.631}}+\frac{0.508}{\eta^{1.414}}\right) C_{8}^{c}\left(M_{W}\right) \\
& +\left(0.529 \eta^{0.718}+\frac{0.051}{\eta^{0.064}}-\frac{3.529}{\eta^{0.631}}+\frac{2.949}{\eta^{1.414}}\right) C_{9}^{c}\left(M_{W}\right)  \tag{4.69}\\
C_{9}^{c}\left(\mu_{b}\right) & =\left(0.133 \eta^{0.718}-\frac{0.278}{\eta^{0.064}}+\frac{0.117}{\eta^{0.631}}+\frac{0.028}{\eta^{1.414}}\right) C_{10}^{c}\left(M_{W}\right) \\
& +\left(-0.016 \eta^{0.718}-\frac{0.040}{\eta^{0.064}}+\frac{0.016}{\eta^{0.631}}+\frac{0.040}{\eta^{1.414}}\right) C_{7}^{c}\left(M_{W}\right)
\end{align*}
$$

$$
\begin{align*}
+ & \left(-0.001 \eta^{0.718}-\frac{0.011}{\eta^{0.064}}-\frac{0.061}{\eta^{0.631}}+\frac{0.074}{\eta^{1.414}}\right) C_{8}^{c}\left(M_{W}\right) \\
+ & \left(0.073 \eta^{0.718}+\frac{0.073}{\eta^{0.064}}+\frac{0.427}{\eta^{0.631}}+\frac{0.427}{\eta^{1.414}}\right) C_{9}^{c}\left(M_{W}\right) \\
C_{10}^{c}\left(\mu_{b}\right)= & \left(0.508 \eta^{0.718}+\frac{0.508}{\eta^{0.064}}-\frac{0.008}{\eta^{0.631}}-\frac{0.008}{\eta^{1.414}}\right) C_{10}^{c}\left(M_{W}\right)  \tag{4.70}\\
& +\left(-0.061 \eta^{0.718}+\frac{0.074}{\eta^{0.064}}-\frac{0.001}{\eta^{0.631}}-\frac{0.011}{\eta^{1.414}}\right) C_{7}^{c}\left(M_{W}\right) \\
& +\left(-0.004 \eta^{0.718}+\frac{0.020}{\eta^{0.064}}+\frac{0.004}{\eta^{0.631}}-\frac{0.020}{\eta^{1.414}}\right) C_{8}^{c}\left(M_{W}\right) \\
& +\left(0.278 \eta^{0.718}-\frac{0.133}{\eta^{0.064}}-\frac{0.028}{\eta^{0.631}}-\frac{0.117}{\eta^{1.414}}\right) C_{9}^{c}\left(M_{W}\right) \\
C_{7, I I}^{\text {eff }}\left(\mu_{b}\right)= & \frac{4 \pi}{\alpha\left(\mu_{b}\right)}\left(-0.121 \eta^{0.72}+\frac{0.493}{\eta^{0.064}}-\frac{0.590}{\eta^{7 / 23}}+\frac{0.157}{\eta^{9 / 23}}+\frac{0.062}{\eta^{0.63}}-\frac{0.001}{\eta^{1.41}}\right) C_{10}^{c}\left(M_{W}\right)  \tag{4.71}\\
+ & \left(0.015 \eta^{0.72}+\frac{0.071}{\eta^{0.06}}-\frac{0.118}{\eta^{7 / 23}}+\frac{0.025}{\eta^{9 / 23}}+\frac{0.009}{\eta^{0.63}}-\frac{0.002}{\eta^{1.41}}\right) C_{7}^{c}\left(M_{W}\right) \\
+ & \left(0.001 \eta^{0.72}+\frac{0.02}{\eta^{0.06}}-\frac{0.096}{\eta^{7 / 23}}+\frac{0.111}{\eta^{9 / 23}}-\frac{0.033}{\eta^{0.631}}-\frac{0.003}{\eta^{1.41}}\right) C_{8}^{c}\left(M_{W}\right) \\
+ & \left(-0.067 \eta^{0.72}-\frac{0.13}{\eta^{0.06}}+\frac{0.452}{\eta^{7 / 23}}-\frac{0.467}{\eta^{9 / 23}}+\frac{0.226}{\eta^{0.631}}-\frac{0.015}{\eta^{1.41}}\right) C_{9}^{c}\left(M_{W}\right)
\end{align*}
$$

It was possible to rescale (4.72) because 1) the penguin and CBSM coefficients do not mix into each other and 2) the entries to $\vec{y}_{I I}^{c}$ are all zero. This means that $\tilde{C}_{7, I I}^{\text {eff }}\left(\mu_{b}\right)=\tilde{C}_{7 \gamma}\left(\mu_{b}\right)$. Again, after rescaling, the full evolution numerically is given below.

$$
\left(\begin{array}{c}
C_{7}^{c}\left(\mu_{b}\right)  \tag{4.73}\\
C_{8}^{c}\left(\mu_{b}\right) \\
C_{9}^{c}\left(\mu_{b}\right) \\
C_{10}^{c}\left(\mu_{b}\right) \\
C_{7, I I}^{\mathrm{eff}}\left(\mu_{b}\right) \\
C_{9 V}\left(\mu_{b}\right)
\end{array}\right)=\left(\begin{array}{cccc}
1.0 & 0.049 & 2.7 & 1.7 \\
0.37 & 2.0 & 2.3 & -0.55 \\
0.069 & 0.074 & 1.8 & 0.037 \\
0.0091 & -0.024 & -0.28 & 0.82 \\
-1.0 & -0.47 & 4.0 & 0.70 \\
0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
C_{7}^{c}\left(M_{W}\right) \\
C_{8}^{c}\left(M_{W}\right) \\
C_{9}^{c}\left(M_{W}\right) \\
C_{10}^{c}\left(M_{W}\right) \\
0 \\
0
\end{array}\right)
$$

### 4.3 Complete evolution

Finally in this section we present the full evolution matrix which governs the mixing of the CBSM operators with renormalization through the solving of the RGE. In subsection
4.2.2 and 4.2.3 we showed that the evolution for the Wilson coefficients was calculated separately for two sets of coefficients due to the different order at which they appear in the perturbative expansion. The final result can be recombined into one expression, due to the dependence of the dipole and semi leptonic coefficients only upon the CBSM coefficients, and the block diagonal nature of the evolution matrix corresponding to the mixing of charm coefficients amongst themselves. As explained above, we have

$$
\begin{align*}
\binom{\vec{c}_{I}^{c}\left(\mu_{b}\right)}{\bar{c}_{I I}^{c}\left(\mu_{b}\right)} & =\left(\begin{array}{c|c}
\hat{U}_{c c, I} & 0 \\
\hline 0 & \hat{U}_{c c, I I}
\end{array}\right)\binom{\vec{c}_{I}^{c}\left(M_{W}\right)}{\vec{c}_{I I}^{c}\left(M_{W}\right)} . \\
\Rightarrow \vec{C}^{c}\left(\mu_{b}\right) & =\hat{U}_{c c} \cdot \vec{C}^{c}\left(M_{W}\right) \tag{4.74}
\end{align*}
$$

Similarly for the dipole and semileptonic coefficients

$$
\begin{align*}
\binom{C_{7}^{\mathrm{eff}}\left(\mu_{b}\right)}{C_{9 V}\left(\mu_{b}\right)} & =\left(\begin{array}{c|c}
\vec{U}_{c 7, I} & \vec{U}_{c 7, I I} \\
\hline \vec{U}_{c 9, I} & \vec{U}_{c 9, I I}
\end{array}\right)\binom{\vec{c}_{I}^{c}\left(M_{W}\right)}{\vec{c}_{I I}^{c}\left(M_{W}\right)} . \\
\Rightarrow C_{7}^{\mathrm{eff}}\left(\mu_{b}\right) & =\vec{U}_{c 7} \cdot \vec{C}^{c}\left(M_{W}\right)  \tag{4.75}\\
C_{9 V}\left(\mu_{b}\right) & =\vec{U}_{c 9} \cdot \vec{C}^{c}\left(M_{W}\right) \tag{4.76}
\end{align*}
$$

The full evolution matrix for all the coefficients in our study is given below [2].

$$
\hat{U}=\left(\begin{array}{cccccccccc}
1.1 & -0.27 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{4.77}\\
-0.27 & 1.1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.92 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.33 & 1.9 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1.9 & 0.33 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.92 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1.0 & 0.05 & 2.70 & 1.70 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.37 & 2.0 & 2.30 & -0.55 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.07 & 0.07 & 1.80 & 0.04 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.01 & -0.02 & -0.29 & 0.82 \\
0.02 & -0.19 & -0.015 & -0.13 & 0.56 & 0.17 & -1.0 & -0.47 & 4.00 & 0.70 \\
8.50 & 2.10 & -4.30 & -2.00 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

The computation carried out in this chapter has been performed with only partial knowledge of the contribution to the evolution of coefficients $C_{7}^{\mathrm{eff}}$ and $C_{9 V}$ from operators $Q_{5}^{c}$ and $Q_{6}^{c}$. These operators do not contribute at all to the evolution of $C_{9 V}(\mu)$ at leading order and contribute to the evolution of $C_{7}^{\text {eff }}(\mu)$ only through finite pieces which enter
the effective anomalous dimension matrix. Therefore to reliably trust the dependence of $C_{7}^{\mathrm{eff}}\left(\mu_{b}\right)$ upon $C_{5}^{c}\left(M_{W}\right)$ and $C_{6}^{c}\left(M_{W}\right)$ which is calculated in (4.77), it would be required to perform a higher order calculation to obtain the leading anomalous dimension matrix entries governing the mixing of $C_{5}^{c}(\mu)$ and $C_{6}^{c}(\mu)$ into $C_{7}^{\mathrm{eff}}(\mu)$.

## Chapter 5

## Observables

In this chapter we introduce a set of observables used to constrain BSM effects generated by the CBSM operator basis given in (3.2). The results we present here are novel and are obtained in sections 5.1, 5.2, 5.3.1, 5.4 by inserting all of the operators in (3.2) into the expressions for each of the following observables; the rare semileptonic decay coefficient $\bar{C}_{9 V}^{(\prime)}{ }^{1}$, the inclusive radiative decay branching ratio $\mathcal{B}\left(B \rightarrow X_{s} \gamma\right)$, the $B_{s}^{0}$ meson width difference $\Delta \Gamma_{s}$, the flavour specific CP asymmetry $a_{f s}^{s}$, and the $B_{s}^{0}$ to $B_{d}^{0}$ lifetime ratio $\frac{\tau_{B_{s}}}{\tau_{B_{d}}}$, respectively. We thus provide a new BSM theoretical prediction for each individual observable, in the form of a function of all of the Wilson coefficients present in the CBSM Hamiltonian $\mathcal{H}_{\text {eff }}^{c \bar{c}}$. In section 5.5 we also provide a novel BSM prediction which in addition to including all operators in (3.2), allows all Wilson coefficients in $\mathcal{H}_{\text {eff }}^{c \bar{c}}$ to be complex for the quantities $S_{J / \psi K_{S}}$ and $C_{J / \psi K_{S}}$ associated with the observable $B \rightarrow J / \psi K_{S} \mathrm{CP}$ asymmetry, and for the branching ratio observable $\mathcal{B}\left(B_{d}^{(0)} \rightarrow J / \psi K_{d}^{(0)}\right)$. These predictions have not been calculated before, form part of the novel research presented in this thesis and may be found in articles [1,2]. We show the calculations carried out in order to determine contributions from the operators to each observable and show the methods used in order to achieve this.

### 5.1 The rare decay $b \rightarrow s \mu^{+} \mu^{-}$

### 5.1.1 The partonic amplitude $\mathcal{A}\left(b \rightarrow s \mu^{+} \mu^{-}\right)$

We study here the $b \rightarrow c \bar{c} s$ contribution to the Flavour Changing Neutral Current (FCNC) decay $b \rightarrow s \bar{\ell} \ell$ for $\ell=\mu$. This quark level decay would contribute to the hadronic

[^2]$B \rightarrow K^{(*)} \bar{\mu} \mu$ process. This decay is not present in the SM at tree level and so the LO contribution begins at the 1-loop level at $\mathcal{O}\left(\alpha, \alpha_{s}^{(0)}\right)$ in the electromagnetic and strong couplings respectively. The Feynman diagram in Figure 5.1 describes the process by which a beauty quark decays to a strange quark and a di-muon pair with invariant mass squared $q^{2}$, via a charm quark loop and an off shell photon.


Figure 5.1: Feynman diagram for $b \rightarrow s \bar{\ell} \ell$ quark level decay

The circled crosses here denote electromagnetic quark currents which make up the dim 6 operators of (3.2). We define the individual four quark operators generically as

$$
\begin{equation*}
Q_{i}^{c}=C_{\alpha \beta \gamma \delta}\left(\bar{c}^{\alpha} \Gamma_{i}^{A} b^{\beta}\right)\left(\bar{s}^{\gamma} \Gamma_{i}^{B} c^{\delta}\right), \tag{5.1}
\end{equation*}
$$

where $C^{\alpha \beta \gamma \delta}$ are colour factors, $i=1, \ldots, 10, \Gamma^{X} ; X=A, B$ are Dirac structures and left - right projection operators. At tree level +1 -loop we express the amplitude for a free b quark to decay to a strange quark and a photon as

$$
\begin{equation*}
\mathcal{A}(b \rightarrow s \bar{\mu} \mu)=\mathcal{A}^{(0)}(b \rightarrow s \bar{\mu} \mu)+\mathcal{A}^{(1)}(b \rightarrow s \bar{\mu} \mu)+\mathcal{O}\left(\alpha_{s}, \alpha \alpha_{s}\right), \tag{5.2}
\end{equation*}
$$

where the leading order tree level and the 1-loop contributions are defined as follows

$$
\begin{align*}
& \mathcal{A}^{(0)}(b \rightarrow s \bar{\mu} \mu)=\frac{4 G_{F} V_{c b} V_{c s}^{*}}{\sqrt{2}}\left(C_{7 \gamma}\left\langle Q_{7 \gamma}\right\rangle_{p}^{(0)}+C_{9 V}\left\langle Q_{9 V}\right\rangle_{p}^{(0)}\right. \\
&\left.+C_{7 \gamma}^{\prime}\left\langle Q_{7 \gamma}^{\prime}\right\rangle_{p}^{(0)}+C_{9 V}^{\prime}\left\langle Q_{9 V}^{\prime}\right\rangle_{p}^{(0)}\right)  \tag{5.3}\\
& \mathcal{A}^{(1)}(b \rightarrow s \bar{\mu} \mu)=\frac{4 G_{F} V_{c b} V_{c s}^{*}}{\sqrt{2}} \sum_{i=1}^{10}\left(C_{i}^{c}\left\langle Q_{i}^{c}\right\rangle_{p}^{(1,0)}+C_{i}^{c c}\left\langle Q_{i}^{c}\right\rangle_{p}^{(1,0)}\right) . \tag{5.4}
\end{align*}
$$

To make clear what is meant by these tree level and loop level matrix elements we define the following tree level matrix element of the effective operator $Q_{X}$ for $X=$
$1, \ldots 10,7 \gamma, 9 \mathrm{~V}$ as

$$
\begin{equation*}
\left\langle Q_{X}\right\rangle_{p}^{(0)}=C_{X}\left(\alpha^{\prime}, \beta^{\prime}\right)\left\langle s\left(p^{\prime}, \alpha^{\prime}\right), \bar{\mu}(r), \mu\left(r^{\prime}\right)\right| Q_{X}(0)\left|b\left(p ; \beta^{\prime}\right)\right\rangle, \tag{5.5}
\end{equation*}
$$

where the indices $\alpha^{\prime}, \beta^{\prime}$ are colour indices and the contractions of these with colour factor is $C_{X}\left(\alpha^{\prime}, \beta^{\prime}\right)$ ensures the whole object is colourless. The 1-loop matrix element of the effective operator is the third order term in the perturbative expansion of the $S$ matrix which contains two interaction terms from the neutral current Lagrangian and one insertion of the operator,

$$
\begin{align*}
\left\langle Q_{X}\right\rangle_{p}^{(1,0)} & =C_{X}\left(\alpha^{\prime}, \beta^{\prime}\right) \int d^{4} x \int d^{4} y \times \\
& \left.\left\langle\bar{\mu}(r), \mu\left(r^{\prime}\right)\right| s\left(p^{\prime} ; \alpha^{\prime}\right)\left|T\left\{\left(-i e \mathcal{J}_{\mu}^{l}(x) A^{\mu}(x)\right)\left(-i e \mathcal{J}_{\nu}^{c}(y) A^{\nu}(y)\right) Q_{X}(0)\right\}\right| b\left(p ; \beta^{\prime}\right)\right\rangle \tag{5.6}
\end{align*}
$$

Where $\mathcal{J}_{\mu}^{l}$ is the muon vector current and $\mathcal{J}_{\nu}^{c}$ is the charm vector current as defined in (2.35) with $Q_{f}=-1$ for the left handed muon and $Q_{f}=\frac{2}{3}$ for the left handed charm quark, and $e$ is the electromagnetic coupling. Only the four quark operators survive (5.6) and upon employing the LSZ reduction formula [75] and performing the Wick contractions yields the loop integrals

$$
\begin{equation*}
\left\langle Q_{i}\right\rangle_{p}^{(1,0)}=i \frac{2}{3} \frac{\mu^{4-d} e^{2}}{Z_{q} Z_{e}} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\left[\bar{u}_{s}\left(p^{\prime}\right) \Gamma_{i}^{B}\left((\nmid k-\not q)+m_{c}\right) \gamma_{\nu}\left(\not k+m_{c}\right) \Gamma_{i}^{A} u_{b}(p)\right]}{\left((k-q)^{2}-m_{c}^{2}+i \epsilon\right)\left(k^{2}-m_{c}^{2}+i \epsilon\right)} \frac{\left[\bar{u}\left(r^{\prime}\right) \gamma^{\nu} v(r)\right]}{\left(q^{2}+i \epsilon\right)}, \tag{5.7}
\end{equation*}
$$

where the quark and lepton field renormalization factors are defined in Section 2.4. To reduce the integrand for all Dirac structures it is convenient to define the numerator as

$$
\begin{equation*}
N=\Gamma_{i}^{B}((\not k-\not q)+m) \gamma_{\nu}(\not k+m) \Gamma_{i}^{A} \otimes \gamma^{\nu} \tag{5.8}
\end{equation*}
$$

where it is understood that the tensor product symbol means that the Dirac matrices on either side are contracted with spinor fields. Upon expanding (5.8) simplifies as

$$
\begin{align*}
N & =\Gamma_{i}^{B}\left(k \gamma_{\nu} \nmid k+m_{c}\left(k \gamma_{\nu}+\gamma_{\nu} \not k\right)-q / \gamma_{\nu} \nmid k-q \gamma_{\nu} m_{c}+m_{c}^{2} \gamma_{\nu}\right) \Gamma_{i}^{A} \otimes \gamma^{\nu} \\
& =\Gamma_{i}^{B}\left(\gamma_{\rho \nu \sigma} k^{\rho} k^{\sigma}+\left(2 m_{c} \eta_{\nu \sigma}-\gamma_{\rho \nu \sigma} q^{\rho}\right) k^{\sigma}+\left(m_{c}^{2} \gamma_{\nu}-m_{c} \gamma_{\sigma \nu} q^{\sigma}\right)\right) \Gamma_{i}^{A} \otimes \gamma^{\nu} \tag{5.9}
\end{align*}
$$

Employing the method of Veltman and Passarino (VP) [76], the tensor integrals are reduced to the product of scalar 1-loop integrals over loop momenta $k$ and Dirac structures
contracted with spinor fields. We can express (5.7) as a master expression

$$
\begin{align*}
\left\langle Q_{i}\right\rangle_{p}^{(1,0)}=i \frac{2}{3} \frac{\mu^{4-d} e^{2}}{Z_{q} Z_{e}} & \left\{\left[(2-d) B_{00}\left(m_{c}^{2}, m_{c}^{2}, q^{2}\right)+m_{c}^{2} B_{0}\left(m_{c}^{2}, m_{c}^{2}, q^{2}\right)\right.\right. \\
& \left.\left.+q^{2}\left(B_{1}\left(m_{c}^{2}, m_{c}^{2}, q^{2}\right)-B_{11}\left(m_{c}^{2}, m_{c}^{2}, q^{2}\right)\right)\right)\right]\left\langle Q_{i}^{V}\right\rangle_{p} \\
& \left.+m_{c} B_{0}\left(m_{c}^{2}, m_{c}^{2}, q^{2}\right)\left\langle Q_{i}^{T}\right\rangle_{p}\right\} \frac{1}{q^{2}}, \tag{5.10}
\end{align*}
$$

which can then be evaluated for each operator $Q_{i}^{c}$ in the basis. Here $d$ is the number of spacetime dimensions and the Veltman and Passarino (VP) integrals are given in Appendix C. We define the tree level matrix elements which depend upon the Dirac structure of each operator for each $i=1, \ldots, 10$ as

$$
\begin{align*}
\left\langle Q_{i}^{V}\right\rangle_{p} & =\left[\bar{u}_{s}\left(p^{\prime}\right) \Gamma_{i}^{B} \gamma_{\nu} \Gamma_{i}^{A} u_{b}(p)\right]\left[\bar{u}\left(r^{\prime}\right) \gamma^{\nu} v(r)\right],  \tag{5.11}\\
\left\langle Q_{i}^{T}\right\rangle_{p} & =\left[\bar{u}_{s}\left(p^{\prime}\right) \Gamma_{i}^{B} q^{\mu} i \sigma_{\mu \nu} \Gamma_{i}^{A} u_{b}(p)\right]\left[\bar{u}\left(r^{\prime}\right) \gamma^{\nu} v(r)\right] . \tag{5.12}
\end{align*}
$$

no sum implied, and the basis integrals evaluated in the dimensional regularization scheme are

$$
B_{0}\left(m_{c}^{2}, q^{2}\right)=\frac{i}{(4 \pi)^{2}}\left[\frac{1}{\epsilon}+\ln \left(\frac{\mu^{2}}{m_{c}^{2}}\right)+2-2 \sqrt{|z-1|}\left\{\begin{array}{ll}
\arctan \left(\frac{1}{\sqrt{z-1}}\right) & z>1  \tag{5.13}\\
\ln \left(\frac{1+\sqrt{1-z}}{\sqrt{z}}\right)-\frac{i \pi}{2} & z \leqslant 1
\end{array}\right] .\right.
$$

$$
\begin{equation*}
A\left(m_{c}^{2}\right)=\frac{i m_{c}^{2}}{(4 \pi)^{2}}\left[\frac{1}{\epsilon}+1+\ln \left(\frac{\mu^{2}}{m_{c}^{2}}\right)\right]+\mathcal{O}(\epsilon) \tag{5.14}
\end{equation*}
$$

where $z=\frac{4 m_{c}^{2}}{q^{2}}$. As expressed in Section 2.4 parameter $\mu^{2}=\frac{e^{\gamma} \tilde{\mu}^{2}}{4 \pi}$ is the usual dimensionfull quantity which is introduced into the calculation so as to give a dimensionless electromagnetic coupling $e$, but which is also the renormalization scale. The meaning of the two branches to $B_{0}\left(m^{2}, m^{2}, q^{2}\right)$ is that below the charm pair production threshold energy where $q^{2}<4 m_{c}^{2}$ we have $z>1$ and at or above the threshold where $q^{2} \geq 4 m_{c}^{2}$ the loop function develops an imaginary part and we have $z \leq 1$. At the threshold we will have a resonance where there is enough energy for charmonium states to be produced. For the purposes of the study of $b \rightarrow s \bar{\ell} \ell$ we will always stay below threshold. In what follows we construct an observable $\bar{C}_{9 V}^{(\prime)}$ which is an ingredient of the the forward backward (FB) asymmetry observable in $\bar{B} \rightarrow \bar{K}^{*} \ell^{+} \ell^{-}$, as calculated in [77] using the QCD factorization approach. For low $q^{2}$, such observables contain uncertainties due to power suppressed non perturbative charm effects. In this thesis we neglect these uncertainties
and work instead, directly with the coefficient $\bar{C}_{9 V}^{(\prime)}$.

### 5.1.2 The pseudo observable $\bar{C}_{9 V}$ and $\bar{C}_{7 \gamma}$

Returning now to (5.2), (5.3) and (5.4), at the tree level there is nothing to be done but at the loop level we must sum up all contributions from each of the $i=1, \ldots, 10$ operators and their chirality conjugates in the basis introduced in subsection 3.2. For the sum over operator matrix elements in (5.4) we find for the primed and the unprimed case that these are expressible in terms of a linear combination of tree level matrix elements of the dipole and semi leptonic operators. That is

$$
\begin{equation*}
\sum_{i=1}^{10} C_{i}^{(\prime) c}\left\langle Q_{i}^{(\prime) c}\right\rangle_{p}^{(1,0)}=\mathcal{C}_{7 \gamma}^{(\prime)}\left\langle Q_{7 \gamma}^{(1)}\right\rangle_{p}^{(0)}+\mathcal{C}_{9 V}^{(\prime)}\left\langle Q_{9 V}^{(\prime)}\right\rangle_{p}^{(0)} \tag{5.15}
\end{equation*}
$$

Let us define the coefficients $\mathcal{C}_{9 V}^{(1)}, \mathcal{C}_{7 \gamma}^{(1)}$ as

$$
\begin{equation*}
\mathcal{C}_{7 \gamma}^{(\prime)}=\sum_{i=1}^{10} C_{i}^{c(\prime)} \kappa_{7 \gamma}^{i}\left(\mu, q^{2}\right) \quad \mathcal{C}_{9 V}^{(\prime)}=\sum_{i=1}^{10} C_{i}^{c(\prime)} \kappa_{9 V}^{i}\left(\mu, q^{2}\right), \tag{5.16}
\end{equation*}
$$

and the $\kappa^{X}$ are functions of the VP integrals from (5.10) and whatever relations result from the Dirac reduction in (5.11) and (5.12). In (5.2) then we can write for the full amplitude at tree +1 -loop

$$
\begin{align*}
& \mathcal{A}(b \rightarrow s \bar{\mu} \mu)=\frac{4 G_{F} V_{c b} V_{c s}^{*}}{\sqrt{2}}\left[\left(C_{7 \gamma}+\mathcal{C}_{7 \gamma}\right)\left\langle Q_{7 \gamma}\right\rangle_{p}^{(0)}+\left(C_{9 V}+\mathcal{C}_{9 V}\right)\left\langle Q_{9 V}\right\rangle_{p}^{(0)}\right. \\
&\left.+\left(C_{7 \gamma}^{\prime}+\mathcal{C}_{7 \gamma}^{\prime}\right)\left\langle Q_{7 \gamma}^{\prime}\right\rangle_{p}^{(0)}+\left(C_{9 V}^{\prime}+\mathcal{C}_{9 V}^{\prime}\right)\left\langle Q_{9 V}^{\prime}\right\rangle_{p}^{(0)}\right] \\
&+\mathcal{O}\left(\alpha_{s}, \alpha \alpha_{s}\right) . \tag{5.17}
\end{align*}
$$

The coefficients $\mathcal{C}_{9 V}^{(\prime)}$ and $\mathcal{C}_{7 \gamma}^{(\prime)}$ as defined in (5.16) are

$$
\begin{align*}
\mathcal{C}_{9 V}^{(\prime)}\left(q^{2}, \mu, m_{c}\right) & =\left(\Delta C_{1,2}^{(\prime)}-\frac{\Delta C_{3,4}^{(\prime)}}{2}\right) h-\frac{2}{9} \Delta C_{3,4}^{(\prime)}  \tag{5.18}\\
\mathcal{C}_{7 \gamma}^{(\prime)}\left(q^{2}, \mu, m_{c}\right) & =\frac{m_{c}}{m_{b}}\left[\left(4 \Delta C_{9,10}^{(\prime)}-C_{7,8}^{(\prime)}\right) y-\frac{\Delta C_{7,8}^{(\prime)}}{6}\right] \tag{5.19}
\end{align*}
$$

with $\Delta C_{x, y}=3 \Delta C_{x}+\Delta C_{y}$, and the loop functions

$$
\begin{equation*}
h\left(q^{2}, m_{c}, \mu\right)=-\frac{4}{9}\left[\ln \frac{m_{c}^{2}}{\mu^{2}}-\frac{2}{3}+(2+z) a(z)-z\right], \tag{5.20}
\end{equation*}
$$

$$
\begin{equation*}
y\left(q^{2}, m_{c}, \mu\right)=-\frac{1}{3}\left[\ln \frac{m_{c}^{2}}{\mu^{2}}-\frac{3}{2}+2 a(z)\right] \tag{5.21}
\end{equation*}
$$

where $a(z)=\sqrt{|z-1|} \arctan \frac{1}{\sqrt{z-1}}$, and the $\Delta C_{x, y}$ are just short hand for the linear combinations $3 \Delta C_{x}+\Delta C_{y}$, where the BSM coefficients $\Delta C_{x}$ are defined in (3.12) in chapter 3, and always appear in this combination due to the differing colour structure of pairs of operators with the same Dirac structure. For this thesis we will find it convenient to further express these tree level and loop level induced coefficients in a single coefficient for both the dipole and semileptonic operators.

$$
\begin{align*}
\bar{C}_{9 V}^{(\prime)}(\mu) & =C_{9 V}^{(\prime) \mathrm{BSM}}(\mu)+\mathcal{C}_{9 V}^{(\prime)}\left(q^{2}, \mu, m_{c}\right)  \tag{5.22}\\
\bar{C}_{7 \gamma}^{(\prime) \mathrm{eff}}(\mu) & =C_{7 \gamma}^{(\prime) \mathrm{eff}, \mathrm{BSM}}(\mu)+\mathcal{C}_{7 \gamma}^{(\prime)}\left(q^{2}, \mu, m_{c}\right), \tag{5.23}
\end{align*}
$$

where the first term on the right hand side (RHS) will mix with the four fermion coefficients $\Delta C_{i}(\mu)$ through renormalization group evolution if we wish to consider scales above the scale of the B meson mass $\mu>\mu_{b} \approx m_{b}$ and the second term will contain the evolved coefficients themselves in addition to a $q^{2}$ dependent piece. In Chapter 6 we will explore the $q^{2}$ dependence and study the different constraints we obtain upon rare decay at the B scale and the weak scale.

### 5.2 The radiative decay $b \rightarrow s \gamma$

In this subsection we introduce the $b \rightarrow c \bar{c} s$ operator contribution to the $b \rightarrow s \gamma$ decay amplitude and show how this contributes to the observable $\mathcal{B}\left(\bar{B} \rightarrow X_{s} \gamma\right)$.

### 5.2.1 The partonic amplitude $\mathcal{A}(b \rightarrow s \gamma)$

The Feynman diagram for a $b$ quark to decay to a strange quark and a photon via a charm loop is given in Figure 5.2.


Figure 5.2: Feynman diagram for $b \rightarrow s \gamma$ quark level decay

Again, we split the amplitude into tree and 1-loop level contributions as

$$
\begin{equation*}
\mathcal{A}(b \rightarrow s \gamma)=\mathcal{A}^{(0)}(b \rightarrow s \gamma)+\mathcal{A}^{(1)}(b \rightarrow s \gamma)+\mathcal{O}\left(\alpha_{s}, \alpha \alpha_{s}\right), \tag{5.24}
\end{equation*}
$$

where the individual tree level and 1-loop contributions are proportional to

$$
\begin{align*}
& \mathcal{A}^{(0)}(b \rightarrow s \gamma)=\frac{4 G_{F} V_{c b} V_{c s}^{*}}{\sqrt{2}}\left(C_{7 \gamma}\left\langle Q_{7 \gamma}\right\rangle_{p}^{(0)}+C_{7 \gamma}^{\prime}\left\langle Q_{7 \gamma}^{\prime}\right\rangle_{p}^{(0)}\right),  \tag{5.25}\\
& \mathcal{A}^{(1)}(b \rightarrow s \gamma)=\frac{4 G_{F} V_{c b} V_{c s}^{*}}{\sqrt{2}} \sum_{i=1}^{10}\left(C_{i}^{c}\left\langle Q_{i}^{c}\right\rangle_{p}^{(1,0)}+C_{i}^{c c}\left\langle Q_{i}^{\prime c}\right\rangle_{p}^{(1,0)}\right) . \tag{5.26}
\end{align*}
$$

The one-loop $\mathcal{O}\left(\alpha_{s}^{(0)}\right)$ contributions from SM operator $Q_{1}^{c}, Q_{2}^{c}$ and from $Q_{3}^{c}, Q_{4}^{c}$ vanish for an on shell photon with $q^{2}=0$. However, operators $Q_{5}^{c}-Q_{10}^{c}$ do contribute at 1 loop at order $\alpha_{s}^{(0)}$. We do not repeat the steps shown above but state the acquired result for the master expression, which is

$$
\begin{equation*}
\left\langle Q_{i}\right\rangle_{p}^{(1,0)}=i \frac{2}{3} \frac{\mu^{4-d} e^{2}}{Z_{q} Z_{e}} m B_{0}\left(m^{2}, m^{2}, 0\right)\left\langle Q_{i}^{T}\right\rangle, \tag{5.27}
\end{equation*}
$$

This is none other than the result which contributes to the $b \rightarrow s \mu \mu$ amplitude for operators $Q_{5}^{c}-Q_{10}^{c}$. Thus we write

$$
\begin{equation*}
\mathcal{A}(b \rightarrow s \gamma)=\frac{4 G_{F} V_{c b} V_{c s}^{*}}{\sqrt{2}}\left[\left(C_{7 \gamma}+\mathcal{C}_{7 \gamma}\right)\left\langle Q_{7 \gamma}\right\rangle_{p}^{(0)}+\left(C_{7 \gamma}^{\prime}+\mathcal{C}_{7 \gamma}^{\prime}\right)\left\langle Q_{7 \gamma}^{\prime}\right\rangle_{p}^{(0)}\right]+\mathcal{O}\left(\alpha_{s}, \alpha \alpha_{s}\right) . \tag{5.28}
\end{equation*}
$$

and for the calligraphic coefficients $\mathcal{C}^{(1)}$ and loop function we have

$$
\begin{equation*}
\mathcal{C}_{7 \gamma}^{(\prime)}\left(0, \mu, m_{c}\right)=\frac{m_{c}}{m_{b}}\left[\left(4 \Delta C_{9,10}^{(\prime)}-C_{7,8}^{(\prime)}\right) y-\frac{\Delta C_{7,8}^{(\prime)}}{6}\right], \tag{5.29}
\end{equation*}
$$

$$
\begin{equation*}
y\left(0, m_{c}, \mu\right)=-\frac{1}{3}\left[\ln \frac{m_{c}^{2}}{\mu^{2}}+\frac{1}{2}\right] \tag{5.30}
\end{equation*}
$$

It is customary, as explained in chapter 4 to define a scheme independent effective coefficient.

### 5.2.2 The inclusive branching Ratio $\mathcal{B}\left(\bar{B} \rightarrow X_{s} \gamma\right)$

It is well known that weak radiative B meson decays are sensitive to BSM physics. The Standard-Model prediction of the branching ratio for $\mathcal{B}\left(\bar{B} \rightarrow X_{s} \gamma\right)^{\mathrm{SM}}=(3.36 \pm$ $0.23) \times 10^{-4}$ [69] is in good agreement with the current experimental average of $\mathcal{B}(\bar{B} \rightarrow$ $\left.X_{s} \gamma\right)^{\exp }=(3.32 \pm 0.15) \times 10^{-4}[78]$. In accordance with Heavy Quark Effective Theory (HQET) we may express the inclusive decay rate for a $B$ meson into a charmless hadron and a photon as

$$
\begin{equation*}
\Gamma\left(\bar{B} \rightarrow X_{s} \gamma\right) \simeq \Gamma\left(b \rightarrow X_{s}^{\text {parton }} \gamma\right)+\delta^{\mathrm{np}} \tag{5.31}
\end{equation*}
$$

Here the nonperturbative term $\delta^{\mathrm{np}}$, for $E_{\gamma}>E_{0}$ with the lower cut off of the photon energy $E_{0}=1.6 \mathrm{GeV}$, is estimated to be at the $(3 \pm 5) \%$ level $[79,80]$. Following the approach of [81, 82] the branching ratio $\mathcal{B}\left(\bar{B} \rightarrow X_{s} \gamma\right)$ can be expressed as

$$
\begin{equation*}
\mathcal{B}\left(\bar{B} \rightarrow X_{s} \gamma\right)_{E_{0}>E_{\gamma}}=\mathcal{B}\left(\bar{B} \rightarrow X_{c} e \bar{\nu}\right)^{\exp }\left|\frac{V_{t s}^{*} V_{t b}}{V_{c b}}\right|^{2} \frac{6 \alpha_{e m}}{\pi C}\left[P\left(E_{0}\right)+N\left(E_{0}\right)\right] \tag{5.32}
\end{equation*}
$$

where $P\left(E_{0}\right)$ and $N\left(E_{0}\right)$ denote, respectively, the leading-power perturbative contribution and non-perturbative corrections, and C is defined as

$$
\begin{equation*}
C=\left|\frac{V_{u b}}{V_{c b}}\right|^{2} \frac{\Gamma\left(\bar{B} \rightarrow X_{c} e \bar{\nu}\right)}{\Gamma\left(\bar{B} \rightarrow X_{u} e \bar{\nu}\right)} . \tag{5.33}
\end{equation*}
$$

The semi-leptonic branching ratio and the ratio $C$ are taken from [81]:

$$
\begin{align*}
\mathcal{B}\left(\bar{B} \rightarrow X_{c} e \bar{\nu}\right)^{\exp } & =0.1061 \pm 0.0017  \tag{5.34}\\
C & =0.580 \pm 0.016 \tag{5.35}
\end{align*}
$$

We neglect BSM corrections to the non-perturbative part and split the perturbative term $P\left(E_{0}\right)$ into an SM part and a BSM part,

$$
\begin{equation*}
P\left(E_{0}\right)=P^{\mathrm{SM}}\left(E_{0}\right)+\Delta P\left(E_{0}\right) . \tag{5.36}
\end{equation*}
$$

We similarly split the branching ratio,

$$
\begin{equation*}
\mathcal{B}\left(\bar{B} \rightarrow X_{s} \gamma\right)=\mathcal{B}\left(\bar{B} \rightarrow X_{s} \gamma\right)_{S M}+\Delta \mathcal{B}_{N P} . \tag{5.37}
\end{equation*}
$$

To zeroth order in $\alpha_{s}$ and neglecting the strange quark mass, we have

$$
\begin{equation*}
\Delta P\left(E_{0}\right)=2 C_{7 \gamma}^{\text {eff,SM }} \operatorname{Re}\left(\bar{C}_{7 \gamma}^{\text {eff }}\right)+\left|\bar{C}_{7 \gamma}^{\text {eff }}\right|^{2}+\left|\bar{C}_{7 \gamma}^{\prime \text { eff }}\right|^{2}, \tag{5.38}
\end{equation*}
$$

which follows from substituting $C_{7 \gamma}^{\mathrm{eff}} \rightarrow C_{7 \gamma}^{\mathrm{eff}, \mathrm{SM}}+\bar{C}_{7 \gamma}^{\mathrm{eff}}$ in the SM expression. The SM contribution to $B \rightarrow X_{s} \gamma$ which interferes with our BSM contribution is given by [83]

$$
\begin{equation*}
C_{7 \gamma}^{\mathrm{efffSM}}\left(m_{b}\right)=-0.385 . \tag{5.39}
\end{equation*}
$$

The barred coefficients are defined as below, where the first term comes from the evolution detailed in 4 and the second term is the LO result of (5.29).

$$
\begin{align*}
\bar{C}_{7 \gamma}^{\mathrm{eff}}(\mu) & =C_{7 \gamma}^{\mathrm{eff}, \mathrm{BSM}}(\mu)+\mathcal{C}_{7 \gamma}(0, \mu, z)  \tag{5.40}\\
\bar{C}_{7 \gamma}^{\prime \text { eff }}(\mu) & =C_{7 \gamma}^{\prime \text { eff }, \mathrm{BSM}}(\mu)+\mathcal{C}_{7 \gamma}^{\prime}(0, \mu, z), \tag{5.41}
\end{align*}
$$

With expressions (5.32) and (5.38) we determine the shift to the SM branching ratio in terms of the charmed four fermion coefficients and in Chapter 6 find this leads, in many cases, to stringent constraints upon the possible size of BSM effects.

## $5.3 \quad B_{s}^{0}$ mixing observables $\Delta \Gamma_{s}$ and $a_{s l}^{s}$

### 5.3.1 The calculation of $\Gamma_{12}^{s}$

The quantity we wish to compute is $\Gamma_{12}^{s}$, the off diagonal matrix element of the $B_{s}^{(0)}-\bar{B}_{s}^{(0)}$ decay rate matrix given in eq (2.60) in section 2.2. This quantity is the absorptive part of the $B_{s}^{(0)}$ meson mixing matrix in that contributions to $\Gamma_{12}^{s}$ are associated with intermediate states for which there is enough energy to actually be produced. As there is no top quark contribution, the charm will give the leading effect. Following [67], [84] $\Gamma_{12}$ may be expressed as ${ }^{2}$

$$
\begin{equation*}
\Gamma_{12}^{s}=\frac{1}{2 M_{B}}\left\langle B_{s}^{0}\right| \mathcal{T}\left|\bar{B}_{s}^{0}\right\rangle, \tag{5.42}
\end{equation*}
$$

[^3]where we use the relativistic normalization of states $\left\langle B_{s} \mid B_{s}\right\rangle=2 E V$ and the transition operator $\mathcal{T}$ is formed of the imaginary part of the bi-local time ordered product of the two $\Delta B=1$ Hamiltonians at different spacetime points as detailed in section 2.7.
\[

$$
\begin{equation*}
\mathcal{T}=\operatorname{Im}\left\{i \int d^{4} x T\left[\mathcal{H}_{\mathrm{eff}}(x) \mathcal{H}_{\mathrm{eff}}(0)\right]\right\} \tag{5.43}
\end{equation*}
$$

\]

with the Hamiltonian being the weak effective Hamiltonian which mediates $b$ quark decay. We split $\Gamma_{12}^{s}$ into the SM part and a NP part

$$
\begin{equation*}
\Gamma_{12}^{s}=\Gamma_{12}^{S M}+\Gamma_{12}^{c \bar{c}}, \tag{5.44}
\end{equation*}
$$

where the second term contains the effects of $b \rightarrow c \bar{c} s$ operators. The time ordered product of the Hamiltonian is given by (3.4) expands into four terms which contribute to different processes.

$$
\begin{align*}
T\left(\mathcal{H}^{c \bar{c}}(x) \mathcal{H}^{c \bar{c}}(0)\right)=8 G_{F}^{2} & \sum_{n} \sum_{m}\left\{V_{c b}^{2}\left(V_{c s}^{*}\right)^{2} C_{m} C_{n} T\left[Q_{m}(x) Q_{n}(0)\right]\right. \\
& +\left|V_{c b}\right|^{2}\left|V_{c s}\right|^{2} C_{m} C_{n}^{*} T\left[Q_{m}(x) Q_{n}^{\dagger}(0)\right] \\
& +\left|V_{c b}\right|^{2}\left|V_{c s}\right|^{2} C_{m}^{*} C_{n} T\left[Q_{m}^{\dagger}(x) Q_{n}(0)\right] \\
& \left.+\left(V_{c b}^{*}\right)^{2}\left(V_{c s}^{*}\right)^{2} C_{m}^{*} C_{n}^{*} T\left[Q_{m}^{\dagger}(x) Q_{n}^{\dagger}(0)\right]\right\} . \tag{5.45}
\end{align*}
$$

The part of which contributes to $\Gamma_{12}^{s}$ and does not vanish between the given initial and final states is

$$
\begin{equation*}
\left.\mathcal{T}\right|_{\Gamma_{12}^{c \bar{c}}}=8 G_{F}^{2} V_{c b}^{2}\left(V_{c s}^{*}\right)^{2} \sum_{m=1}^{20} \sum_{n=1}^{20} C_{m}^{c} C_{n}^{c} \operatorname{Im}\left\{i \int d^{4} x T\left[Q_{m}^{c}(x) Q_{n}^{c}(0)\right]\right\}, \tag{5.46}
\end{equation*}
$$

where here, operators with indices $m=11, \ldots, 20$ are the primed operators of (3.4) with indices $m=1, \ldots, 10$. Thus we express the second term in (5.44) as

$$
\begin{equation*}
\Gamma_{12}^{c \bar{c}}=\sum_{m=1}^{20} \sum_{n=1}^{20} \mathcal{N}_{m n}\left\langle B_{s}^{0}\right| \operatorname{Im}\left\{i \int d^{4} x T\left[Q_{m}^{c}(x) Q_{n}^{c}(0)\right]\right\}\left|\bar{B}_{s}^{0}\right\rangle, \tag{5.47}
\end{equation*}
$$

for brevity expressing the normalization factor as

$$
\begin{equation*}
\mathcal{N}_{m n}=\frac{4 G_{F}^{2} V_{c b}^{2}\left(V_{c s}^{*}\right)^{2} C_{m}^{c} C_{n}^{c}}{M_{B}} . \tag{5.48}
\end{equation*}
$$

The leading contribution to $\Gamma_{12}$ occurs at third order in the HQE such that the dimension 6 operators arising in (5.43) are local $\Delta B=2$ operators

$$
\begin{equation*}
\left\langle B_{s}^{0}\right| \operatorname{Im}\left\{i \int d^{4} x T\left[Q_{m}^{c}(x) Q_{n}^{c}(0)\right]\right\}\left|\bar{B}_{s}^{0}\right\rangle=\frac{m_{b}^{2}}{16 \pi}\left[G(m, n)(z)\langle Q\rangle+F(m, n)(z)\left\langle\tilde{Q}_{S}\right\rangle\right] . \tag{5.49}
\end{equation*}
$$

To compute these quantities, the matrix element of the transition operator is evaluated between partonic initial and final states - and once the coefficients $F(m, n), G(m, n)$ of the new basis of operators are found, the matrix elements of these are expressed between the full meson (non perturbative) states. That is to say, we may compute the coefficients $F(m, n), G(m, n)$ using perturbative methods, but when this is done, we will need to use matrix elements of the $\Delta B=2$ operators computed using QCD Sum rules or Lattice Field theory to obtain a prediction. First let us define the shorthand notation

$$
\begin{equation*}
\langle\hat{A}\rangle_{p}^{m i x}:=\left\langle\bar{b}_{2}\left(p_{b 2}\right), s_{2}\left(p_{s 2}\right)\right| \hat{A}\left|b_{1}\left(p_{b 1}\right), \bar{s}_{1}\left(p_{s 1}\right)\right\rangle, \tag{5.50}
\end{equation*}
$$

where $p$ stands for partonic, $p_{q j}, j=1,2, q=b, s$ are the four momentum of the initial and final state particles, and $\hat{A}$ is any operator, and the superscript "mix" indicates that the initial and final states are associated with $\bar{B}$ and a $B$ meson respectively. Consider the partonic matrix element of the T-product of $\Delta B=1$ operators on the lhs of (5.49). Straight forward application of the LSZ reduction formula [75] gives

$$
\begin{align*}
\int d^{4} x\langle T & {\left.\left[Q_{m}(x) Q_{n}(0)\right]\right\rangle_{p}^{m i x}=Z_{f} \int d^{4} x \int d^{4} x_{2} \int d^{4} y_{2} \int d^{4} x_{1} \int d^{4} y_{1}\{ } \\
& (-i) e^{i p_{s 2} \cdot y_{2}}\left[\bar{u}_{s_{2}}\left(p_{s 2}\right)\left(i \not \partial_{y_{2}}-m\right)\right]_{\beta_{2}} i e^{-i p_{s 1} \cdot y_{1}}\left[\bar{v}_{s_{1}}\left(p_{s 1}\right)\left(i \not \ddot{y}_{y_{1}}-m\right)\right]_{\beta_{1}} \times \\
& \langle 0| T\left[\bar{\psi}_{\alpha_{2}}^{i}\left(x_{2}\right) \psi_{\beta_{2}}^{j}\left(y_{2}\right) \bar{\psi}_{\alpha_{1}}^{k}\left(x_{1}\right) \psi_{\beta_{1}}^{l}\left(y_{1}\right) Q_{m}(x) Q_{n}(0)\right]|0\rangle \times \\
& \left.(-i)\left[\left(-i \overleftarrow{\not \partial}_{x_{1}}-m\right) u_{b_{1}}\left(p_{b 1}\right)\right]_{\alpha_{1}} e^{-i p_{b_{1} \cdot x_{1}}} i\left[\left(-i \not \overleftarrow{\not}_{x_{2}}-m\right) v_{b_{2}}\left(p_{b 2}\right)\right]_{\alpha_{2}} e^{i p^{\prime} \cdot x_{2}}\right\} \tag{5.51}
\end{align*}
$$

here $\psi_{\alpha}^{i}(x)$ are anti commuting fermion fields, greek letters $\alpha$ and $\beta$ are Dirac indices, roman letters $i, j, k, l$ are colour indices and $u(p), v(p)$ are spinors. Since the time ordered product of operators is

$$
\begin{equation*}
T[\hat{A} \hat{B} \ldots \hat{Z}]=N[\hat{A} \hat{B} \ldots \hat{Z}+\text { all possible contractions }] \tag{5.52}
\end{equation*}
$$

and between the vacuum states, a product of un-contracted fields in normal order vanishes, that is

$$
\begin{equation*}
\langle 0| N(\text { anything uncontracted })|0\rangle=0 \tag{5.53}
\end{equation*}
$$

there are only actually 4 non vanishing contractions, and two of those are related by symmetry. We find for the correlation function in (5.51)
$\langle 0| T\left[\bar{\psi}_{\alpha_{2}}^{i}\left(x_{2}\right) \psi_{\beta_{2}}^{j}\left(y_{2}\right) \bar{\psi}_{\alpha_{1}}^{k}\left(x_{1}\right) \psi_{\beta_{1}}^{l}\left(y_{1}\right) Q_{m}(x) Q_{n}(0)\right]|0\rangle=$
$=\left(S^{F}\left(y_{2}\right) \Gamma_{n}^{B} S^{F}(-x) \Gamma_{m}^{A} S^{F}\left(x-x_{2}\right)\right)_{\beta_{2} \alpha_{2}}\left(S^{F}\left(y_{1}-x\right) \Gamma_{m}^{B} S^{F}(x) \Gamma_{n}^{A} S^{F}\left(-x_{1}\right)\right)_{\beta_{1} \alpha_{1}}$
$-\left(S^{F}\left(y_{1}\right) \Gamma_{n}^{B} S^{F}(-x) \Gamma_{m}^{A} S^{F}\left(x-x_{2}\right)\right)_{\beta_{1} \alpha_{2}}\left(S^{F}\left(y_{2}-x\right) \Gamma_{m}^{B} S^{F}(x) \Gamma_{n}^{A} S^{F}\left(-x_{1}\right)\right)_{\beta_{2} \alpha_{1}}$
$+n \leftrightarrow m$
where $S^{F}(x)$ are Dirac Feynman propagators and are given in (A.13) in Appendix A. Now let us substitute these results back in to (5.51) this gives

$$
\begin{equation*}
\operatorname{Im}\left\{i \int d^{4} x\left\langle T\left[Q_{m}(x) Q_{n}(0)\right]\right\rangle_{p}^{m i x}\right\}=Z_{F} \operatorname{Im}\left[i\left(I_{1}(m, n)-I_{2}(m, n)+n \leftrightarrow m\right)\right] \tag{5.55}
\end{equation*}
$$

After some simplification, the integrals over loop momenta are

$$
\begin{align*}
& I_{1}(m, n)=C_{u v}^{i j k l} \int \frac{d^{4} k}{(4 \pi)^{4}} \frac{\left[\bar{u}_{s 2}^{i} \Gamma_{n}^{B}(k+m) \Gamma_{m}^{A} v_{b 2}^{j}\right]}{\left(k^{2}-m^{2}+i \epsilon\right)} \frac{\left[\bar{v}_{s 1}^{k} \Gamma_{m}^{B}\left(\left(\not k+\not p^{-}\right)+m\right) \Gamma_{n}^{A} u_{b 1}^{l}\right]}{\left(\left(k+p^{-}\right)^{2}-m^{2}+i \epsilon\right)}  \tag{5.56}\\
& I_{2}(m, n)=C_{u u}^{i j k l} \int \frac{d^{4} k}{(4 \pi)^{4}} \frac{\left[\bar{v}_{s 1}^{k} \Gamma_{n}^{B}(\not k+m) \Gamma_{m}^{A} v_{b 2}^{l}\right]}{\left(k^{2}-m^{2}+i \epsilon\right)} \frac{\left[\bar{u}_{s 2}^{i} \Gamma_{m}^{B}\left(\left(\nmid \nmid \not p^{+}\right)+m\right) \Gamma_{n}^{A} u_{b 1}^{j}\right]}{\left(\left(k+p^{+}\right)^{2}-m^{2}+i \epsilon\right)} \tag{5.57}
\end{align*}
$$

where $C_{u u(v)}^{i j k l}$ are colour factors and depend upon $n$ and $m$. Momentum conserving Dirac Delta functions (see appendix) give the external momentum conservation relations $p^{-}=p_{b 1}-p_{s 2}=p_{b 2}-p_{s 1}$ and $p^{+}=p_{b 1}+p_{s 1}=p_{b 2}+p_{s 2}$ 。 In the same way as was done in Section 5.1 the integrals in (5.56) and (5.57) are reduced to the product of a scaler loop integral and some tree level matrix elements which are given below. Upon expanding out and taking the imaginary part (5.56) and (5.57) reduce to

$$
\begin{align*}
& \operatorname{Im}\left(i I_{1}\right)=\frac{\sqrt{1-\xi}}{192 \pi}\left[\left(p^{-}\right)^{2}\left(1-\xi^{-}\right)\left\langle Q_{V}^{u v}\right\rangle_{p}^{m i x}+\left(\xi^{-}+2\right)\left\langle Q_{P P}^{u v}\right\rangle_{p}^{m i x}\right. \\
&\left.-6 m_{c}\left(\left\langle Q_{P R}^{u v}\right\rangle_{p}^{m i x}-\left\langle Q_{P L}^{u v}\right\rangle_{p}^{m i x}\right)-12 m_{c}^{2}\left\langle Q_{S}^{u v}\right\rangle_{p}^{m i x}\right]  \tag{5.58}\\
& \operatorname{Im}\left(i I_{2}\right)=\frac{\sqrt{1-\xi}}{192 \pi}\left[\left(p^{+}\right)^{2}\left(1-\xi^{+}\right)\left\langle Q_{V}^{u u}\right\rangle_{p}^{m i x}+\left(\xi^{+} 2\right)\left\langle Q_{P P}^{u u}\right\rangle_{p}^{m i x}\right.
\end{align*}
$$

$$
\begin{equation*}
\left.-6 m_{c}\left(\left\langle Q_{P R}^{u u}\right\rangle_{p}^{m i x}-\left\langle Q_{P L}^{u u}\right\rangle_{p}^{m i x}\right)-12 m_{c}^{2}\left\langle Q_{S}^{u u}\right\rangle_{p}^{m i x}\right] \tag{5.59}
\end{equation*}
$$

where $\xi^{ \pm}$are defined as $\xi^{ \pm}=\frac{4 m_{c}^{2}}{\left(p^{ \pm}\right)^{2}}$, and the matrix elements $\left\langle Q_{X}^{x y}\right\rangle_{p}^{m i x}$ with $x, y=u u$, $u v$ and $X \in\{V, P P, P R, P L, S\}$ are comprised of spinors and Dirac structure and include colour factors, colour indices and dependence upon $n, m$ are suppressed for clarity. In fact we can further simplify (5.58) and (5.59) as in this work we do not keep terms of $\mathcal{O}\left(\frac{m_{s}}{m_{b}}\right)$ or higher. Expanding the external momenta in inverse powers of the b quark mass gives

$$
\begin{align*}
& \frac{\left(p^{-}\right)^{2}}{m_{b}^{2}}=1+\frac{m_{s}^{2}}{m_{b}^{2}}-\frac{2 p_{b 1} \cdot p_{s 2}}{m_{b}^{2}}  \tag{5.60}\\
& \frac{\left(p^{+}\right)^{2}}{m_{b}^{2}}=1+\frac{m_{s}^{2}}{m_{b}^{2}}+\frac{2 p_{b 1} \cdot p_{s 1}}{m_{b}^{2}} \tag{5.61}
\end{align*}
$$

In this work we approximate $\left(p^{+}\right)^{2}=\left(p^{-}\right)^{2} \approx p_{b}^{2}$ and this gives $\xi^{+}=\xi^{-}=\xi \approx 4 \frac{m_{c}^{2}}{m_{b}^{2}}$. For the lhs, the master integral is

$$
\begin{align*}
\operatorname{Im}(i I(m, n))=\frac{\sqrt{1-\xi}}{96 \pi} & {\left[p_{b}^{2}(1-\xi)\left\langle Q_{V}\right\rangle_{p}^{m i x}+(\xi+2)\left\langle Q_{P P}\right\rangle_{p}^{m i x}\right.} \\
& \left.-6 m_{c}\left(\left\langle Q_{P R}\right\rangle_{p}^{m i x}-\left\langle Q_{P L}\right\rangle_{p}^{m i x}\right)-12 m_{c}^{2}\left\langle Q_{S}\right\rangle_{p}^{m i x}\right] \tag{5.62}
\end{align*}
$$

where a symmetry factor of 2 has been included as the above expression is symmetric under interchange of labels $n \leftrightarrow m$. Finally, taking the imaginary part, the result for the lhs of (5.49) in terms of perturbative quantities is

$$
\begin{align*}
\operatorname{Im}\left\{i \int d^{4} x\left\langle T\left[Q_{m}(x) Q_{n}(0)\right]\right\rangle_{p}^{m i x}\right\}=\frac{\sqrt{\xi-1}}{96 \pi} & {\left[p^{2}(1-\xi)\left\langle Q_{V}(m, n)\right\rangle_{p}^{m i x}\right.} \\
& +(\xi+2)\left\langle Q_{P P}(m, n)\right\rangle_{p}^{m i x} \\
& -6 m_{c}\left(\left\langle Q_{P R}(m, n)\right\rangle_{p}^{m i x}-\left\langle Q_{P L}(m, n)\right\rangle_{p}^{m i x}\right) \\
& \left.-12 m_{c}^{2}\left\langle Q_{S}(m, n)\right\rangle_{p}^{m i x}\right] \tag{5.63}
\end{align*}
$$

When using the above expression and performing the reduction of Dirac matrices using their anti commuting properties, the terms dependent upon external momentum may be reduced using the equations of motion for the $b$ and $s$ quark spinor fields. These are

$$
\begin{array}{ll}
\left(\not p_{b}-m_{b}\right) u_{b}=0 & \left(\not p_{b}+m_{b}\right) v_{b}=0, \\
\bar{u}_{s}\left(\not p_{s}-m_{s}\right)=0 & \bar{v}_{s}\left(\not p_{s}+m_{s}\right)=0 . \tag{5.65}
\end{array}
$$

Again, neglecting the mass of the strange quark achieves simplification and in addition, we do not keep terms dependent upon the strange quark momentum - these lead to higher dimensional operators but are also proportional again to the strange quark mass (see operator basis definitions ( $R$ operators)). The dictionary for the above quantities is given below in table 5.1, where colour indices on spinors and colour factors $C^{x y}, x y=u u, u v$ have again been suppressed for clarity.

Table 5.1: Intermediate bilinears : Mixing

| Quantity | Expression |
| :--- | :--- |
| $\left\langle Q_{V}(m, n)\right\rangle_{p}^{m i x}$ | $C^{u v}\left(\bar{u}_{s 2} \Gamma_{n}^{B} \gamma_{\nu} \Gamma_{m}^{A} v_{b 2}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \gamma^{\nu} \Gamma_{n}^{A} u_{b 1}\right)-C^{u u}\left(\bar{u}_{s 2} \Gamma_{n}^{B} \gamma_{\nu} \Gamma_{m}^{A} u_{b 1}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \gamma^{\nu} \Gamma_{n}^{A} v_{b 2}\right)$ |
| $\left\langle Q_{P}(m, n)\right\rangle_{p}^{m i x}$ | $C^{u v}\left(\bar{u}_{s 2} \Gamma_{n}^{B} \not p \Gamma_{m}^{A} v_{b 2}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \not p \Gamma_{n}^{A} u_{b 1}\right)-C^{u u}\left(\bar{u}_{s 2} \Gamma_{n}^{B} \not p \Gamma_{m}^{A} u_{b 1}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \not p \Gamma_{n}^{A} v_{b 2}\right)$ |
| $\left\langle Q_{P L}(m, n)\right\rangle_{p}^{m i x}$ | $\left.C^{u v}\left(\bar{u}_{s 2} \Gamma_{n}^{B} \not p \Gamma_{m}^{A} v_{b 2}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \Gamma_{n}^{A} u_{b 1}\right)\right)-C^{u u}\left(\bar{u}_{s 2} \Gamma_{n}^{B} \Gamma_{m}^{A} u_{b 1}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \not p \Gamma_{n}^{A} v_{b 2}\right)$ |
| $\left\langle Q_{P R}(m, n)\right\rangle_{p}^{m i x}$ | $C^{u v}\left(\bar{u}_{s 2} \Gamma_{n}^{B} \Gamma_{m}^{A} v_{b 2}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \not p \Gamma_{n}^{A} u_{b 1}\right)-C^{u u}\left(\bar{u}_{s 2} \Gamma_{n}^{B} \Gamma_{m}^{A} u_{b 1}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \not p \Gamma_{n}^{A} v_{b 2}\right)$ |
| $\left\langle Q_{S}(m, n)\right\rangle_{p}^{m i x}$ | $\left.C^{u v}\left(\bar{u}_{s 2} \Gamma_{n}^{B} \Gamma_{m}^{A} v_{b 2}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \Gamma_{n}^{A} u_{b 1}\right)-C^{u u}\left(\bar{u}_{s 2} \Gamma_{n}^{B} \Gamma_{m}^{A} u_{b 1}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \Gamma_{n}^{A} v_{b 2}\right)\right)$ |

Evaluating (5.63) for each $n, m$ results in a new expression in terms of partonic matrix elements of $\Delta B=2$ operators.
$\operatorname{Im}\left\{i \int d^{4} x\left\langle T\left[Q_{m}(x) Q_{n}(0)\right]\right\rangle_{p}^{m i x}\right\}=\frac{m_{b}^{2}}{16 \pi}\left[G(m, n)(z)\langle Q\rangle_{p}^{m i x}+F(m, n)(z)\left\langle\tilde{Q}_{S}\right\rangle_{p}^{m i x}\right]$.

Now the dependence upon $m$ and $n$ has been placed into the coefficients $G(m, n)$ and $F(m, n)$ and depending upon the different combination of Dirac structures these will be proportional to one of two operator matrix elements which are identified as in Table 5.2

Table 5.2: Spinorial form of $\Delta B=2$ matrix elements

| Quantity | Expression |
| :--- | :--- |
| $\langle Q\rangle_{p}^{\text {mix }}$ | $2 C^{u v}\left(\left(\bar{u}_{s 2} \gamma_{\nu}\left(1-\gamma^{5}\right) v_{b 2}\right)\left(\bar{v}_{s 1} \gamma^{\nu}\left(1-\gamma^{5}\right) u_{b 1}\right)\right.$ <br> $-C^{u u}\left(\bar{u}_{s 2} \gamma_{\nu}\left(1-\gamma^{5}\right) u_{b 1}\right)\left(\left(\bar{v}_{s 1} \gamma^{\nu}\left(1-\gamma^{5}\right) v_{b 2}\right)\right)$ |
| $\left\langle Q_{S}\right\rangle_{p}^{\text {mix }}$ | $2 C^{u v}\left(\left(\bar{u}_{s 2}\left(1+\gamma^{5}\right) v_{b 2}\right)\left(\bar{v}_{s 1}\left(1+\gamma^{5}\right) u_{b 1}\right)-C^{u u}\left(\bar{u}_{s 2}\left(1+\gamma^{5}\right) u_{b 1}\right)\left(\left(\bar{v}_{s 1}\left(1+\gamma^{5}\right) v_{b 2}\right)\right)\right.$ |

To summarise the calculation steps

1. we evaluate the LHS of (5.49) using equations of motion and anti commuting properties of Dirac matrices for each $m, n$
2. match this onto the RHS to obtain the coefficients $F(m, n), G(m, n)$ for each $m, n$
3. Return to the full expression for $\Gamma_{12}$ and identify the perturbative matrix elements with the non perturbative ones and use non perturbative methods to express the evaluation of these.

Expressing $\Gamma_{12}$ in terms of non perturbative objects having performed the integration and Dirac reduction we find

$$
\begin{equation*}
\Gamma_{12}^{c \bar{c}}=\frac{G_{F}^{2} V_{c b}^{2}\left(V_{c s}^{*}\right)^{2} m_{b}^{2}}{4 M_{B} \pi}\left[G(\xi)\langle Q\rangle+F(\xi)\left\langle\tilde{Q}_{S}\right\rangle\right]+\mathcal{O}\left(\frac{m_{s}}{m_{b}}\right)+\mathcal{O}\left(\alpha_{s}\right) \tag{5.67}
\end{equation*}
$$

The coefficients $F(\xi)$ and $G(\xi)$ are sums over individual coefficients which depend upon the $m, n$ operators inserted.

$$
\begin{align*}
& F(\xi)=\sum_{m=1}^{20} \sum_{n=m}^{20} F_{m, n}^{(0)}(\xi) C_{m}^{c} C_{n}^{c}-F_{S M}^{(0)}+\mathcal{O}\left(\alpha_{s}\right)  \tag{5.68}\\
& G(\xi)=\sum_{m=1}^{20} \sum_{n=m}^{20} G_{m, n}^{(0)}(\xi) C_{m}^{c} C_{n}^{c}-G_{S M}^{(0)}+\mathcal{O}\left(\alpha_{s}\right) \tag{5.69}
\end{align*}
$$

At leading order and neglecting dimension 7 operators, the two primed and unprimed sectors do not mix. I.e. there are not terms in (5.67) proportional to combinations of Wilson Coefficients such as $C_{m}^{c} C_{n}^{c^{\prime}}$ or $C_{m}^{c^{\prime}} C_{n}^{c}$.
Below are given the coefficients $F_{m, n}^{(0)}$, and $G_{m, n}^{(0)}$ with $\xi=\frac{4 m_{c}^{2}}{m_{b}^{2}}$, and following this is the prescription for obtaining the further coefficients not given below, which are associated with terms quadratic in the primed Wilson coefficients. To reconstruct (5.67), substitute the below coefficients and the further set obtained through relations (5.70) and (5.71), in to (5.68) and (5.69) and subtract off all terms quadratic in coefficients $C_{i}^{S M} C_{j}^{S M} \quad i, j=$ 1,2 . This is necessary to avoid over counting because the SM part of the observables will already be included in $\Gamma_{12}^{S M}$.

$$
\begin{aligned}
& F_{1,1}^{(0)}=\frac{N_{c}}{12} \sqrt{1-\xi}(\xi+2) \\
& F_{3,3}^{(0)}=\frac{N_{c}}{48} \sqrt{1-\xi}(\xi+2) \\
& F_{5,7}^{(0)}=\frac{N_{c}}{4} \sqrt{1-\xi}(\xi-2) \\
& F_{5,10}^{(0)}=3 \sqrt{1-\xi}(\xi-2) \\
& F_{6,9}^{(0)}=3 N_{c} \sqrt{1-\xi}(\xi-2) \\
& F_{1,5}^{(0)}=-\frac{1}{2} N_{c} \sqrt{\xi(1-\xi)} \\
& F_{1,10}=2 \sqrt{\xi(1-\xi)} \\
& F_{2,9}^{(0)}=2 \sqrt{\xi(1-\xi)} \\
& F_{3,6}^{(0)}=-\frac{1}{4} \sqrt{\xi(1-\xi)} \\
& F_{3,9}^{(0)}=\frac{N_{c}}{2} \sqrt{\xi(1-\xi)} \\
& F_{4,6}^{(0)}=\frac{1}{4} \sqrt{\xi(1-\xi)} \\
& F_{4,9}^{(0)}=\frac{1}{2} \sqrt{\xi(1-\xi)} \\
& F_{5,6}^{(0)}=\sqrt{1-\xi \xi} \\
& F_{7,8}^{(0)}=\frac{1}{8} \sqrt{1-\xi \xi} \\
& F_{8,8}^{(0)}=-\frac{1}{16} \sqrt{1-\xi} \xi \\
& F_{9,9}^{(0)}=5 N_{c} \sqrt{1-\xi} \xi
\end{aligned}
$$

The coefficients $G_{m, n}^{(0)}$

$$
\begin{aligned}
& G_{1,1}^{(0)}=-\frac{N_{c}}{12}(1-\xi)^{\frac{3}{2}} \\
& G_{3,4}^{(0)}=-\frac{1}{24}(1-\xi)^{\frac{3}{2}} \\
& G_{5,7}^{(0)}=\frac{N_{c}}{8} \sqrt{1-\xi}(\xi-2) \\
& G_{5,10}^{(0)}=\frac{3}{2} \sqrt{1-\xi}(\xi-2) \\
& G_{1,3}^{(0)}=\frac{N_{c}}{8} \sqrt{1-\xi \xi} \\
& G_{2,4}^{(0)}=\frac{1}{8} \sqrt{1-\xi \xi} \\
& G_{7,9}^{(0)}=\frac{N_{c}}{2} \sqrt{1-\xi \xi} \\
& G_{8,9}^{(0)}=\frac{1}{2} \sqrt{1-\xi \xi} \\
& G_{9,10}^{(0)}=4 \sqrt{1-\xi \xi} \\
& G_{1,8}^{(0)}=\frac{1}{8} \sqrt{\xi(1-\xi)} \\
& G_{2,5}^{(0)}=-\frac{1}{4} \sqrt{\xi(1-\xi)} \\
& G_{2,9}^{(0)}=\frac{1}{2} \sqrt{\xi(1-\xi)} \\
& G_{3,6}^{(0)}=-\frac{1}{8} \sqrt{\xi(1-\xi)}
\end{aligned}
$$

$F_{1,2}^{(0)}=\frac{1}{6} \sqrt{1-\xi}(\xi+2)$
$F_{3,4}^{(0)}=\frac{1}{24} \sqrt{1-\xi}(\xi+2)$
$F_{5,8}^{(0)}=\frac{1}{4} \sqrt{1-\xi}(\xi-2)$
$F_{6,7}^{(0)}=\frac{1}{4} \sqrt{1-\xi}(\xi-2)$
$F_{6,10}^{(0)}=-3 \sqrt{1-\xi}(\xi-2)$
$F_{1,6}^{(0)}=-\frac{1}{2} \sqrt{\xi(1-\xi)}$
$F_{2,5}^{(0)}=-\frac{1}{2} \sqrt{\xi(1-\xi)}$
$F_{2,10}^{(0)}=-2 \sqrt{\xi(1-\xi)}$
$F_{3,7}^{(0)}=\frac{N_{c}}{8} \sqrt{\xi(1-\xi)}$
$F_{3,10}^{(0)}=\frac{1}{2} \sqrt{\xi(1-\xi)}$
$F_{4,7}^{(0)}=\frac{1}{8} \sqrt{\xi(1-\xi)}$
$F_{4,10}^{(0)}=-\frac{1}{2} \sqrt{\xi(1-\xi)}$
$F_{6,6}^{(0)}=-\frac{1}{2} \xi \sqrt{1-\xi}$
$F_{7,9}^{(0)}=\frac{N_{c}}{2} \xi \sqrt{1-\xi}$
$F_{8,9}^{(0)}=\frac{1}{2} \xi \sqrt{1-\xi}$
$F_{9,10}^{(0)}=10 \xi \sqrt{1-\xi}$
$G_{1,2}^{(0)}=-\frac{1}{6}(1-\xi)^{\frac{3}{2}}$
$G_{2,2}^{(0)}=\frac{1}{24} \sqrt{1-\xi}(\xi-4)$
$G_{5,8}^{(0)}=\frac{1}{8} \sqrt{1-\xi}(\xi-2)$
$G_{6,7}^{(0)}=\frac{1}{8} \sqrt{1-\xi}(\xi-2)$
$G_{1,4}^{(0)}=\frac{1}{8} \sqrt{1-\xi} \xi$
$G_{5,5}^{(0)}=\frac{N_{c}}{4} \sqrt{1-\xi} \xi$
$G_{7,10}^{(0)}=\frac{1}{2} \sqrt{1-\xi} \xi$
$G_{8,10}^{(0)}=\frac{1}{4} \sqrt{1-\xi} \xi$
$G_{10,10}^{(0)}=-\frac{1}{2} \sqrt{1-\xi} \xi$
$G_{1,9}^{(0)}=\frac{N_{c}}{2} \sqrt{\xi(1-\xi)}$
$G_{2,7}^{(0)}=\frac{1}{8} \sqrt{\xi(1-\xi)}$
$G_{2,10}^{(0)}=-\frac{1}{2} \sqrt{\xi(1-\xi)}$
$G_{3,9}^{(0)}=\frac{N_{c}}{2} \sqrt{\xi(1-\xi)}$
$G_{3,3}^{(0)}=-\frac{N_{c}}{48}(1-\xi)^{\frac{3}{2}}$
$G_{4,4}^{(0)}=\frac{1}{96} \sqrt{1-\xi}(\xi-4)$
$G_{5,9}^{(0)}=\frac{3 N_{c}}{2} \sqrt{1-\xi}(\xi-2)$
$G_{6,9}^{(0)}=\frac{3}{2} \sqrt{1-\xi}(\xi-2)$
$G_{2,3}^{(0)}=\frac{1}{8} \sqrt{1-\xi} \xi$
$G_{5,6}^{(0)}=\frac{1}{2} \sqrt{1-\xi} \xi$
$G_{8,8}^{(0)}=-\frac{1}{32} \sqrt{1-\xi} \xi$
$G_{9,9}^{(0)}=2 N_{c} \sqrt{1-\xi} \xi$
$G_{1,6}^{(0)}=-\frac{1}{4} \sqrt{\xi(1-\xi)}$
$G_{1,10}^{(0)}=\frac{1}{2} \sqrt{\xi(1-\xi)}$
$G_{2,8}^{(0)}=\frac{1}{8} \sqrt{\xi(1-\xi)}$
$G_{3,5}^{(0)}=-\frac{N_{c}}{8} \sqrt{\xi(1-\xi)}$
$G_{3,10}^{(0)}=\frac{1}{2} \sqrt{\xi(1-\xi)}$

$$
\begin{array}{lll}
G_{4,5}^{(0)}=-\frac{1}{8} \sqrt{\xi(1-\xi)} & G_{4,8}^{(0)}=-\frac{1}{16} \sqrt{\xi(1-\xi)} & G_{4,9}^{(0)}=\frac{1}{2} \sqrt{\xi(1-\xi)} \\
G_{4,10}^{(0)}=\frac{1}{4} \sqrt{\xi(1-\xi)} & G_{1,5}^{(0)}=-\frac{N_{c}}{4} \sqrt{\xi(1-\xi)} & G_{1,7}^{(0)}=\frac{N_{c}}{8} \sqrt{\xi(1-\xi)}
\end{array}
$$

To obtain other coefficients use the prescription

$$
\begin{align*}
& F_{m, n}^{(0)}= \begin{cases}F_{m-10, n-10}^{(0)} & n>10, m>10 \\
0 & \text { otherwise }\end{cases}  \tag{5.70}\\
& G_{m, n}^{(0)}= \begin{cases}G_{m-10, n-10}^{(0)} & n>10, m>10 \\
0 & \text { otherwise }\end{cases} \tag{5.71}
\end{align*}
$$

and all others are zero.

### 5.3.2 Matrix elements of $\Delta B=2$ basis

We use the $\Delta B=2$ basis in accordance with the SM calculations performed in [84], [85], [86]

$$
\begin{align*}
Q & =\left(\bar{s}^{\alpha} \gamma_{\mu}\left(1-\gamma_{5}\right) b^{\alpha}\right) \times\left(\bar{s}^{\beta} \gamma^{\mu}\left(1-\gamma_{5}\right) b^{\beta}\right)  \tag{5.72}\\
Q_{S} & =\left(\bar{s}^{\alpha}\left(1+\gamma_{5}\right) b^{\alpha}\right) \times\left(\bar{s}^{\beta}\left(1+\gamma_{5}\right) b^{\beta}\right)  \tag{5.73}\\
\tilde{Q}_{S} & =\left(\bar{s}^{\alpha}\left(1+\gamma_{5}\right) b^{\beta}\right) \times\left(\bar{s}^{\beta}\left(1+\gamma_{5}\right) b^{\alpha}\right)  \tag{5.74}\\
R_{1} & =\frac{m_{s}}{m_{b}}\left(\bar{s}^{\alpha}\left(1+\gamma^{5}\right) b^{\alpha}\right) \times\left(\bar{s}^{\beta}\left(1-\gamma^{5}\right) b^{\beta}\right)  \tag{5.75}\\
\tilde{R}_{1} & =\frac{m_{s}}{m_{b}}\left(\bar{s}^{\alpha}\left(1+\gamma^{5}\right) b^{\beta}\right) \times\left(\bar{s}^{\beta}\left(1-\gamma^{5}\right) b^{\alpha}\right) \tag{5.76}
\end{align*}
$$

However, as we do not include $\mathcal{O}\left(\frac{m_{s}}{m_{b}}\right)$ contributions which correspond to the $d=7$ operators arising at $\mathcal{O}\left(\frac{1}{m_{b}^{4}}\right)$ in the HQE, so the operator matrix elements of $R_{1}$ and $\tilde{R}_{1}$ are not required. As found in [67] the above set of operators is not independent and we can eliminate $Q_{S}$ through

$$
\begin{equation*}
Q_{S}=-\tilde{Q}_{S}-\frac{1}{2} Q+\mathcal{O}\left(\frac{\Lambda}{m_{b}}\right) \tag{5.77}
\end{equation*}
$$

The non perturbative matrix elements of the operators $Q$ and $\tilde{Q}_{S}$ are parameterized in terms of decay constants and bag factors and are given by

$$
\begin{equation*}
\langle Q\rangle=\frac{8}{3} m_{B}^{2} f_{B}^{2} B, \quad\left\langle\tilde{Q}_{S}\right\rangle=\frac{1}{3} m_{B}^{2} f_{B_{s}}^{2} \tilde{B}^{\prime} \tag{5.78}
\end{equation*}
$$

with the modified bag parameter defined in [38] as

$$
\begin{equation*}
B^{\prime}(\mu)=\frac{M_{B_{s}}^{2}}{\left(\bar{m}_{b}\left(\bar{m}_{b}\right)+\bar{m}_{s}\left(\bar{m}_{b}\right)\right)^{2}} B(\mu) . \tag{5.79}
\end{equation*}
$$

### 5.3.3 The width difference $\Delta \Gamma_{s}$

Using the conventions of [38], in the SM the width difference $\Delta \Gamma_{s}$ may be expressed as

$$
\begin{equation*}
\Delta \Gamma_{s}=2\left|\Gamma_{12}^{s}\right| \cos \theta_{12}^{s} \tag{5.80}
\end{equation*}
$$

where the relative phase is defined in (2.79). For phenomenological purposes as we are considering NP only in $\Gamma_{12}^{s}$, it is more convenient to use the following form, in which we split the SM and NP parts as defined in (5.44) and assume a SM like $M_{12}^{s}$

$$
\begin{equation*}
\Delta \Gamma_{s}=-2 \operatorname{Re}\left(\left(\Gamma_{12}^{S M}+\Gamma_{12}^{c \bar{c}}\right) e^{-i \operatorname{Arg}\left(M_{12}^{s}\right)}\right) \tag{5.81}
\end{equation*}
$$



### 5.3.4 The flavour specific asymmetry $a_{s l}^{s}$

Using the same conventions and as found in [? ], in the SM the flavour specific CP asymmetry may be expressed again in terms of the mixing angle $\theta_{12}$ as

$$
\begin{equation*}
a_{f s}^{s}=\left|\frac{\Gamma_{12}^{s}}{M_{12}^{s}}\right| \sin \theta_{12} . \tag{5.82}
\end{equation*}
$$

Again, to separate cleanly the SM and NP contributions of $\Gamma_{12}$ and for ease of calculation in the study of complex Wilson coefficients we use the following expression, again assuming SM like $M_{12}^{s}$ and experimentally determined value of $\Delta M$. It is

$$
\begin{equation*}
a_{f s}^{s}=\frac{2 \operatorname{Im}\left(\left(\Gamma_{12}^{S M}+\Gamma_{12}^{c \bar{c}}\right) e^{-i \operatorname{Arg}\left(M_{12}^{s}\right)}\right)}{\Delta M} . \tag{5.83}
\end{equation*}
$$

### 5.4 Lifetime ratio $\left(\frac{\tau_{B_{s}}}{\tau_{B_{d}}}\right)$

### 5.4.1 Calculation of the total inclusive width $\Gamma_{s}$

As is shown in the decay rate matrix in (2.60), the diagonal elements of the decay rate matrix in the Hamiltonian governing mixing and decay of the neutral B mesons is the total width $\Gamma_{B_{s}}$. We can compute the contribution of the $b \rightarrow c \bar{c} s$ operator basis to this width using again the HQE, to which the dimension 6 operators enter at $\mathcal{O}\left(\frac{1}{m_{b}^{3}}\right)$ as shown in (2.184) with $H_{Q}=B_{s}^{(0)}$. The total inclusive width is again expressed as the imaginary part of the forward matrix element of the transition operator

$$
\begin{equation*}
\Gamma_{B_{s}}=\frac{1}{2 M_{B}}\left\langle B_{s}^{(0)}\right| \mathcal{T}\left|B_{s}^{(0)}\right\rangle \tag{5.84}
\end{equation*}
$$

The ratio of the $B_{s}^{0}$ meson to $B_{d}^{0}$ meson lifetimes is proportional to the ratio of the $B_{d}^{0}$ meson to $B_{s}^{0}$ meson total widths and so we may express it as

$$
\begin{align*}
\frac{\tau_{B_{s}}}{\tau_{B_{d}}} & =1+\frac{\Gamma_{B_{d}}-\Gamma_{B_{s}}}{\Gamma_{B_{s}}}=1+\frac{\Gamma_{B_{d}}^{S M}-\Gamma_{B_{s}}^{S M}}{\Gamma_{B_{s}}^{S M}}-\frac{\Gamma_{B_{s}}^{c \bar{c}}}{\Gamma_{B_{s}}} \\
& =\frac{\tau_{B_{s}}^{S M}}{\tau_{B_{d}}^{S M}}-\tau_{B_{s}}^{e x p} \Gamma_{B_{s}}^{c \bar{c}} \tag{5.85}
\end{align*}
$$

In (5.85) we assume no BSM effects in $\Gamma_{B_{d}}$ and for the part to which we introduce the BSM effects of our operators we use the experimental value of the $B_{s}$ meson lifetime. In terms of the individual operator insertions, the terms in (5.45) which will contribute to the transition operator for the $B_{s}$ lifetime are the second and third terms

$$
\begin{array}{r}
\left.\mathcal{T}\right|_{\tau_{B_{s}}^{c \bar{c}}}=8 G_{F}^{2}\left|V_{c b}\right|^{2}\left|V_{c s}\right|^{2} \operatorname{Im}\left\{i \int d ^ { 4 } x \sum _ { m = 1 } ^ { 2 0 } \sum _ { n = 1 } ^ { 2 0 } \left(C_{m} C_{n}^{*} T\left[Q_{m}^{c}(x) Q_{n}^{c \dagger}(0)\right]\right.\right. \\
\left.\left.+C_{m}^{*} C_{n} T\left[Q_{m}^{c \dagger}(x) Q_{n}^{c}(0)\right]\right)\right\} \tag{5.86}
\end{array}
$$

However, the second term in (5.86) can be simplified using translational invariance, under the assumption that the initial and final $B_{s}$ meson momenta are equal. Take the matrix element of the integral in the second term in (5.86), sandwiched between between meson initial and final $B_{s}^{0}$ states

$$
\begin{equation*}
I=\int d^{4} x \sum_{m=1}^{20} \sum_{n=1}^{20} C_{m}^{*} C_{n}\left\langle B_{s}^{0}\right| T\left[Q_{m}^{c \dagger}(x) Q_{n}^{c}(0)\right]\left|B_{s}^{0}\right\rangle \tag{5.87}
\end{equation*}
$$

and make a change of variables where $x^{\mu} \rightarrow x^{\prime \mu}=-x^{\mu}$, then the Jacobean is

$$
\begin{align*}
\mathcal{J} & =\operatorname{Det}\left[\frac{\partial x^{\prime \mu}}{\partial x^{\nu}}\right] \\
& =\operatorname{Det}(\operatorname{Diag}(-1,-1,-1,-1)) \\
& =1 \tag{5.88}
\end{align*}
$$

so $d^{4} x \rightarrow d^{4} x^{\prime}=d^{4} x$. Then $I$ becomes

$$
\begin{equation*}
I=\int d^{4} x \sum_{m=1}^{20} \sum_{n=1}^{20} C_{m}^{*} C_{n}\left\langle B_{s}^{0}\right| T\left[Q_{m}^{c \dagger}(-x) Q_{n}^{c}(0)\right]\left|B_{s}^{0}\right\rangle \tag{5.89}
\end{equation*}
$$

Inserting the translation operator defined through

$$
\begin{array}{lll}
U(a)=e^{-i P a} & \text { with } & U(a) \phi(x) U^{\dagger}(a)=\phi(x+a) \\
U^{\dagger}(a)=e^{i P a} & \text { with } & U^{\dagger}(a) \phi(x) U(a)=\phi(x-a) \tag{5.91}
\end{array}
$$

whose action on the B meson momentum eigenstates is

$$
\begin{align*}
& U(x)\left|B_{s}^{0}\right\rangle=e^{-i P x}\left|B_{s}^{0}\right\rangle=\left|B_{s}^{0}\right\rangle e^{-i p x}  \tag{5.92}\\
& I=\int d^{4} x \sum_{m=1}^{20} \sum_{n=1}^{20} C_{m}^{*} C_{n}\left\langle B_{s}^{0}\right| T\left[U^{\dagger}(x) U(x) Q_{m}^{c \dagger}(-x) U^{\dagger}(x) U(x) Q_{n}^{c}(0) U^{\dagger}(x) U(x)\right]\left|B_{s}^{0}\right\rangle \\
&\left.=\int d^{4} x \sum_{m=1}^{20} \sum_{n=1}^{20} C_{m}^{*} C_{n}\left\langle B_{s}^{0}\right| e^{i P x} T\left[Q_{m}^{c \dagger}(0) Q_{n}^{c}(x)\right)\right] e^{-i P x}\left|B_{s}^{0}\right\rangle \\
&=\int d^{4} x e^{i(p-p) x} \sum_{m=1}^{20} \sum_{n=1}^{20} C_{m}^{*} C_{n}\left\langle B_{s}^{0}\right| T\left[Q_{n}^{c}(x) Q_{m}^{c \dagger}(0)\right]\left|B_{s}^{0}\right\rangle \\
&=\int d^{4} x \sum_{n=1}^{20} \sum_{m=1}^{20} C_{n}^{*} C_{m}\left\langle B_{s}^{0}\right| T\left[Q_{m}^{c}(x) Q_{n}^{c \dagger}(0)\right]\left|B_{s}^{0}\right\rangle \tag{5.93}
\end{align*}
$$

In the last step it was used that dummy indices which are summed over can be relabelled, and it is assumed that the initial and final $B$ meson momenta are equal. So, then

$$
\begin{equation*}
\mathcal{T}_{\mathcal{T}_{B_{s}}^{c \bar{c}}}=16 G_{F}^{2}\left|V_{c b}\right|^{2}\left|V_{c s}\right|^{2} \operatorname{Im}\left\{i \int d^{4} x \sum_{m=1}^{20} \sum_{n=1}^{20} C_{m} C_{n}^{*} T\left[Q_{m}^{c}(x) Q_{n}^{c \dagger}(0)\right]\right\} \tag{5.94}
\end{equation*}
$$

and the quantity which we would like to calculate, and which contributes to the lifetime ratio, is then

$$
\begin{gather*}
\Gamma_{B_{s}}^{\bar{c}}=\sum_{m=1}^{20} \sum_{n=1}^{20} \tilde{\mathcal{N}}_{m, n}\left\langle B_{s}\right| \operatorname{Im}\left\{i \int d^{4} x T\left[Q_{m}(x) Q_{n}^{\dagger}(0)\right]\right\}\left|B_{s}\right\rangle .  \tag{5.95}\\
\tilde{\mathcal{N}}_{m n}=\frac{8 G_{F}^{2}\left|V_{c b}\right|^{2}\left|V_{c s}\right|^{2}}{M_{B}} C_{m}^{c} C_{n}^{c *} \tag{5.96}
\end{gather*}
$$

The calculation is carried out in a similar way to the calculation which was performed to obtain $\Gamma_{12}$ except the resulting basis of $d=6$ operators will be of the $\Delta B=0$ quark structure. The RHS of (5.95) is matched onto a linear combination of coefficients and $\Delta B=0$ opaerator matrix elements

$$
\begin{align*}
\left\langle B_{s}^{0}\right| \operatorname{Im}\left\{i \int d^{4} x T\left[Q_{m}^{c}(x) Q_{n}^{c \dagger}(0)\right]\right\}\left|B_{s}^{0}\right\rangle= & \frac{m_{b}^{2}}{16 \pi}\left[H(m, n)(z)\left\langle Q_{L L}\right\rangle+\tilde{H}(m, n)(z)\left\langle\tilde{Q}_{L L}\right\rangle\right. \\
& +K(m, n)(z)\left\langle Q_{L R}\right\rangle+\tilde{K}(m, n)(z)\left\langle\tilde{Q}_{L R}\right\rangle \\
& +H^{S}(m, n)(z)\left\langle Q_{L L}^{S}\right\rangle+\tilde{H}^{S}(m, n)(z)\left\langle\tilde{Q}_{L L}^{S}\right\rangle \\
& \left.+K^{S}(m, n)(z)\left\langle Q_{L R}^{S}\right\rangle+\tilde{K}^{S}(m, n)(z)\left\langle\tilde{Q}_{L R}^{S}\right\rangle\right] . \tag{5.97}
\end{align*}
$$

Define the short hand notation for the matrix element of operator $\hat{A}$ between partonic $\bar{b}$ and $s$ initial and final states as

$$
\begin{equation*}
\langle\hat{A}\rangle_{p}^{l t}:=\left\langle\bar{b}\left(p_{b_{1}}\right), s\left(p_{s_{1}}\right)\right| \hat{A}\left|\bar{b}\left(p_{b_{2}}\right), s\left(p_{s_{2}}\right)\right\rangle \tag{5.98}
\end{equation*}
$$

where $p$ stands for partonic and $\hat{A}$ is any operator of our considered basis, and the superscript "lt" indicates that the initial and final states are both those quark level states associated with a $B_{s}^{(0)}$ meson. There is only one contraction possible for the double insertion between these initial and final states and so

$$
\begin{equation*}
\operatorname{Im}\left\{i \int d^{4} x\left\langle T\left[Q_{m}^{c}(x) Q_{n}^{c \dagger}(0)\right]\right\rangle_{p}^{l t}\right\}=Z_{F} \operatorname{Im}[i(I(m, n)] \tag{5.99}
\end{equation*}
$$

where the imaginary part of the integration over loop momenta yields a similar set of intermediate spinor bilinears as shown below and given explicitly in table 5.4.

$$
\begin{align*}
\operatorname{Im}(i I(m, n))=\frac{\sqrt{1-\xi}}{192 \pi} & {\left[p^{2}(1-\xi)\left\langle\mathcal{O}_{V}\right\rangle_{p}^{l t}+(\xi+2)\left\langle\mathcal{O}_{P P}\right\rangle_{p}^{l t}-6 m_{c}\left(\left\langle\mathcal{O}_{P R}\right\rangle_{p}^{l t}-\left\langle\mathcal{O}_{P L}\right\rangle_{p}^{l t}\right)\right.} \\
& \left.-12 m_{c}^{2}\left\langle\mathcal{O}_{S}\right\rangle_{p}^{l t}\right] \tag{5.100}
\end{align*}
$$

$$
\begin{array}{ll}
\left\langle\mathcal{O}_{V}\right\rangle_{p}^{l t}=\left(\bar{v}_{b 1} \Gamma_{n}^{B \dagger} \gamma_{\nu} \Gamma_{m}^{A} v_{b 2}\right)\left(\bar{u}_{s 2} \Gamma_{m}^{B} \gamma^{\nu} \Gamma_{n}^{A \dagger} u_{s 1}\right) & \left\langle\mathcal{O}_{P}\right\rangle_{p}^{l t}=\left(\bar{v}_{b 1} \Gamma_{n}^{B \dagger} \not p \Gamma_{m}^{A} v_{b 2}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \not p \Gamma_{n}^{A \dagger} u_{s 1}\right) \\
\left\langle\mathcal{O}_{P L}^{l t}=\left(\bar{v}_{b 1} \Gamma_{n}^{B \dagger} \not \Gamma_{m}^{A} v_{b 2}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \Gamma_{n}^{A} u_{s 1}\right)\right) & \left\langle\mathcal{O}_{P R}\right\rangle_{p}^{l t}=\left(\bar{v}_{b 1} \Gamma_{n}^{B \dagger} \Gamma_{m}^{A} v_{b 2}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \not \Gamma_{n}^{A \dagger} u_{s 1}\right) \\
\left\langle\mathcal{O}_{S}\right\rangle_{p}^{l t}=\left(\bar{v}_{b 1} \Gamma_{n}^{B \dagger} \Gamma_{m}^{A} v_{b 2}\right)\left(\bar{v}_{s 1} \Gamma_{m}^{B} \Gamma_{n}^{A} u_{s 1}\right) &
\end{array}
$$

Again after performing the Dirac reduction, applying the equations of motion and using the fierz relations given in Appendix A the result is a linear combination of the following operator matrix elements in table 5.5.

Table 5.5: Spinorial form of $\Delta B=0$ perturbative matrix elements

$$
\begin{array}{ll}
\left\langle\mathcal{O}_{L L}\right\rangle_{p}^{l t}=\left(\bar{v}_{b 1} \gamma_{\mu} P_{L} u_{s 1}\right)\left(\bar{u}_{s 2} \gamma^{\mu} P_{L} v_{b 2}\right) & \left\langle\tilde{\mathcal{O}}_{L L}\right\rangle_{p}^{l t}=\left(\bar{v}_{b 1}^{\alpha} \Gamma_{\mu} P_{L} u_{s 1}^{\beta}\right)\left(\bar{u}_{s 2}^{\beta} \gamma^{\mu} P_{L} v_{b 2}^{\alpha}\right) \\
\left\langle\mathcal{O}_{L R}\right\rangle_{p}^{l t}=\left(\bar{v}_{b 1} \gamma_{\mu} P_{L} u_{s 1}\right)\left(\bar{u}_{s 2} \gamma^{\mu} P_{R} v_{b 2}\right) & \left\langle\tilde{\mathcal{O}}_{L R}\right\rangle_{p}^{l t}=\left(\bar{v}_{b 1}^{\alpha} \Gamma_{\mu} P_{L} u_{s 1}^{\beta}\right)\left(\bar{u}_{s 2}^{\beta} \gamma^{\mu} P_{R} v_{b 2}^{\alpha}\right) \\
\left.\left\langle\mathcal{O}_{L L}^{S}\right\rangle_{p}^{l t}=\left(\bar{v}_{b 1} P_{L} u_{s 1}\right)\left(\bar{u}_{s 2} P_{L} v_{b 2}\right)\right\rangle_{p}^{l t}=\left(\bar{v}_{b 1}^{\alpha} P_{L} u_{s 1}^{\beta}\right)\left(\bar{u}_{s 2}^{\beta} P_{L} v_{b 2}^{\alpha}\right) \\
\left\langle\mathcal{O}_{L R}^{S}\right\rangle_{p}^{l t}=\left(\bar{v}_{b 1} P_{L} u_{s 1}\right)\left(\bar{u}_{s 2} P_{R} v_{b 2}\right) & \left\langle\tilde{\mathcal{O}}_{L R}^{S}\right\rangle_{p}^{l t}=\left(\bar{v}_{b 1}^{\alpha} P_{L} u_{s 1}^{\beta}\right)\left(\bar{u}_{s 2}^{\beta} P_{R} v_{b 2}^{\alpha}\right)
\end{array}
$$

Having shown the procedure used for calculating the results in perturbation theory, it is now possible to express the full inclusive width in terms of the coefficients calculated through (5.97) and replace the matrix elements of the $\Delta B=0$ operators which have arisen naturally during the calculation and have been found and are expressed on a perturbative level in table 5.5, with their full hadronic form which need to be calculated using Sum rules. The full result for the inclusive width is then expressed up to $\frac{1}{m_{b}}$ corrections as

$$
\begin{align*}
\Gamma_{B_{s}}^{c \bar{c}}=\frac{G_{F}^{2}\left|V_{c b}\right|^{2}\left|V_{c s}\right|^{2} m_{b}^{2}}{2 M_{B} \pi} & {\left[H(\xi)\left\langle Q_{L L}\right\rangle+\tilde{H}(\xi)\left\langle\tilde{Q}_{L L}\right\rangle+K(\xi)\left\langle Q_{L R}\right\rangle+\tilde{K}(z)\left\langle\tilde{Q}_{L R}\right\rangle\right.} \\
& +H^{S}(\xi)\left\langle Q_{L L}^{S}\right\rangle+\tilde{H}^{S}(\xi)\left\langle\tilde{Q}_{L L}^{S}\right\rangle+K^{S}(\xi)\left\langle Q_{L R}^{S}\right\rangle \\
& \left.+\tilde{K}^{S}(\xi)\left\langle\tilde{Q}_{L R}^{S}\right\rangle\right]+\mathcal{O}\left(\frac{m_{s}}{m_{b}}\right)+\mathcal{O}\left(\alpha_{s}\right) \tag{5.101}
\end{align*}
$$

$$
\begin{align*}
R(\xi) & =\sum_{m=1}^{20} \sum_{n=m}^{20} R_{m, n}^{(0)}(\xi) 2 \operatorname{Re}\left(C_{m}^{c}\left(C_{n}^{c}\right)^{*}\right)-R_{S M}^{(0)} \\
R^{(S)}(\xi) & \in\left\{H^{(S)}(\xi), K^{(S)}(\xi), \tilde{H}^{(S)}(\xi), \tilde{K}^{(S)}(\xi)\right\} \tag{5.102}
\end{align*}
$$

Below are listed the coefficients in (5.101) and following this, relations one can use to obtain the remaining coefficients related by symmetry. In (5.102), all parts which are quadratic in the SM Wilson coefficients are once more subtracted. To reconstruct the total width, substitute into (5.102), the coefficients below and use the following rules (5.103) and (5.104) for obtaining the remaining coefficients not listed in the minimal set below. Then one may calculate the CBSM contribution to given in (5.101) to the lifetime ratio in (5.85).

$$
\begin{array}{ll}
H_{1,1}^{(0)}=\frac{N_{c}}{12} \sqrt{1-\xi}(\xi-4) & H_{3,3}^{(0)}=\frac{N_{c}}{48} \sqrt{1-\xi}(\xi-4) \\
H_{7,9}^{(0)}=\frac{N_{c}}{6} \sqrt{1-\xi}(\xi+2) & H_{9,9}^{(0)}=-\frac{N_{c}}{3} \sqrt{1-\xi}(\xi+2) \\
H_{1,7}^{(0)}=\frac{N_{c}}{4} \sqrt{\xi(1-\xi)} & H_{1,9}^{(0)}=-N_{c} \sqrt{\xi(1-\xi)} \\
H_{3,9}^{(0)}=\frac{N_{c}}{2} \sqrt{\xi(1-\xi)} & H_{1,2}^{(0)}=\frac{1}{6} \sqrt{1-\xi}(\xi-4) \\
H_{7,8}^{(0)}=-\frac{1}{24} \sqrt{1-\xi}(\xi+2) & H_{9,10}^{(0)}=-\frac{2}{3} \sqrt{1-\xi}(\xi+2) \\
& \\
H_{m, n}^{(0)}=0, m \leq 10, n>10 &
\end{array}
$$

$$
H_{7,7}^{(0)}=-\frac{N_{c}}{48} \sqrt{1-\xi}(\xi+2)
$$

$$
H_{1,3}^{(0)}=\frac{N_{c}}{4} \xi \sqrt{1-\xi}
$$

$$
H_{3,7}^{(0)}=-\frac{N_{c}}{8} \sqrt{\xi(1-\xi)}
$$

$$
H_{3,4}^{(0)}=\frac{1}{24} \sqrt{1-\xi}(\xi-4)
$$

$$
H_{5,5}^{(0)}=H_{5,6}^{(0)}=0
$$

$$
\begin{array}{lll}
K_{1,13}^{(0)}=-\frac{N_{c}}{12} \sqrt{1-\xi}(\xi-4) & K_{1,11}^{(0)}=-\frac{N_{c}}{2} \xi \sqrt{1-\xi} & K_{3,13}^{(0)}=-\frac{N_{c}}{8} \xi \sqrt{1-\xi} \\
K_{3,19}^{(0)}=\frac{N_{c}}{2} \sqrt{\xi(1-\xi)} & K_{7,17}^{(0)}=-\frac{N_{c}}{8} \xi \sqrt{1-\xi} & K_{7,19}^{(0)}=\frac{N_{c}}{2} \xi \sqrt{1-\xi} \\
K_{9,19}^{(0)}=-2 N_{c} \xi \sqrt{1-\xi} & K_{3,17}^{(0)}=-\frac{N_{c}}{8} \sqrt{\xi(1-\xi)} & K_{1,17}^{(0)}=\frac{N_{c}}{4} \sqrt{\xi(1-\xi)} \\
K_{1,19}^{(0)}=-N_{c} \sqrt{\xi(1-\xi)} & & \\
K_{m, n}^{(0)}=0, m, n \leq 10 & &
\end{array}
$$

$$
\begin{array}{lll}
H_{1,13}^{S(0)}=-\frac{N_{c}}{6} \sqrt{1-\xi}(\xi+2) & H_{1,15}^{S(0)}=N_{c} \sqrt{\xi(1-\xi)} & H_{1,17}^{S(0)}=-\frac{N_{c}}{2} \sqrt{\xi(1-\xi)} \\
H_{1,19}^{S(0)}=-2 N_{c} \sqrt{\xi(1-\xi)} & H_{3,15}^{S(0)}=\frac{N_{c}}{2} \sqrt{\xi(1-\xi)} & H_{3,19}^{S(0)}=-2 N_{c} \sqrt{\xi(1-\xi)} \\
H_{5,17}^{S(0)}=-\frac{N_{c}}{2} \sqrt{1-\xi}(\xi-2) & H_{5,19}^{S(0)}=-6 N_{c} \sqrt{1-\xi}(\xi-2) & H_{5,15}^{S(0)}=-2 N_{c} \xi \sqrt{1-\xi} \\
H_{7,19}^{S(0)}=-2 N_{c} \sqrt{1-\xi \xi} & H_{9,19}^{S(0)}=-16 N_{c} \sqrt{1-\xi \xi} &
\end{array}
$$

$$
H_{m, n}^{S(0)}=0, m, n \leq 10
$$

$$
\begin{array}{lll}
K_{9,9}^{S(0)}=\frac{2 N_{c} \sqrt{1-\xi}}{3}(28-13 \xi) & K_{7,9}^{S(0)}=\frac{N_{c} \sqrt{1-\xi}}{3}(8-5 \xi) & K_{3,3}^{S(0)}=\frac{N_{c}}{24} \sqrt{1-\xi}(\xi+2) \\
K_{1,1}^{S(0)}=\frac{N_{c}}{6} \sqrt{1-\xi}(\xi+2) & K_{1,5}^{S(0)}=-N_{c} \sqrt{\xi(1-\xi)} & K_{1,9}^{S(0)}=4 N_{c} \sqrt{\xi(1-\xi)} \\
K_{3,5}^{S(0)}=-\frac{1}{2} N_{c} \sqrt{\xi(1-\xi)} & K_{3,7}^{S(0)}=\frac{N_{c}}{4} \sqrt{\xi(1-\xi)} & K_{3,9}^{S(0)}=N_{c} \sqrt{\xi(1-\xi)} \\
K_{5,7}^{S(0)}=-\frac{1}{2} N_{c} \xi \sqrt{1-\xi} & K_{5,9}^{S(0)}=-6 N_{c} \xi \sqrt{1-\xi} & K_{5,5}^{S(0)}=-N_{c} \sqrt{1-\xi}(\xi-2 \\
K_{7,7}^{S(0)}=-\frac{N_{c}}{24} \sqrt{1-\xi}(\xi-4) & K_{9,10}^{S(0)}=\frac{4 \sqrt{1-\xi}}{3}(28-13 \xi) & K_{3,4}^{S(0)}=\frac{1}{12} \sqrt{1-\xi}(\xi+2) \\
K_{1,2}^{S(0)}=\frac{1}{3} \sqrt{1-\xi}(\xi+2) & K_{5,6}^{S(0)}=-2 \sqrt{1-\xi}(\xi-2) & K_{7,8}^{S(0)}=-\frac{1}{12} \sqrt{1-\xi}(\xi-4)
\end{array}
$$

$$
K_{m, n}^{S(0)}=0, m \leq 10, n>10
$$

To obtain the other coefficients the following relations hold for the non tilde operators

$$
R_{m, n}^{(S)}= \begin{cases}0 & m, n \quad \text { even }  \tag{5.103}\\ R_{m-10, n-10}^{(S)} & m, n=11, \ldots 20 \\ \frac{1}{N_{c}} R_{m, n-1}^{(S)} & m \text { odd, } n=m+3, \ldots, 20 \quad \text { even } \\ \frac{1}{N_{c}} R_{m-1, n}^{(S)} & m \text { even, } n \text { odd } n>m \\ R_{n-10, m+10}^{(S)} & m \leq 10, n>10\end{cases}
$$

and the remaining relations which determine the tilde coefficients are associated with colour factors. They are

$$
\begin{equation*}
\tilde{R}_{m, n}^{(S)}= \begin{cases}\frac{1}{N_{c}} R_{m-1, n-1}^{(S)} & m, n \quad \text { even, } \quad n>m\end{cases} \tag{5.104}
\end{equation*}
$$

## $\Delta B=0$ Basis

Operators arising in the calculation of the $B_{s}^{0}$ lifetime are given below.

$$
\begin{array}{ll}
Q_{L L}=\left(\bar{b}^{\alpha} \gamma_{\mu} P_{L} s^{\alpha}\right)\left(\bar{s}^{\beta} \gamma^{\mu} P_{L} b^{\beta}\right) & \tilde{Q}_{L L}=\left(\bar{b}^{\alpha} \gamma_{\mu} P_{L} s^{\beta}\right)\left(\bar{s}^{\beta} \gamma^{\mu} P_{L} b^{\alpha}\right) \\
Q_{L R}=\left(\bar{b}^{\alpha} \gamma_{\mu} P_{L} s^{\alpha}\right)\left(\bar{s}^{\beta} \gamma^{\mu} P_{R} b^{\beta}\right) & \tilde{Q}_{L R}=\left(\bar{b}^{\alpha} \gamma_{\mu} P_{L} s^{\beta}\right)\left(\bar{s}^{\beta} \gamma^{\mu} P_{R} b^{\alpha}\right) \\
Q_{L R}^{S}=\left(\bar{b}^{\alpha} P_{L} s^{\alpha}\right)\left(\bar{s}^{\beta} P_{R} b^{\beta}\right) & \tilde{Q}_{L R}^{S}=\left(\bar{b}^{\alpha} P_{L} s^{\beta}\right)\left(\bar{s}^{\beta} P_{R} b^{\alpha}\right) \\
Q_{L L}^{S}=\left(\bar{b}^{\alpha} P_{L} s^{\alpha}\right)\left(\bar{s}^{\beta} P_{L} b^{\beta}\right) & \tilde{Q}_{L L}^{S}=\left(\bar{b}^{\alpha} P_{L} s^{\beta}\right)\left(\bar{s}^{\beta} P_{L} b^{\alpha}\right) \\
Q_{L L}^{T}=\left(\bar{b}^{\alpha} \sigma^{\mu \nu} P_{L} s^{\alpha}\right)\left(\bar{s}^{\beta} \sigma_{\mu \nu} P_{L} b^{\beta}\right) & \tilde{Q}_{L L}^{T}=\left(\bar{b}^{\alpha} \sigma^{\mu \nu} P_{L} s^{\beta}\right)\left(\bar{s}^{\beta} \sigma_{\mu \nu} P_{L} b^{\alpha}\right)
\end{array}
$$

### 5.4.2 Reduction of $\Delta B=0$ operators in heavy quark limit

There are a further 10 operators found by taking the parity conjugate of the above set, however the matrix elements of the above operators are found to be equal to those of their parity conjugates. All in all the counting gives 10 independent matrix elements, however the number of linearly independent operator matrix elements between $B$ meson states decreases in the heavy quark limit.

Defining the heavy b quark field as

$$
\begin{equation*}
b(x)=e^{-i m_{b} v \cdot x}\left[b_{v}(x)+B_{v}(x)\right] \tag{5.105}
\end{equation*}
$$

In the heavy quark limit, the $B_{v}(x)$ field is integrated out of the theory. In order to reduce the number of linearly independent operators arising in the calculation we use the remaining component of the heavy quark field in our $\Delta B=0$ operators. We work in the fierzed basis expressing our operators generically as

$$
\begin{equation*}
Q_{\Gamma}=\left(\bar{b}_{v} \Gamma b_{v}\right)(\bar{s} \Gamma s)+\mathcal{O}\left(\frac{1}{m_{b}}\right), \tag{5.106}
\end{equation*}
$$

with $\Gamma \in\left\{\mathbb{1}, P_{L}(R), \gamma_{\mu} P_{L(R)}, \sigma_{\mu \nu} P_{L(R)}\right\}$. We form a list of all linearly independent heavy and light bilinears possible. Working in the rest frame of the heavy quark, in the DiracPauli basis we reduce the number of independent heavy bilinears by one and then determine all possible heavy-light operators we can construct which respect the parity symmetry of QCD.

We find that in the heavy quark limit, there are four non vanishing linearly independent $\Delta B=0$ operators which can be formed from the heavy-light bilinears.

$$
\begin{array}{ll}
\mathcal{H}_{1}=\left(\bar{b}_{v} b_{v}\right)(\bar{s} s) & \mathcal{H}_{2}=\left(\bar{b}_{v} b_{v}\right)(\bar{s} \psi s) \\
\mathcal{H}_{3}=\left(\bar{b}_{v} \gamma^{\mu} \gamma^{5} b_{v}\right)\left(\bar{s} \gamma^{\mu} \gamma^{5} s\right) & \mathcal{H}_{4}=\left(\bar{b}_{v} \sigma^{\mu \nu} b_{v}\right)\left(\bar{s} \sigma^{\mu \nu} s\right)
\end{array}
$$

To reduce the number of operators in out chiral basis we express their matrix elements in terms of matrix elements of operators in the basis found in the HQ limit. These are

$$
\begin{align*}
\left\langle B_{s}^{0}\right| Q_{L L}\left|B_{s}^{0}\right\rangle & =\frac{1}{4}\left(\left\langle B_{s}^{0}\right| \mathcal{H}_{2}\left|B_{s}^{0}\right\rangle+\left\langle B_{s}^{0}\right| \mathcal{H}_{3}\left|B_{s}^{0}\right\rangle\right)  \tag{5.109}\\
\left\langle B_{s}^{0}\right| Q_{L R}\left|B_{s}^{0}\right\rangle & =-\frac{1}{2}\left\langle B_{s}^{0}\right| \mathcal{H}_{1}\left|B_{s}^{0}\right\rangle  \tag{5.110}\\
\left\langle B_{s}^{0}\right| Q_{L R}^{S}\left|B_{s}^{0}\right\rangle & =\frac{1}{8}\left(\left\langle B_{s}^{0}\right| \mathcal{H}_{3}\left|B_{s}^{0}\right\rangle-\left\langle B_{s}^{0}\right| \mathcal{H}_{2}\left|B_{s}^{0}\right\rangle\right) \tag{5.111}
\end{align*}
$$

$$
\begin{align*}
\left\langle B_{s}^{0}\right| Q_{L L}^{S}\left|B_{s}^{0}\right\rangle & =-\frac{1}{16}\left(\left\langle B_{s}^{0}\right| \mathcal{H}_{4}\left|B_{s}^{0}\right\rangle+2\left\langle B_{s}^{0}\right| \mathcal{H}_{1}\left|B_{s}^{0}\right\rangle\right)  \tag{5.112}\\
\left\langle B_{s}^{0}\right| Q_{L L}^{T}\left|B_{s}^{0}\right\rangle & =\frac{1}{4}\left(\left\langle B_{s}^{0}\right| \mathcal{H}_{4}\left|B_{s}^{0}\right\rangle-6\left\langle B_{s}^{0}\right| \mathcal{H}_{1}\left|B_{s}^{0}\right\rangle\right) \tag{5.113}
\end{align*}
$$

From the above relations we can deduce that the relation we require is

$$
\begin{equation*}
\left\langle B_{s}^{0}\right| Q_{L R}\left|B_{s}^{0}\right\rangle=\left\langle B_{s}^{0}\right| Q_{L L}^{S}\left|B_{s}^{0}\right\rangle+\frac{1}{4}\left\langle B_{s}^{0}\right| Q_{L L}^{T}\left|B_{s}^{0}\right\rangle \tag{5.114}
\end{equation*}
$$

The stronger statement that this holds at the operator level is given below

$$
\begin{equation*}
Q_{L L}^{T}=4\left(Q_{L R}-Q_{L L}^{S}\right) \tag{5.115}
\end{equation*}
$$

and is used to remove the tensor operators $Q_{L L}^{T}$ and $\tilde{Q}_{L L}^{T}$ from the above basis thus reducing the number of linearly independent operators from 10 to 8 .

## Matrix elements

The hadronic matrix elements of the above set of operators, evaluated between $B$ meson states are non-perturbative objects and thus have to be parameterised in some form such that our ignorance of the hadronic effects are hidden in some small number of parameters. Using the colour singlet and colour rearranged operator basis below, the parameters $B, \tilde{B}_{i}$ are defined following conventions in [87] such that

$$
\begin{array}{rlrl}
\frac{1}{2 M_{B}}\left\langle B_{s}\right| Q_{L L}\left|B_{s}\right\rangle & =\frac{1}{8} B_{1}(\mu) f_{B}^{2} M_{B}, & \frac{1}{2 M_{B}}\left\langle B_{s}\right| \tilde{Q}_{L L}\left|B_{s}\right\rangle & =\frac{1}{8} \tilde{B}_{1}(\mu) f_{B}^{2} M_{B}, \\
\frac{1}{2 M_{B}}\left\langle B_{s}\right| Q_{L R}^{s}\left|B_{s}\right\rangle & =\frac{1}{8} B_{2}^{\prime}(\mu) f_{B}^{2} M_{B}, & \frac{1}{2 M_{B}}\left\langle B_{s}\right| \tilde{Q}_{L R}^{s}\left|B_{s}\right\rangle & =\frac{1}{8} \tilde{B}_{2}^{\prime}(\mu) f_{B}^{2} M_{B}, \\
\frac{1}{2 M_{B}}\left\langle B_{s}\right| Q_{L R}\left|B_{s}\right\rangle & =\frac{1}{8} B_{3}(\mu) f_{B}^{2} M_{B}, & \frac{1}{2 M_{B}}\left\langle B_{s}\right| \tilde{Q}_{L R}\left|B_{s}\right\rangle & =\frac{1}{8} \tilde{B}_{3}(\mu) f_{B}^{2} M_{B}, \\
\frac{1}{2 M_{B}}\left\langle B_{s}\right| Q_{L L}^{s}\left|B_{s}\right\rangle & =\frac{1}{8} B_{4}^{\prime}(\mu) f_{B}^{2} M_{B}, & \frac{1}{2 M_{B}}\left\langle B_{s}\right| \tilde{Q}_{L L}^{s}\left|B_{s}\right\rangle=\frac{1}{8} \tilde{B}_{4}^{\prime}(\mu) f_{B}^{2} M_{B}
\end{array}
$$

where we define the modified bag parameter $B_{i}^{\prime}$ is defined in (5.79). In the Vacuum insertion approximation in which the matrix elements of the operators are evaluated by inserting the vacuum state, the following values for the bag parameters of the BSM operator matrix elements hold

$$
B_{3}=-1, \quad B_{4}=-1
$$

$$
\tilde{B}_{3}=-\frac{1}{N_{c}}, \quad \tilde{B}_{4}=-\frac{1}{N_{c}}
$$

For the bag parameters of the SM operator matrix elements we use recently calculated results from HQET sum rules in [88] which uses non perturbative inputs from [89], [90], and which are calculated in a different basis. The relation between the different operators is given as

$$
\begin{align*}
Q_{1}=4 Q_{L L}, & Q_{2}=4 Q_{L R}^{S},  \tag{5.116}\\
T_{1}=2 \tilde{Q}_{L L}-\frac{2}{N_{c}} Q_{L L}, & T_{2}=2 \tilde{Q}_{L R}^{S}-\frac{2}{N_{c}} Q_{L R}^{S} . \tag{5.117}
\end{align*}
$$

and the matrix elements in the basis of [88] are defined as

$$
\begin{equation*}
\left\langle B_{s}\right| Q_{i}\left|B_{s}\right\rangle=A_{i} f_{B_{s}}^{2} M_{B_{s}}^{2} B_{i}, \quad\left\langle B_{s}\right| T_{i}\left|B_{s}\right\rangle=A_{i} f_{B_{s}}^{2} M_{B_{s}}^{2} \epsilon_{i}, \tag{5.118}
\end{equation*}
$$

with the coefficients

$$
\begin{equation*}
A_{1}=1, \quad A_{2}=\frac{M_{B_{s}}^{2}}{\left(m_{b}+m_{s}\right)^{2}} \tag{5.119}
\end{equation*}
$$

The SM values for the non perturbative inputs, including the meson decay constant taken from FLAG [91], are

$$
\begin{align*}
f_{B_{s}}=(227.2 \pm 3.4) \mathrm{MeV}, &  \tag{5.120}\\
\bar{B}_{1}\left(\bar{m}_{b}\right)=1.028_{-0.056}^{+0.064}, & \bar{B}_{2}\left(\bar{m}_{b}\right)=0.988_{-0.079}^{+0.087}  \tag{5.121}\\
\bar{\epsilon}_{1}\left(\bar{m}_{b}\right)=-0.107_{-0.029}^{+0.028}, & \bar{\epsilon}_{2}\left(\bar{m}_{b}\right)=-0.033_{-0.021}^{+0.021} \tag{5.122}
\end{align*}
$$

### 5.5 The hadronic decay $B_{d}^{0} \rightarrow J / \psi K_{S}$

### 5.5.1 Operator basis and factorization

Another process to which the $b \rightarrow c \bar{c} s$ operators contribute is the hadronic decay of a neutral $B_{d}$ meson into a charmonium state $J / \psi$ and the short lived flavour eigenstate $K_{S}$. This process is interesting because in the SM it may be used to predict the value of the CKM matrix angle $\beta$ as it violates CP and the only source of CP violation in the SM comes from the CKM matrix. This allows for the introduction of new weak CP violating phases via the $b \rightarrow c \bar{c} s$ Wilson coefficients as a measure of possible new sources of CP violation
not coming from the SM. For the study of CP violating processes we use the fierzed basis as it is more convenient when we wish to consider the computation of hadronic matrix elements in the naive factorization hypothesis. In this basis the operators are

$$
\begin{array}{ll}
O_{1}^{c}=\left(\bar{s}_{L}^{i} \gamma_{\mu} b_{L}^{i}\right)\left(\bar{c}_{L}^{j} \gamma^{\mu} c_{L}^{j}\right), & O_{2}^{c}=\left(\bar{s}_{L}^{i} \gamma_{\mu} b_{L}^{j}\right)\left(\bar{c}_{L}^{j} \gamma^{\mu} c_{L}^{i}\right), \\
O_{3}^{c}=\left(\bar{s}_{L}^{i} \gamma_{\mu} b_{L}^{i}\right)\left(\bar{c}_{R}^{j} \gamma^{\mu} c_{R}^{j}\right), & O_{4}^{c}=\left(\bar{s}_{L}^{i} \gamma_{\mu} b_{L}^{j}\right)\left(\bar{c}_{R}^{j} \gamma^{\mu} c_{R}^{i}\right) \\
O_{5}^{c}=\left(\bar{s}_{L}^{i} b_{R}^{i}\right)\left(\bar{c}_{R}^{j} c_{L}^{j}\right), & O_{6}^{c}=\left(\bar{s}_{L}^{i} b_{R}^{j}\right)\left(\bar{c}_{R}^{j} c_{L}^{i}\right), \\
O_{7}^{c}=\left(\bar{s}_{L}^{i} b_{R}^{i}\right)\left(\bar{c}_{L}^{j} c_{R}^{j}\right), & O_{8}^{c}=\left(\bar{s}_{L}^{i} b_{R}^{j}\right)\left(\bar{c}_{L}^{j} c_{R}^{i}\right), \\
O_{9}^{c}=\left(\bar{s}_{L}^{i} \sigma_{\mu \nu} b_{R}^{j}\right)\left(\bar{c}_{L}^{j} \sigma^{\mu \nu} c_{R}^{i}\right), & O_{10}^{c}=\left(\bar{s}_{L}^{i} \sigma_{\mu \nu} b_{R}^{i}\right)\left(\bar{c}_{L}^{j} \sigma^{\mu \nu} c_{R}^{j}\right)
\end{array}
$$

The transformation matrix $\hat{\mathcal{F}}$ which converts the $(\bar{c} b)(\bar{s} c)$ basis introduced in chapter 3, into the above $(\bar{c} c)(\bar{s} b)$ basis is given by

$$
\hat{\mathcal{F}}=\left(\begin{array}{cccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{5.123}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} & 0 & -\frac{1}{8} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} & 0 & -\frac{1}{8} \\
0 & 0 & 0 & 0 & 0 & 0 & -6 & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -6 & 0 & \frac{1}{2}
\end{array}\right) .
$$

In the limit that the $b$ quark mass is large compared to the scale of the strong interaction $m_{b} \gg \Lambda_{Q C D}$, we can express the hadronic matrix element of a dimension 6 operator as the factorized product of two matrix elements of quark bilinears, up to non factorizable corrections of order $\alpha_{s}$ and power corrections [92, 93, 94], as follows

$$
\begin{equation*}
\left\langle J / \psi \bar{K}^{0}\right| \mathcal{O}_{i}^{c}\left|\bar{B}^{0}\right\rangle=\langle J / \psi| \bar{c} \Gamma_{i} c|0\rangle\left\langle\bar{K}^{0}\right| \bar{s} \Gamma_{i} b\left|\bar{B}^{0}\right\rangle\left(1+\mathcal{O}\left(\alpha_{s}\right)+\mathcal{O}\left(\frac{\Lambda}{m_{c} \alpha_{s}}\right)\right) . \tag{5.124}
\end{equation*}
$$

Equation (5.124) requires some explanation. On the lhs is the full hadronic matrix element of the operator $\mathcal{O}_{i}$. On the rhs, at leading order is the factorized form of the matrix element where by it is assumed that interactions between the $J / \psi$ meson and the BK system can be neglected in the heavy quark limit and we can therefore parameterize the matrix element in terms of a decay constant and a form factor. The next term occurs for gluon exchange between the $J / \psi$ meson and the BK system and whilst are perturbatively calculable in some frameworks, are non factorizable. The third term is associated with power corrections and where this is usually $\mathcal{O}\left(\frac{\Lambda}{m_{b}}\right)$ for other classes of decays, in this decay the corrections are found to be larger due to the size of charmonium being small in the heavy quark limit but its Bohr radius being larger than $\frac{1}{m_{b}}$ [93]. In what follows we restrict ourselves to considering the first term in (5.124). Let us write down the naive estimate for the matrix element of $\mathcal{O}_{1}$. For the vector and tensor decay constants and form factors we have the following definitions from [95] and [96]

$$
\begin{align*}
\langle J / \psi(p)| c(0) \gamma_{\mu} c(0)|0\rangle & =f_{J / \psi} M_{J / \psi} \epsilon_{\mu}^{*}(p)  \tag{5.125}\\
\langle J / \psi(p)| c(0) \sigma_{\mu \nu} c(0)|0\rangle & =i f_{J / \psi}^{T}\left(\epsilon_{\nu}^{*}(p) p_{\mu}-\epsilon_{\mu}^{*}(p) p_{\nu}\right)  \tag{5.126}\\
\left\langle\bar{K}^{(0)}\left(p^{\prime}\right)\right| \bar{s}(0) \gamma_{\mu} b(0)\left|\bar{B}^{(0)}\left(p_{B}\right)\right\rangle & =\left[\left(p_{B}+p^{\prime}\right)_{\mu}-\frac{M_{B}^{2}}{p^{2}} p_{\mu}\right] F_{B \rightarrow K}^{+}+\frac{M_{B}^{2}}{p^{2}} p_{\mu} F_{B \rightarrow K}^{0}  \tag{5.127}\\
p^{\nu}\left\langle\bar{K}^{(0)}\left(p^{\prime}\right)\right| \bar{s}(0) \sigma_{\mu \nu} b(0)\left|\bar{B}^{(0)}\left(p_{B}\right)\right\rangle & =\frac{i F_{B \rightarrow K}^{T}}{M_{B}}\left[p^{2}\left(p_{B}+p^{\prime}\right)_{\mu}-M_{B}^{2} p_{\mu}\right] \tag{5.128}
\end{align*}
$$

and $p^{\prime}=p_{B}-p$ being the four-momentum of the $J / \psi$ meson and $p^{2}=M_{J \psi}^{2}$. We work in the frame of reference in which the B meson is at rest. So that

$$
\begin{array}{r}
p_{B}^{\mu}=\left(M_{B}, \overrightarrow{0}\right) \\
p^{\prime \mu}=\left(M_{K}, \vec{p}^{\prime}\right) \\
p^{\mu}=\left(M_{J / \psi}, \vec{p}\right) \tag{5.131}
\end{array}
$$

The decay is back to back with $\vec{p}=-\vec{p}=-|\vec{p}| \hat{z}$, and the charmonium state with helicity $\lambda=0$ is described by the polarization vector

$$
\begin{equation*}
\varepsilon_{\mu}^{*}(p)=\frac{\left(|\vec{p}|, 0,0, M_{J / \psi}\right)}{M_{J / \psi}} \tag{5.132}
\end{equation*}
$$

Moreover, neglecting the mass of the strange quark and the Kaon gives the simplified relation between the form factors

$$
\begin{equation*}
F_{B \rightarrow K}^{0}=\left(1-\frac{p^{2}}{M_{B}^{2}}\right) F_{B \rightarrow K}^{+} \tag{5.133}
\end{equation*}
$$

Then, applying the Lorenz condition $\varepsilon_{\mu} p^{\mu}=0$ the simple factorization approximation gives

$$
\begin{align*}
\left\langle J / \psi \bar{K}^{0}\right| \mathcal{O}_{i}^{c}\left|\bar{B}^{0}\right\rangle_{N F} & =\frac{1}{4}\langle J / \psi| \bar{c}(0) \gamma_{\mu} c(0)|0\rangle\left\langle\bar{K}^{0}\right| \bar{s}(0) \gamma^{\mu} b(0)\left|\bar{B}^{0}\right\rangle \\
& =\frac{1}{4} f_{J / \psi} M_{J / \psi}\left(2 \varepsilon^{*}(p) \cdot p_{B}\right) F_{B \rightarrow K}^{+} \tag{5.134}
\end{align*}
$$

Thus we have for the naive factorization estimate of the magnitude of the matrix element of operator $\mathcal{O}_{1}$

$$
\begin{equation*}
\left|\left\langle O_{1}^{c}\right\rangle\right|_{N F}=\frac{M_{B}}{2}|\vec{p}| f_{J / \psi} F_{B \rightarrow K}^{+}+\mathcal{O}\left(\frac{1}{N_{c}^{2}}\right), \tag{5.135}
\end{equation*}
$$

with

$$
\begin{equation*}
|\vec{p}|=\frac{\sqrt{\left.M_{B}^{4}+\left(M_{K}^{2}-M_{J / \psi}^{2}\right)^{2}-2 M_{B}^{2}\left(M_{K}^{2}+M_{J / \psi}^{2}\right)\right]}}{2 M_{B}} . \tag{5.136}
\end{equation*}
$$

considering all corrections to be proportional to an $\mathcal{O}(1)$ number suppressed by two powers of the number of colours in the large N limit [97], gives the estimate

$$
\begin{equation*}
\left|\left\langle O_{1}^{c}\right\rangle\right|_{N F}=\left(1.23 \pm 0.11 \pm \mathcal{O}\left(\frac{1}{N_{c}^{2}}\right)\right) G e V^{3} \tag{5.137}
\end{equation*}
$$

### 5.5.2 The time dependent CP asymmetry

Adopting notation similar to that of [38], as a measure of CP violation we may consider the time dependent CP asymmetry given by

$$
\begin{equation*}
A_{C P}(t)=\frac{\Gamma\left(\bar{B}(t) \rightarrow f_{C P}\right)-\Gamma\left(B(t) \rightarrow f_{C P}\right)}{\Gamma\left(\bar{B}(t) \rightarrow f_{C P}\right)+\Gamma\left(B(t) \rightarrow f_{C P}\right)} \tag{5.138}
\end{equation*}
$$

which describes the difference in rate between the decay of a $B_{d}$ meson into a CP eigenstate with the anti- $B_{d}$ meson into the same CP eigenstate. If the symmetry CP is indeed violated, this quantity will be non zero, as it is in the SM. We may express the above in terms of the mass difference and decay rate difference as defined in (2.64) and (2.65) of
section 2.2

$$
\begin{equation*}
A_{C P}(t)=\frac{S_{f} \sin \left(\Delta M_{d} t\right)-C_{f} \cos \left(\Delta M_{d} t\right)}{\cosh \left(\frac{\Delta \Gamma_{d} t}{2}\right)+D_{f} \sinh \left(\frac{\Delta \Gamma_{d} t}{2}\right)} \tag{5.139}
\end{equation*}
$$

where the coefficients of the sine, cosine and sinh functions are defined as

$$
\begin{align*}
S_{f} & =\frac{2 \operatorname{Im}\left(\lambda_{f}\right)}{1+\left|\lambda_{f}\right|^{2}}  \tag{5.140}\\
C_{f} & =\frac{1-\left|\lambda_{f}\right|^{2}}{1+\left|\lambda_{f}\right|^{2}}  \tag{5.141}\\
D_{f} & =\frac{2 \operatorname{Re}\left(\lambda_{f}\right)}{1+\left|\lambda_{f}\right|^{2}} \tag{5.142}
\end{align*}
$$

$S_{f}$ is associated with the CP violation in the interference between neutral meson mixing and decay, $C_{f}$ is associated with direct CP violation. In the case where $\Delta \Gamma \tau_{d} \ll 1$ the above expression simplifies to

$$
\begin{equation*}
A_{C P}(t)=S_{f} \sin \left(\Delta M_{d} t\right)-C_{f} \cos \left(\Delta M_{d} t\right) \tag{5.143}
\end{equation*}
$$

Generically, let the amplitude for a $B$ meson to decay to a final state f and an anti B meson to decay to the same state be

$$
\begin{align*}
A_{f} & =\langle f| \mathcal{H}^{\mathrm{eff}}|B\rangle,  \tag{5.144}\\
\bar{A}_{f} & =\langle f| \mathcal{H}^{\mathrm{eff}}|\bar{B}\rangle, \tag{5.145}
\end{align*}
$$

then the quantity important in the study of CP violation in the quark sector $\lambda_{f}$ is

$$
\begin{equation*}
\lambda_{f}=\left(\frac{q}{p}\right)_{B} \frac{\bar{A}\left(B^{0} \rightarrow f\right)}{A\left(B^{0} \rightarrow f\right)} . \tag{5.146}
\end{equation*}
$$

with $\frac{p}{q}$ defined generically in chapter 2 section 2.2. Having specified definitions and relations, let us now specialise to the final CP eigenstate $f_{C P}=J / \psi K_{S}$. In (5.146) we will have

$$
\begin{equation*}
\lambda_{J / \Psi K_{S}}=\frac{q_{B_{d}}}{p_{B_{d}}} \frac{\overline{\mathcal{A}}_{J / \Psi K_{S}}}{\mathcal{A}_{J / \Psi K_{S}}} \tag{5.147}
\end{equation*}
$$

and we define the following hadronic amplitudes for $B^{0} \rightarrow J / \psi K_{S}$ and $\bar{B}^{0} \rightarrow J / \psi K_{S}$ as

$$
\begin{equation*}
\mathcal{A}_{J / \Psi K_{S}}=\left\langle J / \Psi K_{S}\right| \mathcal{H}^{\mathrm{eff}}\left|B_{d}^{0}\right\rangle \quad \overline{\mathcal{A}}_{J / \Psi K_{S}}=\left\langle J / \Psi K_{S}\right| \mathcal{H}^{\mathrm{eff}}\left|\bar{B}_{d}^{0}\right\rangle . \tag{5.148}
\end{equation*}
$$

The hadronic states for the long $K_{L}$ and short $K_{S}$ lived physical eigenstates are linear combinations of the neutral Kaon $K^{0}, \bar{K}^{0}$ flavour eigenstates, as is given generically in section 2.2.

$$
\begin{align*}
\left|K_{L}\right\rangle & =p_{K}\left|K^{0}\right\rangle+q_{K}\left|\bar{K}^{0}\right\rangle  \tag{5.149}\\
\left|K_{S}\right\rangle & =p_{K}\left|K^{0}\right\rangle-q_{K}\left|\bar{K}^{0}\right\rangle \tag{5.150}
\end{align*}
$$

In what follows we assume no CP violation in Kaon mixing, so that we assume $\left(\frac{q_{K}}{p_{K}}\right) \approx 1$ which is a reasonable approximation [98]. The operators in $\mathcal{H}_{\text {eff }}$ which contribute to $\overline{\mathcal{A}}_{J / \Psi K_{S}}$ are $\mathcal{O}_{i}$, and those contributing to $\mathcal{A}_{J / \Psi K_{S}}$ their hermitian conjugates $\mathcal{O}_{i}^{\dagger}$, so that (5.148) in (5.147) gives

$$
\begin{equation*}
\lambda_{J / \Psi K_{S}}=\frac{q_{B}}{p_{B}} \frac{\lambda_{c}}{\lambda_{c}^{*}} \frac{\sum_{i=1}^{10}\left\langle J / \Psi K_{S}\right|\left(C_{i}^{c} \mathcal{O}_{i}^{c}+C_{i}^{c} \mathcal{O}_{i}^{c \prime}\right)\left|\bar{B}_{d}^{0}\right\rangle}{\sum_{i=1}^{10}\left\langle J / \Psi K_{S}\right|\left(\left(C_{i}^{c}\right)^{*} \mathcal{O}_{i}^{c \dagger}+\left(C_{i}^{c \prime}\right)^{*} \mathcal{O}_{i}^{c \dagger}\right)\left|B_{d}^{0}\right\rangle} . \tag{5.151}
\end{equation*}
$$

Upon factoring out the ratio of the operator matrix element of $\mathcal{O}_{1}^{c}$ to that of $\mathcal{O}_{1}^{c \dagger}$ and using the CP conservation of the strong interactions we find that

$$
\begin{equation*}
\lambda_{J / \Psi K_{S}}=\frac{q_{B}}{p_{B}} \frac{\lambda_{c}}{\lambda_{c}^{*}} \frac{1}{\eta_{C P}} \frac{\left(C_{1}^{c}+\sum_{i=2}^{10}\left(C_{i}^{c} r_{i 1}+C_{i}^{c} r_{i 1}^{\prime}\right)\right.}{\left(\left(C_{1}^{c}\right)^{*}+\sum_{i=2}^{10}\left(\left(C_{i}^{c}\right)^{*} r_{i 1}+\left(C^{c}\right)_{i}^{*} r_{i 1}^{\prime}\right)\right)} . \tag{5.152}
\end{equation*}
$$

Finally, we make the approximation that $\frac{\lambda_{c}}{\lambda_{c}^{*}} \approx 1 \in \mathbb{R}$, which is justified in our phase convention, further we take $\frac{q_{B}}{p_{B}}=\frac{V_{t b}^{*} V_{t d}}{V_{t b} V_{t d}^{*}} \approx e^{-2 i \beta+\mathcal{O}\left(\lambda^{4}\right)}$ [33] where the Wolfenstein paramater $\lambda \approx 0.22$ which amounts to neglecting CP violation in mixing. With $\eta_{C P}=-1$ we get

$$
\begin{equation*}
\lambda_{J / \psi K}=-e^{-2 i \beta} \frac{\left(C_{1}^{c}+\sum_{i=2}^{10}\left(C_{i}^{c} r_{i 1}+C_{i}^{c \prime} r_{i 1}^{\prime}\right)\right)}{\left(\left(C_{1}^{c}\right)^{*}+\sum_{i=2}^{10}\left(\left(C_{i}^{c}\right)^{*} r_{i 1}+\left(C^{c}\right)_{i}^{*} r_{i 1}^{\prime}\right)\right)} . \tag{5.153}
\end{equation*}
$$

In the above we express the Wilson coefficients as complex quantities

$$
\begin{equation*}
\Delta C_{i}=\operatorname{Re}\left(\Delta C_{i}\right)+i \operatorname{Im}\left(\Delta C_{i}\right) \quad i=1, \ldots, 10 \tag{5.154}
\end{equation*}
$$

and the ratio of the matrix elements of the $i^{\text {th }}$ operator $i=1,2, \ldots, 10$ to that of the matrix element of the colour singlet operator $\mathcal{O}_{1}^{c}$ as

$$
\begin{equation*}
r_{i 1}^{(\prime)}=\frac{\left\langle J / \psi K_{S}\right| \mathcal{O}_{i}^{c(\prime)}\left|\bar{B}_{d}^{0}\right\rangle}{\left\langle J / \psi K_{S}\right| \mathcal{O}_{1}^{c}\left|\bar{B}_{d}^{0}\right\rangle} e^{i\left(\delta_{i}-\delta_{1}\right)} \quad i=1, \ldots, 10 \tag{5.155}
\end{equation*}
$$

where the phases $\delta_{i}$ and $\phi_{i}$ are strong CP conserving phases and weak CP violating phases respectively. There are three observable quantities which we will use to obtain a further
constraint from this process. From (5.143) with $f=J / \psi K_{S}$, the first two are

$$
\begin{align*}
& C_{J / \psi K_{S}}=\frac{\left(1-\left|\frac{\left(C_{i}^{c}+\sum_{i=2}^{10}\left(C_{i}^{c} r_{i 1}+C_{i}^{c} r_{i 1}^{\prime}\right)\right)}{\left(\left(C_{1}^{c}\right)^{*}+\sum_{i=2}^{10}\left(\left(C_{i}^{c}\right)^{*} r_{i 1}+\left(C^{c}\right)_{i}^{*} r_{11}^{\prime}\right)\right)}\right|^{2}\right)}{\left(1+\left|\frac{\left(C_{1}^{c}+\sum_{i=2}^{10}\left(C_{i}^{c} r_{i 1}+C_{i}^{c} r_{i 1}^{\prime}\right)\right)}{\left.\left(\left(C_{1}^{c}\right)^{*}+\sum_{i=2}^{10}\left(\left(C_{i}^{C}\right)^{\prime}\right)_{i 1}+r_{i 1}+\left(C^{c c}\right)_{i}^{*} \psi_{i 1}^{\prime}\right)\right)}\right|^{2}\right)} . \tag{5.157}
\end{align*}
$$

### 5.5.3 The branching ratio $\mathcal{B}\left(B_{d}^{(0)} \rightarrow J / \psi K_{d}^{(0)}\right)$

For the third observable used in this study we consider the branching ratio $\mathcal{B}\left(B_{d}^{(0)} \rightarrow\right.$ $\left.J / \psi K_{d}^{(0)}\right)$, in a similar manner as is done in the SM case in [99], and [100]. It is obtained by calculating the decay rate $\Gamma\left(B_{d}^{(0)} \rightarrow J / \psi K_{d}^{(0)}\right)$ in the usual manner by performing a two-body phase space integral over the modulus squared of the amplitude. The differential decay rate is

$$
\begin{equation*}
d \Gamma=\frac{1}{2 E_{B}}\left|\mathcal{M}\left(B_{d}^{(0)} \rightarrow J / \psi K_{d}^{(0)}\right)\right|^{2} d \Phi^{(2)} \tag{5.158}
\end{equation*}
$$

with the differential two-body phase space given by

$$
\begin{equation*}
d \Phi^{(2)}=\int \frac{d^{3} p^{\prime}}{(2 \pi)^{3} 2 E_{K}} \int \frac{d^{3} p}{(2 \pi)^{3} 2 E_{\psi}}(2 \pi)^{4} \delta^{(4)}\left(p_{B}-p-p^{\prime}\right) . \tag{5.159}
\end{equation*}
$$

Replacing four dimensional Dirac delta distribution with

$$
\begin{equation*}
\delta^{(4)}\left(p_{B}-p-p^{\prime}\right)=\delta\left(M_{B}-\left(E_{K}+E_{\psi}\right)\right) \delta^{(3)}\left(\vec{p}+\overrightarrow{p^{\prime}}\right) \tag{5.160}
\end{equation*}
$$

and performing the integration over $d^{3} p^{\prime}$ and moving to spherical polar coordinates, we find

$$
\begin{equation*}
d \Gamma=\frac{1}{(2 \pi)^{2}} \frac{1}{8 M_{B}^{2}}|\vec{p}|\left|\mathcal{M}\left(B_{d}^{(0)} \rightarrow J / \psi K_{d}^{(0)}\right)\right|^{2} d \Omega \tag{5.161}
\end{equation*}
$$

Subsequently, as the $B_{d}^{(0)}$ meson is spin zero, performing the integral over the solid angle gives only a factor of $4 \pi$ and this yields

$$
\begin{equation*}
\left.\Gamma\left(B_{d}^{(0)} \rightarrow J / \psi K_{d}^{(0)}\right)=\frac{1}{8 \pi M_{B}^{2}}|\vec{p}|\left|\left\langle J / \psi K^{(0)}\right| \mathcal{H}_{\mathrm{eff}}^{c c}\right| B_{d}^{(0)}\right\rangle\left.\right|^{2} \tag{5.162}
\end{equation*}
$$

for the branching ratio then, we use the lifetime of the $B_{d}^{(0)}$ meson to give the final result for our theoretical prediction of the branching ratio

$$
\begin{equation*}
\mathcal{B}\left(B_{d}^{(0)} \rightarrow J / \psi K_{d}^{(0)}\right)=\frac{\tau_{B} p_{c}^{3} G_{F}^{2}\left|\lambda_{c}\right|^{2}}{\pi}\left|\left\langle\mathcal{O}_{1}^{c \dagger}\right\rangle\right|^{2}\left|\left(\left(C_{1}^{c}\right)^{*}+\sum_{i=2}^{10}\left(\left(C_{i}^{c}\right)^{*} r_{i 1}+\left(C_{i}^{c \prime}\right)^{*} r_{i 1}^{\prime}\right)\right)\right|^{2} \tag{5.163}
\end{equation*}
$$

## Chapter 6

## Phenomenology

In this chapter results obtained from calculations in Chapter 5 are presented in graphical and tabular format. The theoretical predictions for the collection of observables are compared with their average experimental values, and constraints upon scenarios of modified CBSM couplings are obtained. The chapter is laid out as follows: In section 6.1 the statistical methods for obtaining bounds and constraints are introduced. In section 6.3 results constraining scenarios involving pairs of Wilson coefficients $\Delta C_{1}-\Delta C_{4}$ are shown at renormalization scales $\mu_{b}$ and $M_{W}$ and rare decay anomalies related to the Wilson coefficient $C_{9 V}$ are addressed and discussed. In section 6.4 scenarios involving pairs of Wilson coefficients $\Delta C_{1}^{\prime}-\Delta C_{4}^{\prime}$ are presented and constrained by additional pseudo observables $\bar{C}_{7 \gamma}^{\prime}$ and $\bar{C}_{9 V}^{\prime}$. In section 6.7 complex SM Wilson coefficients are studied and the CP violating effects which are constrained by flavour specific CP asymmetry and hadronic decay observables are shown, and finally in section 6.8 we present best fit ranges for individual coefficients both in the case of individual observables providing constraint, and combined constraints which lead to naive estimates for the scale at which BSM physics could occur.

### 6.1 Statistical treatment

Following a procedure outlined in [101] we define the following quantities

$$
\begin{align*}
X^{E x p} & =\left\{X_{1}^{E x p}, \ldots, X_{N_{e x p}}^{E x p}\right\}  \tag{6.1}\\
X^{T h} & =\left\{X_{1}^{T h}, \ldots, X_{N_{t h}}^{T h}\right\}  \tag{6.2}\\
\theta & =\left\{\theta_{1}, \ldots, \theta_{N_{\theta}}\right\}  \tag{6.3}\\
\nu & =\left\{\nu_{1}, \ldots, \nu_{N_{\nu}}\right\} \tag{6.4}
\end{align*}
$$

Where (6.1) is a set of $N_{\text {exp }}$ experimental measurements, (6.2) is a set of $N_{t h}$ corresponding theoretical expressions which predict values for the measurements, and which are functions of the $N_{\theta}$ parameters $\theta$ and $N_{\nu}$ parameters $\nu$ of (6.3) and (6.4) respectively. Individually, for each $X_{i}^{E x p}, X_{i}^{T h}$ we determine regions of the parameter space using a simple function

$$
\begin{equation*}
\chi_{i}^{2}(\vec{\theta}, \vec{\nu})=\frac{\left(X_{i}^{E x p}-X_{i}^{T h}(\vec{\theta}, \vec{\nu})\right)^{2}}{\sigma\left(X_{i}^{E x p}\right)^{2}+\sigma\left(X_{i}^{T h}\right)^{2}} \tag{6.5}
\end{equation*}
$$

and when combining constraints we will use the sum of the individual functions given above

$$
\begin{equation*}
\chi^{2}(\vec{\theta}, \vec{\nu})=\sum_{i=1}^{N_{E x p}} \frac{\left(X_{i}^{E x p}-X_{i}^{T h}(\vec{\theta}, \vec{\nu})\right)^{2}}{\sigma\left(X_{i}^{E x p}\right)^{2}+\sigma\left(X_{i}^{T h}\right)^{2}} \tag{6.6}
\end{equation*}
$$

For the study of real Wilson coefficients, we will only consider the parameters of interest $\theta$ which are the Wilson coefficients $\Delta C_{j}$ and we will set all other parameters to their experimental averages. In general when plotting results and obtaining best fit points we will refer to the offset corrected $\chi^{2}$ denoted as

$$
\begin{equation*}
\Delta \chi^{2}(\vec{\theta}, \vec{\nu})=\chi^{2}(\vec{\theta}, \vec{\nu})-\chi_{m i n ; \theta ; \nu}^{2} \tag{6.7}
\end{equation*}
$$

where the last term in (6.7) is the absolute minimum of $\chi^{2}(\vec{\theta}, \vec{\nu})$, obtained by allowing all parameters $\vec{\theta}$ and $\vec{\nu}$ to be freely varied. This quantity gives a measure of the quality of agreement of a given theoretical model with the data, assuming the SM to be correct. For the study of hadronic decay we will use the following definitions. Define the profile $\chi^{2}$ as a function of the relevant parameters $\vec{\theta}$ at the values of $\vec{\nu}$ which minimize (6.6), at each point in $\theta$ space.

$$
\begin{equation*}
\chi^{2}(\vec{\theta})=\chi_{m i n ; \nu}^{2}(\vec{\theta}) \tag{6.8}
\end{equation*}
$$

We aim to set Confidence Levels (CL) in the space of relevant parameters $\theta$ irrespective of what values the parameters $\nu$ might take. Then the quantity which gives confidence levels for the parameters of interest in $\theta$ space is the offset corrected $\chi^{2}$

$$
\begin{equation*}
\Delta \chi^{2}(\vec{\theta})=\chi^{2}(\vec{\theta})_{m i n ; \nu}-\chi_{m i n ; \theta ; \nu}^{2} \tag{6.9}
\end{equation*}
$$

Here the first term on the LHS of (6.9) is the minimal value of the $\chi^{2}(\vec{\theta})$ function with respect to parameters $\vec{\nu}$ for fixed $\vec{\theta}$, and the second term is the same as that described above for (6.7). For each case it will be made clear which approaches we are using to represent and analyse results.

### 6.2 Numerical inputs

In this section, we describe all the numerical inputs that are used in this work, along with the experimental results and their corresponding uncertainties. We break these down into a set of fundamental inputs that are common to all our different observables, and then some specific input values required for the prediction of BSM contributions to individual observables.

### 6.2.1 Common inputs

We show in Table 6.1 input parameters that are common to all our theoretical predictions. These inputs are taken from the PDG [33] and CKMfitter [102]

| Parameter | Value | Reference |
| :--- | :--- | :--- |
| $\alpha_{s}\left(M_{Z}\right)$ | $0.1181 \pm 0.0011$ | PDG 2018 |
| $M_{K_{S}}$ | $(0.497611 \pm 0.000013) \mathrm{GeV}$ | PDG 2018 |
| $M_{J / \psi}$ | $(3.096900 \pm 0.000006) \mathrm{GeV}$ | PDG 2018 |
| $M_{B_{d}}$ | $(5.27955 \pm 0.00026) \mathrm{GeV}$ | PDG 2018 |
| $M_{B_{s}}$ | $(5.36684 \pm 0.00030) \mathrm{GeV}$ | PDG 2018 |
| $\bar{m}_{b}\left(\bar{m}_{b}\right)$ | $4.18_{-0.03}^{+0.04} \mathrm{GeV}$ | PDG 2018 |
| $m_{c, \text { pole }}$ | $(1.67 \pm 0.07) \mathrm{GeV}$ | PDG 2018 |
| $\bar{m}_{c}\left(\bar{m}_{b}\right)$ | $(0.924 \pm 0.07) \mathrm{GeV}$ | from $m_{c, \text { pole }}$ and $\alpha_{s}\left(M_{Z}\right)$ via RunDec [103, 104] |
| $m_{s}(2 \mathrm{GeV})$ | $95_{-3}^{+9} \mathrm{MeV}$ | PDG 2018 |
| $\left\|V_{u b} / V_{c b}\right\|$ | $0.08835_{-0.00281}^{+0.0021}$ | CKMfitter (ICHEP 2018) |
| $V_{c b}$ | $0.04240_{-0.00115}^{+0.0030}$ | CKMfitter (ICHEP 2018) |
| $V_{u s}$ | $0.2254745_{-0.000059}^{+0.000254}$ | CKMfitter (ICHEP 2018) |
| $\gamma$ | $65.81_{-1.66}^{+0.99}$ | CKMfitter (ICHEP 2018) |

Table 6.1: List of general input parameters needed for our theoretical predictions.

### 6.2.2 Theoretical inputs

Shown in table 6.2 are the SM predictions for our mixing, lifetime and radiative decay observables and their references. In tables 6.5 and 6.4 are the non perturbative inputs for the $\Delta B=0$ and $\Delta B=2$ matrix elements required for prediction of the lifetime ratio and mixing observables respectively.

| Quantity | Value | Reference |
| :--- | :--- | :--- |
| $\Delta \Gamma_{s}^{S M}$ | $(0.088 \pm 0.02) \mathrm{ps}^{-1}$ | $[38]$ |
| $a_{f s}^{s, S M}$ | $(2.22 \pm 0.27) \times 10^{-5}$ | $[38]$ |
| $\left(\tau_{B_{s}} / \tau_{B_{d}}\right)^{S M}$ | $0.9994 \pm 0.0025$ | $[88]$ |
| $\mathcal{B}\left(B \rightarrow X_{s} \gamma\right)^{S M}$ | $(3.36 \pm 0.23) \times 10^{-4}$ | $[69]$ |

Table 6.2: List of SM values needed for our theoretical predictions.

| Quantity | Value | Reference |
| :--- | :--- | :--- |
| $f_{B_{s}}$ | $(227.2 \pm 3.4) \mathrm{MeV}$ | $[91]$ |
| $\bar{B}_{1}\left(\bar{m}_{b}\right)$ | $1.028_{-0.056}^{+0.064}$ | $[88]$ |
| $\bar{B}_{2}\left(\bar{m}_{b}\right)$ | $0.988_{-0.079}^{+0.087}$ | $[88]$ |
| $\bar{\epsilon}_{1}\left(\bar{m}_{b}\right)$ | $-0.107_{-0.029}^{+0.028}$ | $[88]$ |
| $\bar{\epsilon}_{2}\left(\bar{m}_{b}\right)$ | $-0.033_{-0.021}^{+0.021}$ | $[88]$ |

Table 6.3: Non- perturbative inputs for $\Delta B=0$ matrix elements.

| Quantity | Value | Reference |
| :--- | :--- | :--- |
| $\sqrt{\hat{B}} f_{B_{s}}$ | $270(16) \mathrm{MeV}$ | $[91]$ |
| $\hat{B}$ | $1.32(6)$ | $[91]$ |
| $\frac{\tilde{B}_{s}\left(\bar{m}_{b}\right)}{B\left(\bar{m}_{b}\right)}$ | $1.07(6)$ | $[38]$ |

Table 6.4: Non- perturbative inputs for $\Delta B=2$ matrix elements.

| Quantity | Value | Reference |
| :--- | :--- | :--- |
| $f_{J / \psi}$ | $(407 \pm 6) \mathrm{MeV}$ | $[105]$ |
| $F^{B \rightarrow K}\left(q^{2}=M_{J / \psi}^{2}\right)$ | $0.68 \pm 0.06$ | $[106]$ |

Table 6.5: Non - perturbative inputs for $B \rightarrow J \psi K$ matrix elements.

As part of our theoretical calculation of $S_{J / \psi K_{S}}$ and $C_{J / \psi K_{S}}$, we use the most recent CKMfitter [102] value

$$
\begin{equation*}
\sin 2 \beta=0.738_{-0.030}^{+0.027} \tag{6.10}
\end{equation*}
$$

where the experimental measurement is not included in their fit. We note there is a very slight tension between the HFLAV average and the CKMfitter result, at the level of $\sim$ $1.1 \sigma$.

The non perturbative inputs in table 6.4 contain the following definitions and conversions.

The RGI B parameter $\hat{B}$ is given in [91] as

$$
\begin{equation*}
\hat{B}_{B_{q}}=\left(\frac{\bar{g}(\mu)^{2}}{4 \pi}\right)^{-\frac{\gamma_{0}}{\left(2 \beta_{0}\right)}}\left\{1+\frac{\bar{g}(\mu)^{2}}{(4 \pi)^{2}}\left[\frac{\beta_{1} \gamma_{0}-\beta_{0} \gamma_{1}}{2 \beta_{0}^{2}}\right]\right\} B_{B_{q}}(\mu) \tag{6.11}
\end{equation*}
$$

for $m_{b}<\mu<m_{t}$, the following values are $N_{f}=5$, and $N_{c}=3, \gamma_{0}=4, \beta_{0}=\frac{23}{3}$, $\gamma_{1}=\frac{116}{3}, \beta_{1}=-\frac{43}{9}$.

### 6.2.3 Experimental inputs

| Quantity | Value | Reference |
| :--- | :--- | :--- |
| $\Delta \Gamma_{s}^{\text {exp }}$ | $(0.088 \pm 0.006) \mathrm{ps}^{-1}$ | $[78]$ |
| $a_{f s}^{s, e x p}$ | $-0.0006 \pm 0.0028$ | $[78]$ |
| $\left(\tau_{B_{s}} / \tau_{B_{d}}\right)^{\text {exp }}$ | $0.993 \pm 0.004$ | $[78]$ |
| $\mathcal{B}\left(B \rightarrow X_{s} \gamma\right)^{\text {exp }}$ | $(3.32 \pm 0.15) \times 10^{-4}$ | $[78]$ |
| $\tau_{B_{s}}^{\text {exp }}$ | $1.509 \pm 0.004 \mathrm{ps}$ | $[78]$ |
| $S_{J / \psi K_{S}}$ | $0.699 \pm 0.017$ | $[78]$ |
| $C_{J / \psi K_{S}}$ | $-0.005 \pm 0.015$ | $[78]$ |
| $\mathcal{B}\left(B_{d} \rightarrow J / \psi K_{S}\right)$ | $(8.73 \pm 0.32) \times 10^{-4}$ | $[33]$ |
| $\mathcal{B}\left(\bar{B} \rightarrow X_{c} e \bar{\nu}\right)^{\exp }$ | $0.1061 \pm 0.0017$ | $[81]$ |

Table 6.6: List of experimental values needed for our theoretical predictions.

### 6.2.4 Rare decay Wilson coefficients

For our study of new physics in rare decay and constraints upon all four fermion coefficients we use the following best fit values for $C_{9}^{(\prime)}$ and $C_{7 \gamma}^{\prime}$ from global fits performed by [19] and [107], respectively.

$$
\begin{align*}
C_{9}^{N P} & =-1.21 \pm 0.2  \tag{6.12}\\
C_{9}^{\prime} & =0.19 \pm 0.2  \tag{6.13}\\
C_{7 \gamma}^{\prime} & =0.018 \pm 0.037 \tag{6.14}
\end{align*}
$$

The observables included in these fits for $C_{9}^{(1)}$ are; angular observables in $B^{0} \rightarrow K^{* 0} \mu^{+} \mu^{-}$ [9, 108], [109, 5] , $B^{0, \pm} \rightarrow K^{* 0, \pm} \mu^{+} \mu^{-}$branching ratios [4, 110, 5, 9], $B^{0, \pm} \rightarrow K^{0, \pm} \mu^{+} \mu^{-}$ branching ratios [4, 9], $B_{s} \rightarrow \phi \mu^{+} \mu^{-}$branching ratio [111, 9], $B_{s} \rightarrow \phi \mu^{+} \mu^{-}$angular observables [111, 9], the branching ratio of inclusive decay $B \rightarrow X_{s} \mu^{+} \mu^{-}$[112], with the standard model predictions of these [18, 113]. For $C_{7 \gamma}^{\prime}$ the measurements are for
the exclusive semileptonic angular observables $\left\langle P_{1}\right\rangle\left(B^{0} \rightarrow K^{* 0} e^{+} e^{-}\right)$and $A_{T}^{I m}$ [114], the mixing induced CP asymmetry in $B^{0} \rightarrow K^{*} \gamma$ given by $S_{K^{*} \gamma}[115,116]$, and the $\mathcal{B}\left(B \rightarrow X_{s} \gamma\right)[117,118,119,120,121], \mathcal{B}\left(B^{+} \rightarrow K^{*} \gamma\right), \mathcal{B}\left(B^{0} \rightarrow K^{*} \gamma\right)[120,122,123]$, and $\mathcal{B}\left(B_{s} \rightarrow \phi \gamma\right)$ [124] branching ratios.

### 6.3 Constraints on BSM in $C_{9 V}: \Delta C_{1}-\Delta C_{4}$

In this section we focus upon the study carried out in [1] concerning the impact of operators $Q_{1}^{c}-Q_{4}^{c}$ upon the partonic $\mathcal{A}(b \rightarrow s \bar{\mu} \mu)$ by investigating whether it is possible to achieve a shift to Wilson coefficient $C_{9 V} \approx-1$ subject to constraints from mixing and lifetime data. Currently global fits performed by [19] predict a best fit value of $C_{9}^{N P}=-1.21 \pm 0.2$. Here, constraints imposed by the $B_{s}^{(0)}$ meson width difference and the ratio of the $B_{s}^{(0)}$ to the $B_{d}^{(0)}$ lifetimes are used to determine the viability of such a shift being due to modified coefficients in the CBSM Hamiltonian.

### 6.3.1 Low scale scenarios and $q^{2}$ dependence

In Figures 6.1-6.3 are shown six plots representing scenarios where two Wilson coefficients are "switched on" and all of the rest are set to their SM values. In all figures the regions are determined by individual constraints overlaid using (6.5) and best fit points correspond to points which minimize (6.6). The experimental quantities, their respective theoretical predictions and parameters of interest are

$$
\begin{align*}
X^{E x p} & =\left\{\Delta \Gamma_{s}^{E x p}, C_{9}^{b s \mu \mu},\left(\tau_{s} / \tau_{d}\right)^{E x p}\right\}  \tag{6.15}\\
X^{T h} & =\left\{\Delta \Gamma_{s}, \bar{C}_{9 V}\left(\mu_{b}\right),\left(\tau_{B_{s}} / \tau_{B_{d}}\right)\right\}  \tag{6.16}\\
\vec{\theta} & =\left\{\Delta C_{1}\left(\mu_{b}\right), \Delta C_{2}\left(\mu_{b}\right), \Delta C_{3}\left(\mu_{b}\right), \Delta C_{4}\left(\mu_{b}\right)\right\} \tag{6.17}
\end{align*}
$$

and the theoretical predictions in (6.16) are given by (5.81), (5.22) and (5.85) in Chapter 5. In these scenarios we consider the scale of new physics to be around the scale of the $B$ meson mass, $M_{B}$. At this scale it is not necessary to employ renormalization group improvement, as the logarithms appearing in the loop calculations are not large. Such a situation could be due to "hidden" new particles which although are within the range of energies probed by current experiments, are for some reason not detectable.
In this "low scale" scenario, (5.22) reduces to (5.18) as without renormalization group improvement, $C_{9 V}\left(\mu_{b}\right)$ does not contain a BSM contribution and so it does not mix
with CBSM coefficients. In all plots the black and red dashed lines are contours of $\bar{C}_{9 V}\left(\mu_{b}\right)=-1.21 \pm 0.2$ for two choices of dilepton invariant mass squared $q^{2}=5 \mathrm{GeV}^{2}$ and $q^{2}=2 \mathrm{GeV}^{2}$ respectively. For values of $q^{2}$ above this, the charmonium resonances are the dominant signal detected and therefore for consideration of rare decay anomalies, it is most reliable to remain in the region $q^{2} \in[1,5] \mathrm{GeV}^{2}$.


Figure 6.1: Two parameter scenarios for $\Delta C_{1}\left(\mu_{b}\right), \Delta C_{2}\left(\mu_{b}\right)$ (left), $\Delta C_{1}\left(\mu_{b}\right), \Delta C_{3}\left(\mu_{b}\right)$ (right). Red dashes and black dashes correspond to $q^{2}=2 \mathrm{GeV}^{2}$ and $q^{2}=5 \mathrm{GeV}^{2}$ respectively. Overlaid are individual $1 \sigma$ constraints from $\Delta \Gamma_{s}$ (orange shaded) and $\frac{\tau_{B_{s}}}{\tau_{B_{d}}}$ (green shaded) with the (orange and green) dashed lines the experimental central value for each respectively.

In Figure 6.1 (left) of $\left(\Delta C_{1}\left(\mu_{b}\right), \Delta C_{2}\left(\mu_{b}\right)\right)$ we are considering shifts to the SM coefficients $C_{1}, C_{2}$. The width difference (orange) here constrains new physics in $C_{2}$ and the lifetime ratio (green) new physics in $C_{1}$ at $1 \sigma$. There is a current $1.4 \sigma$ discrepancy between the SM prediction computed recently in [88] shown in Table 6.2 and the measured value [78] given in Table 6.6, and this is why the lifetime ratio does not pass through the SM point. The best fit points lie outside the $1 \sigma$ regions for $C_{9 V}$ at $\left(C_{1}\left(\mu_{b}\right), \Delta C_{2}\left(\mu_{b}\right)\right)=$ $(-0.5,-0.03)$ and $\left(C_{1}\left(\mu_{b}\right), \Delta C_{2}\left(\mu_{b}\right)\right)=(-0.51,-0.04)$ for the higher and lower $q^{2}$ values respectively. There is no region for which a shift of $\bar{C}_{9 V}=-1.21 \pm 0.2$ is achievable and in agreement with both mixing and lifetimes, however $\Delta \Gamma_{s}$ easily accommodates a negative shift for both $q^{2}$ values. In the next panel (right hand) we consider BSM effects as a shift to $\mathrm{SM} C_{1}$ and NP $\Delta C_{3}$. Indeed this is a favourable scenario, it would be possible to produce a shift by as much as $\bar{C}_{9 V}=-1.21$ for $\left(\Delta C_{1}\left(\mu_{b}\right), \Delta C_{3}\left(\mu_{b}\right)\right)=(-0.19,0.57)$ in the higher $q^{2}$ for and $\left(\Delta C_{1}\left(\mu_{b}\right), \Delta C_{3}\left(\mu_{b}\right)\right)=(-0.31,0.58)$ for lower $q^{2}$ and remain well within allowed values imposed by the lifetime ratio.



Figure 6.2: Two parameter scenarios for $\Delta C_{1}\left(\mu_{b}\right), \Delta C_{4}\left(\mu_{b}\right)$ (left), $\Delta C_{2}\left(\mu_{b}\right), \Delta C_{3}\left(\mu_{b}\right)$ (right). Red dashes and black dashes correspond to $q^{2}=2 \mathrm{GeV}^{2}$ and $q^{2}=5 \mathrm{GeV}^{2}$ respectively. Overlaid are individual $1 \sigma$ constraints from $\Delta \Gamma_{s}$ (orange shaded) and $\frac{\tau_{B_{s}}}{\tau_{B_{d}}}$ (green shaded) with the (orange and green) dashed lines the experimental central value for each respectively.

In Figure 6.2 (left) of $\left(\Delta C_{1}\left(\mu_{b}\right), \Delta C_{4}\left(\mu_{b}\right)\right)$ this scenario is again quite favoured with points in the plane where all observables agree, and achieve the desired shift of $\bar{C}_{9 V}=$ $-0.95 \pm 0.2$. It is clear the $\Delta C_{4}\left(\mu_{b}\right)$ is not constrained much by the observables, yet a preference for a negative shift to $\mathrm{SM} C_{1}^{c}\left(\mu_{b}\right)$ is observed. The data prefers best fit points of $\left(\Delta C_{1}\left(\mu_{b}\right), \Delta C_{4}\left(\mu_{b}\right)\right)=(-0.48,0.64)$ and $\left(\Delta C_{1}\left(\mu_{b}\right), \Delta C_{4}\left(\mu_{b}\right)\right)=(-0.49,0.90)$ in the $q^{2}=5 \mathrm{GeV}^{2}$ and $q^{2}=2 \mathrm{GeV}^{2}$ cases respectively.The $q^{2}$ dependence of $\bar{C}_{9 V}\left(\mu_{b}\right)$ leads to contours closer to the origin for higher $q^{2}$. In the right hand panel, as is the case with $\left(\Delta C_{1}\left(\mu_{b}\right), \Delta C_{2}\left(\mu_{b}\right)\right)$ the even coefficient is constrained by the mixing and lifetime observables, and the odd coefficient by rare decay. For this scenario the best fit points lie close to the if not just outside the region allowed by the lifetime ratio $\left(\Delta C_{2}\left(\mu_{b}\right), \Delta C_{3}\left(\mu_{b}\right)\right)=(-0.11,0.63)$, and $\left(\Delta C_{2}\left(\mu_{b}\right), \Delta C_{3}\left(\mu_{b}\right)\right)=(-0.10,0.60)$ for $q^{2}=5 \mathrm{GeV}^{2}$ and $q^{2}=2 \mathrm{GeV}^{2}$ respectively.
In Figure 6.3 (left) of $\left(\Delta C_{2}\left(\mu_{b}\right), \Delta C_{4}\left(\mu_{b}\right)\right)$ this is the least viable of the scenarios, the contours of constant $\bar{C}_{9 V}$ are only just visible in the top left hand corner and nowhere in the plane agree with the width difference and lifetime ratio. $\Delta C_{2}$ is constrained by mixing and lifetimes but these impose no constraints at all for $\Delta C_{4}$. Finally the $\left(\Delta C_{3}\left(\mu_{b}\right), \Delta C_{4}\left(\mu_{b}\right)\right)$ plane has best fit points very closely placed together at $\left(\Delta C_{3}\left(\mu_{b}\right), \Delta C_{4}\left(\mu_{b}\right)\right)=(0.37,0.69)$ for the higher $q^{2}$ value and $\left(\Delta C_{3}\left(\mu_{b}\right), \Delta C_{4}\left(\mu_{b}\right)\right)=(0.36,0.68)$ for the lower. Neither are in agreement with all observables. This scenario again implies a possible shift of $\Delta C_{3}\left(\mu_{b}\right) \approx 0.3$, if we consider only $\Delta \Gamma_{s}$.


Figure 6.3: Two parameter scenarios for $\Delta C_{2}\left(\mu_{b}\right), \Delta C_{4}\left(\mu_{b}\right)$ (left), $\Delta C_{3}\left(\mu_{b}\right), \Delta C_{4}\left(\mu_{b}\right)$ (right). Red dashes and black dashes correspond to $q^{2}=2 \mathrm{GeV}^{2}$ and $q^{2}=5 \mathrm{GeV}^{2}$ respectively. Overlaid are individual $1 \sigma$ constraints from $\Delta \Gamma_{s}$ (orange shaded) and $\frac{\tau_{B_{s}}}{\tau_{B_{d}}}$ (green shaded) with the (orange and green) dashed lines the experimental central value for each respectively.

### 6.3.2 High scale scenarios

In Figures 6.4-6.6 are shown 2-parameter planes in one to one correspondence with those in Figures 6.1-6.3 respectively, but in this case the coefficients are evaluated at the weak scale $\mu=M_{W}$ and evolved down to the scale of the b quark mass through RG improvement [1]. Again, in all figures the regions are determined by individual constraints overlaid using (6.5) and best fit points correspond to points which minimize (6.6). The experimental quantities, their respective theoretical predictions and parameters of interest are

$$
\begin{align*}
X^{E x p} & =\left\{\Delta \Gamma_{s}^{E x p}, C_{9}^{b s \mu \mu},\left(\tau_{s} / \tau_{d}\right)^{E x p}, \mathcal{B}\left(B \rightarrow X_{s} \gamma\right)^{E x p}\right\}  \tag{6.18}\\
X^{T h} & =\left\{\Delta \Gamma_{s}, \bar{C}_{9 V}\left(\mu_{b}\right),\left(\tau_{B_{s}} / \tau_{B_{d}}\right), \mathcal{B}\left(B \rightarrow X_{s} \gamma\right)\right\}  \tag{6.19}\\
\vec{\theta} & =\left\{\Delta C_{1}\left(M_{W}\right), \Delta C_{2}\left(M_{W}\right), \Delta C_{3}\left(M_{W}\right), \Delta C_{4}\left(M_{W}\right)\right\} \tag{6.20}
\end{align*}
$$

and the theoretical predictions in (6.19) are given by (5.81), (5.22), (5.85) and (5.37) in Chapter 5. In all panels, $1 \sigma$ constraints from $\Delta \Gamma_{s}$ (orange shading), $\mathcal{B}\left(\bar{B} \rightarrow X_{s} \gamma\right)$ (blue shading), $\frac{\tau_{s}}{\tau_{d}}$ (green shading) are given, with the dashed lines in the corresponding colours being the experimental central value respectively. For these scenarios, our pseudo observable $\bar{C}_{9 V}(\mu)$ given in (5.22) contains contributions from $\Delta C_{1}\left(M_{W}\right)-\Delta C_{4}\left(M_{W}\right)$, in addition to those which are due to $\mathcal{C}_{9 V}\left(q^{2}, \mu\right)$, which appear because of mixing between $Q_{9 V}$ and $Q_{1}^{c}-Q_{4}^{c}$ upon renormalization. Again in red dashed lines are contours of con-
stant $\bar{C}_{9 V}\left(\mu_{b}\right)=-1.21 \pm 0.2$.

The branching ratio of the inclusive $\bar{B} \rightarrow X_{s} \gamma$ decay has now been included as an additional constraint. As can be seen by comparing the three sets of plots, the effect of the evolution of $C_{9 V}\left(\mu_{b}\right)$ upon $\bar{C}_{9 V}$ is powerful and considerably improves the prospects of achieving a negative shift to the SM coefficient $C_{9 V}$, without being excluded due to mixing, lifetime and radiative decay data. The contours are tightly spaced and closer to the SM point implying a very small BSM contribution could be hidden in CBSM coefficients and yet still give rise to a negative shift to $C_{9 V}$.

In the left hand panel of 6.4 , if there were agreement between the lifetime ratio and the SM, a small negative $\Delta C_{1}$ and very slight shift to $\Delta C_{2}$ would satisfy this requirement. In the right hand panel is shown a scenario where $\Delta C_{1}$ and $\Delta C_{3}$ are modified by NP. This scenario is favourable, all of the observables agree at the best fit point and allow a shift to $C_{9 V}$ for a $\Delta C_{3}\left(M_{W}\right) \approx 0.3$ and $\Delta C_{1}<0.1$. In the left hand panel of 6.5 , in the


Figure 6.4: Two parameter planes of: left $\Delta C_{1}\left(M_{W}\right), \Delta C_{2}\left(M_{W}\right)$ and right $\Delta C_{1}\left(M_{W}\right), \Delta C_{3}\left(M_{W}\right)$
$\Delta C_{1}\left(M_{W}\right)-\Delta C_{4}\left(M_{W}\right)$ plane the $\bar{B} \rightarrow X_{s} \gamma$ branching ratio constrains only $\Delta C_{4}$ but the lifetime ratio constrains $\Delta C_{1}$. In this scenario a negative shift $\Delta C_{1} \approx-0.1$ and a very slight negative $\Delta C_{4}\left(M_{W}\right)$ achieve agreement with radiative decay and the $\Delta \Gamma_{s}$, whereas the lifetime ratio with it's current discrepancy would not support our hypothesis. In the right hand panel of the $\Delta C_{2}\left(M_{W}\right)-\Delta C_{3}\left(M_{W}\right)$ plane again is found a favourable scenario. All of the observables agree with a a shift $\bar{C}_{9 V}=-1.21$ within $1 \sigma$ and again, this requires a positive non vanishing $\Delta C_{3}\left(M_{W}\right) \in[0.1,0.2]$ and very slight positive $\Delta C_{2}\left(M_{W}\right)$. None of the observables constrain $\Delta C_{3}$ at all with vertical bands from radiative decay and mixing constraints, but these do impose a region of allowed values for $\Delta C_{2}\left(M_{W}\right)$. These
statements will be made quantitative in subsection 6.8.1. In the left hand panel of 6.6 , is


Figure 6.5: Two parameter planes of: left $\Delta C_{1}\left(M_{W}\right), \Delta C_{4}\left(M_{W}\right)$ and right $\Delta C_{2}\left(M_{W}\right), \Delta C_{3}\left(M_{W}\right)$
shown the $\Delta C_{2}\left(M_{W}\right)-\Delta C_{4}\left(M_{W}\right)$ plane which is less favoured by the data. None of the observables constrain $\Delta C_{4}\left(M_{W}\right)$ and in addition there is no point in the plane where all observables agree with a negative shift to $C_{9 V}$. In the right hand panel showing the $\Delta C_{3}\left(M_{W}\right)-\Delta C_{4}\left(M_{W}\right)$ plane again the pattern of favoured new physics in $\Delta C_{3}\left(M_{W}\right)$ is confirmed. There is a point in the plane where all observables support the hypothesis for a positive $\Delta C_{3}\left(M_{W}\right) \in[0.2,0.3]$ and a very slight negative $\Delta C_{4}\left(M_{W}\right)$. Viewing this "High


Figure 6.6: Two parameter planes of: left $\Delta C_{2}\left(M_{W}\right), \Delta C_{3}\left(M_{W}\right)$ and right $\Delta C_{2}\left(M_{W}\right), \Delta C_{4}\left(M_{W}\right)$
scale" BSM in $C_{9 V}$ from $\Delta C_{1}\left(M_{W}\right)-\Delta C_{4}\left(M_{W}\right)$ scenario the distinguishing features are that a non zero coefficient $\Delta C_{3}$ at the weak scale is highly favoured, as is demonstrated in the right hand panels of $6.4,6.5$ and 6.6 . All these point to a positive $\Delta C_{3}\left(M_{W}\right)$ accompanied by either a small shift to SM coefficients or a pure new physics scenario involving just $\Delta C_{3}\left(M_{W}\right), \Delta C_{4}\left(M_{W}\right)$. The least favoured combinations are $\Delta C_{2}\left(M_{W}\right), \Delta C_{4}\left(M_{W}\right)$
for which there is nowhere agreement from any of our chosen observables. It remains to be seen whether $\Delta C_{1}\left(M_{W}\right), \Delta C_{2}\left(M_{W}\right)$ and $\Delta C_{1}\left(M_{W}\right), \Delta C_{4}\left(M_{W}\right)$ could become viable but this is dependent upon future measurement, and SM calculations of the lifetime ratio, converging.

### 6.4 BSM in right handed currents: $\Delta C_{1}^{\prime}\left(M_{W}\right)-\Delta C_{4}^{\prime}\left(M_{W}\right)$

This subsection focuses upon the constraints that the right handed coefficients $C_{9}^{\prime}=$ $0.19 \pm 0.2$ and $C_{7 \gamma}^{\prime}=0.018 \pm 0.037$ which are associated with the "wrong chirality" semileptonic and dipole operators respectively, place upon new physics in $b \rightarrow c \bar{c} s$ coefficients $\Delta C_{1}^{\prime}\left(M_{W}\right)-\Delta C_{4}^{\prime}\left(M_{W}\right)$. In this case our "pseudo observables" are the coefficients $\bar{C}_{9 V}^{\prime}$ and $\bar{C}_{7 \gamma}^{\prime \text { eff }}$ and rather than assuming BSM physics could be hidden in these coefficients, we instead use their best fit points obtained from global fits from [19] and [107] to angular observables as our "experimental central value". Regions are determined by individual constraints overlaid using (6.5) and best fit points correspond to points which minimize (6.6). The experimental quantities, their respective theoretical predictions and parameters of interest are

$$
\begin{align*}
X^{E x p} & =\left\{\Delta \Gamma_{s}^{E x p}, C_{9}^{\prime b s \mu \mu}, C_{7 \gamma}^{\prime},\left(\tau_{s} / \tau_{d}\right)^{E x p}, \mathcal{B}\left(B \rightarrow X_{s} \gamma\right)^{E x p}\right\}  \tag{6.21}\\
X^{T h} & =\left\{\Delta \Gamma_{s}, \bar{C}_{9 V}\left(\mu_{b}\right), \bar{C}_{7 \gamma}^{\prime \text { eff }}\left(\mu_{b}\right),\left(\tau_{B_{s}} / \tau_{B_{d}}\right), \mathcal{B}\left(B \rightarrow X_{s} \gamma\right)\right\}  \tag{6.22}\\
\vec{\theta} & =\left\{\Delta C_{1}^{\prime}\left(M_{W}\right), \Delta C_{2}^{\prime}\left(M_{W}\right), \Delta C_{3}^{\prime}\left(M_{W}\right), \Delta C_{4}^{\prime}\left(M_{W}\right)\right\} \tag{6.23}
\end{align*}
$$

and the theoretical predictions in (6.22) are given by (5.81), (5.22), (5.41), (5.85) and (5.37) in Chapter 5. In all the panels in figures 6.7, 6.8 and 6.9 are shown contours of $\bar{C}_{9 V}^{\prime}=0.19 \pm 0.2$ in red dashed at central value and dotted at $1 \sigma$, and $\bar{C}_{7 \gamma}^{\text {'eff }}=0.018 \pm 0.037$ in blue dashed (central value) and dotted ( $1 \sigma$ ). The observables already mentioned above are shown according to the same colour scheme. The radiative decay constraint for the primed coefficients is much weaker than in the previous case due to (assuming parity symmetry) the mixing of operators $Q_{1}^{\prime}, \ldots, Q_{4}^{\prime}$ with $Q_{7 \gamma}^{\prime}$ under renormalization occurring first at two-loop, and in addition, to the primed coefficient $\bar{C}_{7}^{\prime \text { eff }}$ only entering (5.38) quadratically with no linear dependence upon $C_{7}^{\text {eff,SM }}$. For combinations of these coefficients it is found that the strongest constraint comes from the experimental fits of angular observables to $C_{9}^{\prime}$. This is due to a strong dependence of $C_{9 V}^{\prime \text {,BSM }}\left(m_{b}\right)$ upon $\Delta C_{1}^{\prime}\left(M_{W}\right)-\Delta C_{4}^{\prime}\left(M_{W}\right)$ which results in closely spaced contours (red dashes).

In the $\left(\Delta C_{1}^{\prime}\left(M_{W}\right), \Delta C_{2}^{\prime}\left(M_{W}\right)\right)$ plane shown in Figure 6.7 (left), the radiative decay does not constrain the scenario, and the width difference only mildly constrains $\Delta C_{2}^{\prime}$ and the lifetime ratio constrains mildly $\Delta C_{1}^{\prime}$. In the right panel $\left(\Delta C_{1}^{\prime}\left(M_{W}\right), \Delta C_{3}^{\prime}\left(M_{W}\right)\right)$ does achieve a best fit point for which all observables agree, however this would imply a large $\Delta C_{3}^{\prime}<-0.4$ and $\Delta C_{1}^{\prime} \approx-0.3$ which has been pulled down to the left hand corner by the non visible contours of $\bar{C}_{7}^{\prime \text { eff }}$ for which the central value is beyond the right bottom hand corner. The central values for the rare and radiative decay agree for large negative values of $\left(\Delta C_{1}, \Delta C_{3}\right) \approx(-2.1,-3.5)$. In Figure 6.8 the radiative decay


Figure 6.7: Contours of $\bar{C}_{9 V}^{\prime}$ (red, dashed) and $\bar{C}_{7 \gamma}^{\prime \text { eff }}$ (blue, dashed) for best fit, and 1 sigma ranges, along with radiative decay (blue), lifetime ratio (green) and width difference (orange) 1 sigma constraints on coefficients $\Delta C_{1}^{\prime}\left(M_{W}\right), \Delta C_{2}^{\prime}\left(M_{W}\right)$ and $\Delta C_{1}^{\prime}\left(M_{W}\right), \Delta C_{3}^{\prime}\left(M_{W}\right)$.
constrains the even coefficients and the rare decay, very tightly the odd coefficients. In the $\left(\Delta C_{1}^{\prime}\left(M_{W}\right), \Delta C_{4}^{\prime}\left(M_{W}\right)\right)$ plane (left) there is a best fit point for which all observables agree implying that for this scenario new physics is slightly favoured over the SM. In the $\left(\Delta C_{2}\left(M_{W}\right), \Delta C_{3}\left(M_{W}\right)\right)$ plane and in Figure 6.9 the $\left(\Delta C_{2}\left(M_{W}\right), \Delta C_{4}\left(M_{W}\right)\right)$ plane (left) the best fit value is very close to zero which appears to be due to the pull of the lifetime ratio somewhat cancels out the effect of the radiative decay. Finally in Figure 6.9 right there is no point in the plane where all observables agree but a $\left(\Delta C_{3}^{\prime}\left(M_{W}\right), \Delta C_{4}^{\prime}\left(M_{W}\right)\right) \approx$ $(0.03,-0.1)$ are the best fit for the current data.

### 6.5 General constraints on BSM: $\Delta C_{5}^{(\prime)}\left(M_{W}\right)-\Delta C_{10}^{(\prime)}\left(M_{W}\right)$

In figure 6.10 are shown three examples of two parameter scenarios involving combinations of the coefficients $\Delta C_{5}-\Delta C_{10}$ evaluated at the weak scale. For this case regions


Figure 6.8: Contours of $\bar{C}_{9 V}^{\prime}$ (red, dashed) and $\bar{C}_{7 \gamma}^{\text {eff }}$ (blue, dashed) for best fit, and 1 sigma ranges, along with radiative decay (blue), lifetime ratio (green) and width difference (orange) 1 sigma constraints on coefficients $\Delta C_{1}^{\prime}\left(M_{W}\right), \Delta C_{4}^{\prime}\left(M_{W}\right)$ and $\Delta C_{2}^{\prime}\left(M_{W}\right), \Delta C_{3}^{\prime}\left(M_{W}\right)$.


Figure 6.9: Contours of $\bar{C}_{9 V}^{\prime}$ (red, dashed) and $\bar{C}_{7 \gamma}^{\prime \text { eff }}$ (blue, dashed) for best fit, and 1 sigma ranges, along with radiative decay (blue), lifetime ratio (green) and width difference (orange) 1 sigma constraints on coefficients $\Delta C_{2}^{\prime}\left(M_{W}\right), \Delta C_{4}^{\prime}\left(M_{W}\right)$ and $\Delta C_{3}^{\prime}\left(M_{W}\right), \Delta C_{4}^{\prime}\left(M_{W}\right)$.
are determined as are the cases above, experimental quantities, their respective theoretical predictions and parameters of interest are

$$
\begin{align*}
X^{E x p} & =\left\{\Delta \Gamma_{s}^{E x p},\left(\tau_{s} / \tau_{d}\right)^{E x p}, \mathcal{B}\left(B \rightarrow X_{s} \gamma\right)^{E x p}\right\}  \tag{6.24}\\
X^{T h} & =\left\{\Delta \Gamma_{s},\left(\tau_{B_{s}} / \tau_{B_{d}}\right), \mathcal{B}\left(B \rightarrow X_{s} \gamma\right)\right\}  \tag{6.25}\\
\vec{\theta} & =\left\{\Delta C_{5}\left(M_{W}\right), \ldots, \Delta C_{10}\left(M_{W}\right), \Delta C_{5}^{\prime}\left(M_{W}\right), \ldots, \Delta C_{10}^{\prime}\left(M_{W}\right)\right\} \tag{6.26}
\end{align*}
$$

and the theoretical predictions in (6.25) are given by (5.81),(5.85) and (5.37) in Chapter 5. The presiding feature in all of these panels is the stringent constraint placed upon values
that these coefficients could take, by $\mathcal{B}\left(B \rightarrow X_{s} \gamma\right)$.

### 6.5.1 $\Delta C_{5}-\Delta C_{10}$

As explained in chapter 4 , the mixing of operators $Q_{5}, \ldots, Q_{10}$ with $Q_{7 \gamma}$ first at one-loop gives rise to strong RG effects which enter $\bar{C}_{7}^{\text {eff }}$ and result in the dominant constraint for such scenarios coming from radiative decays. As the coefficient $\bar{C}_{7}^{\text {eff }}$ enters (5.38) both quadratically as well as linearly, it receives a contribution from $C_{7}^{\text {eff,SM }}$ which at the scale $\mu_{b}=4.2 \mathrm{GeV}$ we take to be $C_{7}^{\mathrm{eff}, \mathrm{SM}}\left(\mu_{b}\right)=-0.385$. This combination results in a much narrower 1 sigma region, as is shown in all panels of Figure 6.10 as the blue shaded area. In the first and third panel, the presence of another purple band corresponds to contours where $\bar{C}_{7}^{\text {eff }}= \pm C_{7}^{\mathrm{eff}, S M}$. In terms of the lifetime ratio, shown in the green shaded area, the contours slightly miss the SM point due to the current $1.4 \sigma$ discrepancy between theory and experiment. For the $B_{s}-\bar{B}_{s}$ width difference the scenarios consisting of coefficients of left and right handed vector currents and coefficients of tensor operators are the most restrictive. In all cases scenarios between even numbered coefficients are favoured owing to the $\frac{1}{N_{c}}$ suppression which always accompanies colour singlet operators in the calculations.


Figure 6.10: Overlaid individual constraints from radiative decay (blue), lifetime ratio (green), width difference (orange) upon $\Delta C_{5}-\Delta C_{7}$ plane (left), $\Delta C_{6}-\Delta C_{10}$ plane (middle), $\Delta C_{9}-\Delta C_{10}$ plane (right). The SM point and best fit point are shown as the black and red dots respectively.

### 6.5.2 $\Delta C_{5}^{\prime}-\Delta C_{10}^{\prime}$

Three examples of possible 2 parameter scenarios are shown in Figure 6.11 and are the right handed counter parts in one to one correspondence with those of Figure 6.10. Although as for coefficients $\Delta C_{5}-\Delta C_{10}$, it is also true in this case that the one-loop mixing under renormalization of $Q_{5}^{\prime}, \ldots, Q_{10}^{\prime}$ with $Q_{7 \gamma}^{\prime}$ results in a stronger dependence of $\bar{C}_{7}^{\prime \text { eff }}$ upon $\Delta C_{5}^{\prime}-\Delta C_{10}^{\prime}$ than is true for coefficients $\Delta C_{1}^{\prime}-\Delta C_{4}^{\prime}$, here $\bar{C}_{7}^{\prime \text { eff }}$ only contributes
quadratically to the $B \rightarrow X_{s} \gamma$ branching ratio so the radiative decay constraint bands are wider. All plots show very similar constraints from the lifetime ratio and the width difference, although differences are more pronounced in $\Delta \Gamma_{s}$ due to primed and unprimed coefficients not mixing in the theoretical prediction for $\Gamma_{12}^{\mathrm{NP}}$ and hence there is no linear contribution from SM Wilson coefficients $C_{1}$ and $C_{2}$ here.


Figure 6.11: Overlaid individual constraints from radiative decay (blue), lifetime ratio (green), width difference (orange) upon $\Delta C_{5}^{\prime}-\Delta C_{7}^{\prime}$ plane (left), $\Delta C_{6}^{\prime}-\Delta C_{10}^{\prime}$ plane (middle), $\Delta C_{9}^{\prime}-\Delta C_{10}^{\prime}$ plane (right). The SM point and best fit point are shown as the black and red dots respectively.

### 6.6 Prospects for mixing and lifetime observables

In this section we turn our attention to the precision with which we may know exactly the predicted and measured value of the width difference, the lifetime ratio and the $\mathcal{B}(\bar{B} \rightarrow$ $\left.X_{s} \gamma\right)$ branching ratio. Here, it is investigated whether in the case where the predictions and the measurements coincide, such observables could discriminate between different scenarios of Wilson coefficients, and even completely rule some of them them out.

In Figures 6.12-6.14 are shown contours of constant width difference (brown) and lifetime ratio (green) corresponding to the SM central values respectively. The dashed and dotted lines are spaced either side of this in such a way that any spacing between two contours corresponds to a prospective $1 \sigma$ region, where we have assumed a combined experimental and theoretical error of 0.001 on the lifetime ratio and an error of $5 \%$ on the width difference. These future errors are representative of expected theoretical and experimental progress. For the width difference, the experimental error in table 6.6 is already $6 \%$, but in this observable it is the theoretical error which requires most improvement. Since publication of [1], the state of the art SM prediction is $\Delta \Gamma_{s}=0.091 \pm 0.014$ [125] with a current error of $14 \%$ which is a marked improvement on $23 \%$ as given by table 6.2 [38]. The main source of theoretical error is due to the lattice determination of dimension 7 operators [126], however it is realistic to expect a future reduction in uncertainty to be-
low $5 \%$, given further effort from both sum rules and lattice QCD. For the lifetime ratio, the theoretical error is already 2.5 per mille, and current work in reducing this error by including $S U(3)_{F}$ violating corrections and inclusion of extra, previously undetermined terms is in progress [125]. For further reduction, again this would require determination of dimension 7 operator matrix elements. Experimentally, the error is greater at 4 per mille, however a recent ATLAS measurement of the $B_{s}^{0}$ width difference has been presented [127] with reduced errors, indicating a $B_{s}^{0}$ lifetime with accordingly reduced errors at approximately around 2.5 per mille. Other collaborations such as CMS and LHCb providing independent measurements could result in halving the current uncertainty. With future developments 1 per mille is achievable.
In addition, we have shown the $\mathcal{B}\left(\bar{B} \rightarrow X_{s} \gamma\right)$ overlaid as the blue shaded region corresponding to a $1 \sigma$ difference between measurement and SM. In Figure 6.12 the left hand


Figure 6.12: Future prospects for lifetime and mixing observables. Left hand panel: real $\Delta C_{1}-\Delta C_{2}$ plane, right hand panel: real $\Delta C_{1}-\Delta C_{3}$ plane. Solid lines are the SM prediction for width difference (brown) and lifetime ratio (green). Brown dashed and green dotted lines are contours of constant width difference and lifetime ratio respectively.
panel shows a point in the $\left(\Delta C_{1}, \Delta C_{2}\right)$ plane where $\bar{C}_{9 V}=-1.21$ at a $2 \sigma$ deviation in the lifetime ratio and a $1 \sigma$ deviation in $\Delta \Gamma_{s}$ which is just within the constraints imposed by radiative decay. In the right hand panel showing the combination $\Delta C_{1}-\Delta C_{3}$, contours of $\bar{C}_{9 V}=-1.21$, and the SM contours for both mixing and lifetime coincide within $1 \sigma$ in this scenario favoured already in Figure 6.4. In Figure 6.13 left hand panel, there are not any points in the $\left(\Delta C_{1}, \Delta C_{4}\right)$ plane which simultaneously allow a new contribution to semi-leptonic decay and still lie within $1 \sigma$ of the other constraints. One could consider that this scenario is potentially ruled out by the lifetime ratio which requires a larger value of $\Delta C_{4}$ than can be accommodated by radiative decay. In the right hand
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Figure 6.13: Future prospects for lifetime and mixing observables. Left hand panel: real $\Delta C_{1}-\Delta C_{4}$ plane, right hand panel: real $\Delta C_{2}-\Delta C_{3}$ plane. Solid lines are the SM prediction for width difference (brown) and lifetime ratio (green). Brown dashed and green dotted lines are contours of constant width difference and lifetime ratio respectively.
panel we observe that a smaller combined error on the mixing and lifetime observables can more accurately pinpoint preferred values for couplings in this scenario of approximately $\left(\Delta C_{2}, \Delta C_{3}\right) \approx(-0.05,0.15)$. In Figure 6.14 left hand panel, there are no points for


Figure 6.14: Future prospects for lifetime and mixing observables. Left hand panel: real $\Delta C_{2}-\Delta C_{4}$ plane, right hand panel: real $\Delta C_{3}-\Delta C_{4}$ plane. Solid lines are the SM prediction for width difference (brown) and lifetime ratio (Green). Brown dashed and green dotted lines are contours of constant width difference and lifetime ratio respectively.
which all observables considered can accommodate $\bar{C}_{9 V}=-1.21$ within $1 \sigma$. Interestingly, although the better agreement between experiment and theory in the lifetime ratio helps this scenario, the more ambitious future error estimates for the width difference prevent a negative contribution to our pseudo observable $\bar{C}_{9 V}$ which is accommodated by $\mathcal{B}\left(\bar{B} \rightarrow X_{s} \gamma\right)$ and one might therefore conclude that this is a case where more precise knowledge would rule out this scenario. Finally, in the right hand panel we find again that
a situation which involves $\Delta C_{3}$ is favoured and with the $\bar{C}_{9 V}=-1.21$ contour running almost parallel with, but just outside the limits of, the lifetime ratio $1 \sigma$ contour, we might consider the possibility that a further precise determination of $\Delta \Gamma_{s}$ could really pinpoint the place on this line which offers a candidate for a viable new physics scenario.

### 6.7 CP Violation: Complex Wilson coefficients $\Delta C_{1}, \Delta C_{2}$

In this section we determine bounds upon the size of complex shifts to SM Wilson coefficients $C_{1}^{c}$ and $C_{2}^{c}$ by introducing a new weak CP violating phase for each coefficient. The observables which are sensitive to CP violation are the flavour specific CP asymmetry $a_{f s}^{s}$ and the time dependent CP asymmetry $A_{C P}\left(B_{d}^{(0)} \rightarrow J / \psi K_{S}\right)$. In subsection 6.7.1 are shown constraints from $a_{f s}^{s}, \mathcal{B}\left(\bar{B} \rightarrow X_{s} \gamma\right), \frac{\tau_{s}}{\tau_{d}}$ and $\Delta \Gamma_{s}$, in the complex $\Delta C_{i}$ plane for $i=1, \ldots, 4$. In subsection 6.7.2 we show the above constraints and in addition, a further set of three constraints from the hadronic $B_{d}^{0} \rightarrow J / \psi K_{(S)}$ decay.

### 6.7.1 CP violating constraints on NP in SM coefficients

Figure 6.15 shows the complex $\Delta C_{1}\left(M_{W}\right)$ plane (left hand side) and the complex $\Delta C_{2}\left(M_{W}\right)$ plane (right hand side). In the complex $\Delta C_{1}\left(M_{W}\right)$ plane are shown in red the width difference, in purple the flavour specific asymmetry and in green the lifetime ratio. For a scenario where CP violation is accounted for by a complex phase in this coefficient the best observable to discriminate possible values is the lifetime ratio which constrains the real and imaginary parts to lie in the set of points $\left\{\Delta C_{1}\left(M_{W}\right) \in \mathbb{C}: 0.21<\left|\Delta C_{1}\left(M_{W}\right)+0.16\right|<\right.$ $0.31\}$. Taking into account the other constraints leads to an approximate constraint on the complex phase of $\Delta C_{1}\left(M_{W}\right)$ of $\phi_{1} \in\left[-\frac{3 \pi}{4}, \frac{3 \pi}{4}\right]$. In the right hand panel there is a stronger constraint upon the imaginary part of $\Delta C_{2}\left(M_{W}\right)$ from the flavour specific asymmetry, and constraints upon the real part from the lifetime ratio, width difference and inclusive radiative branching ratio. There is no point in the plane where all observables agree upon a particular value, however the precisely measured and theoretically well controlled branching ratio and width difference along with the CP asymmetry require a complex $\operatorname{Re}\left(\Delta C_{2}\right)\left(M_{W}\right) \in[-0.1,0.1]$ and $\operatorname{Im} \Delta C_{2}\left(M_{W}\right) \in[-0.2,0.2]$ for agreement at the level of $1 \sigma$. In Figure 6.16 (left) are shown constraints upon a complex $\Delta C_{3}\left(M_{W}\right)$, which are dominated by the lifetime ratio. The lifetime ratio requires that complex values of $\Delta C_{3}\left(M_{W}\right)$ are included in the set $\left\{\Delta C_{3}\left(M_{W}\right) \in \mathbb{C}: 0.35<\left|\Delta C_{3}\left(M_{W}\right)+0.02\right|<0.54\right\}$ and here there are no restrictions on the complex phase. In the right hand panel are



Figure 6.15: Complex Wilson coefficients $\Delta C_{1}\left(M_{W}\right), \Delta C_{2}\left(M_{W}\right)$
shown regions of the complex $\Delta C_{4}\left(M_{W}\right)$ plane allowed by all of the observables. In this case, the radiative inclusive branching ratio constrains the real part and the lifetime ratio and width difference, the imaginary part. For this coefficient there are points in the plane for which all observables agree at $1 \sigma$ and these are approximately $\operatorname{Re} \Delta C_{4}\left(M_{W}\right) \in$ $[-0.2,0.1]$ and $\operatorname{Im} \Delta C_{4}\left(M_{W}\right) \in[-0.5,-0.3],[0.25,0.5]$.


Figure 6.16: Complex Wilson coefficients $\Delta C_{3}\left(M_{W}\right), \Delta C_{4}\left(M_{W}\right)$

### 6.7.2 Constraints from hadronic decay

In the study of the SM Wilson coefficients $C_{1}(\mu), C_{2}(\mu)$ in the non leptonic decay $B \rightarrow$ $J / \psi K_{S}$, we assume these be shifted relative to their SM values by amount $\Delta C_{1}(\mu), \Delta C_{2}(\mu)$ and allow them to take on complex values. Here, we will be using the profile $\chi^{2}$ in (6.9) and equations (6.3) and (6.4) take the form

$$
\begin{align*}
& \vec{\theta}=\left(\operatorname{Re}\left(\Delta C_{1}\left(M_{W}\right)\right), \operatorname{Im}\left(\Delta C_{1}\left(M_{W}\right)\right), \operatorname{Re}\left(\Delta C_{2}\left(M_{W}\right)\right), \operatorname{Im}\left(\Delta C_{2}\left(M_{W}\right)\right)\right)^{T}  \tag{6.27}\\
& \vec{\nu}=\left(\operatorname{Re}\left(r_{21}\right), \operatorname{Im}\left(r_{21}\right),\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|\right)^{T} \tag{6.28}
\end{align*}
$$

and the experimental measured values and their corresponding theoretical predictions are

$$
\begin{align*}
X^{E x p} & =\left\{S_{J / \psi K}^{e x p}, C_{J / \psi K}^{e x p}, \mathcal{B}(B \rightarrow J / \psi K)^{\text {exp }}\right\}  \tag{6.29}\\
X^{T h} & =\left\{S_{J / \psi K}, C_{J / \psi K}, \mathcal{B}(B \rightarrow J / \psi K)\right\} \tag{6.30}
\end{align*}
$$

where the central values of (6.1) are taken from [78] and [33]

$$
\begin{align*}
S_{J / \psi K}^{e x p} & =0.699 \pm 0.017  \tag{6.31}\\
C_{J / \psi K}^{e x p} & =-0.005 \pm 0.015  \tag{6.32}\\
\mathcal{B}(B \rightarrow J / \psi K)^{e x p} & =(8.73 \pm 0.32) 10^{-4} \tag{6.33}
\end{align*}
$$

and the analytical functional form of the observables in are given by (5.156), (5.157) and (5.163).

## Complex $\Delta C_{1}$ plane

Let us now consider what constraints may be obtained in the complex $\Delta C_{1}$ plane. The naive factorization estimate for the ratio of matrix elements defined in (5.155) with $i=2$ is

$$
\begin{equation*}
r_{21}^{N F}=\frac{1}{N}, \tag{6.34}
\end{equation*}
$$

with $N=3$. Our first result shown in Figure 6.17, depicts the departure of the complex parameter $r_{21}$ from the naive factorization estimate shown above, for all angles $\phi_{21} \in$ $[-\pi, \pi]$ at a given radius corresponding to contours of $\frac{\tau\left(B_{s}\right)^{\text {th }}}{\tau\left(B_{d}\right)}=0.993 \pm 1 \sigma$, in the the annulus given by the shaded green region in Figure 6.15 (left). The phase $\phi_{21}$ is given by

$$
\begin{equation*}
\phi_{21}=\operatorname{Arg}\left(\frac{\operatorname{Im}\left(\Delta C_{1}\right)}{\operatorname{Re}\left(\Delta C_{1}-\delta\right)}\right) \tag{6.35}
\end{equation*}
$$

with $\delta=-0.16$, the offset of the center of the concentric circles from the SM point at $(0,0)$. Figure 6.17 shows four distinct points (there are only four because $\pm \pi$ is the same point) within the region allowed by lifetime data at $1 \sigma$, for which the $\chi^{2}$ is minimized to give a value of $r_{21}$ in agreement with (6.34). Table 6.7 shows the angles for which the value of $r_{21}$ at the minimum coincides with the naive factorization prediction, along with the corresponding points in the $\Delta C_{1}$ plane.
Analogously, in Figure 6.18 is shown the departure of the $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|$ from the NF prediction. In the left hand panel we see the surprising result that there are four distinct points for



Figure 6.17: Left: Solution 1 and Right: Solution 2 showing the difference between the naive estimate for $r_{21}$ and the point wise minimum values of $r_{21}$ for fixed $\frac{\tau_{s}}{\tau_{d}} \in\{0.988,0.993,0.998\}$ shown as green, blue, yellow lines respectively.

| $\phi_{21}$ | $\operatorname{Re}\left(\Delta C_{1}\right)+i \operatorname{Im}\left(\Delta C_{1}\right)$ |
| :--- | :---: |
| Solution 1 |  |
| $\phi_{21}=-0.85 \operatorname{rad}\left(-49.4^{\circ}\right)$ | $0.01-0.2 i$ |
| $\phi_{21}=2.37 \mathrm{rad}\left(136^{\circ}\right)$ | $-0.35+0.2 i$ |
| Solution 2 |  |
|  |  |
| $\phi_{21}=0.013 \operatorname{rad}\left(-0.75^{\circ}\right)$ | $0.1+0 i$ |
| $\phi_{21}=3.13 \mathrm{rad}\left(179.3^{\circ}\right)$ | $-0.4+0 i$ |

Table 6.7: $\phi_{21}$ and $\Delta C_{1}$ values where $r_{21}$ agrees with Naive Factorization


Figure 6.18: Left: Solution 1 and Right: Solution 2 showing the difference between the naive estimate for $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|$ and the point wise minimum values of $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|$ for fixed $\frac{\tau_{s}}{\tau_{d}} \in\{0.988,0.993,0.998\}$ shown as green, blue, yellow lines respectively
which the value of $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|$ at the minimum coincides with the naive factorization prediction of $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|_{N F}=1.23 \mathrm{GeV}^{3}$. In the right hand panel there are again only two points at $\phi_{21}=0, \pm \pi$. The corresponding angles and points in the complex plane are shown in Table 6.8.

| 119 |  |
| :--- | :---: |
| $\phi_{21}$ | $\operatorname{Re}\left(\Delta C_{1}\right)+i \operatorname{Im}\left(\Delta C_{1}\right)$ |
| Solution 1 |  |
|  |  |
| $\phi_{21}=0.85 \mathrm{rad}\left(48.8^{\circ}\right)$ | $0.5+0.15 i$ |
| $\phi_{21}=2.21 \mathrm{rad}\left(126.6^{\circ}\right)$ | $-0.35+0.2 i$ |
| $\phi_{21}=-2.1 \mathrm{rad}\left(-120.6^{\circ}\right)$ | $-0.35-0.2 i$ |
| $\phi_{21}=-0.95 \mathrm{rad}\left(-54.4^{\circ}\right)$ | $0.4-0.18 i$ |
|  |  |
| Solution 2 |  |
|  | $0.1+0 i$ |
| $\phi_{21}=0.01 \mathrm{rad}\left(0.43^{\circ}\right)$ | $-0.37+0 i$ |
| $\phi_{21}=3.13 \mathrm{rad}\left(179.2^{\circ}\right)$ |  |

Table 6.8: $\phi_{21}$ and $\Delta C_{1}$ values where $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|$ agrees with Naive Factorization

In Figure 6.19 are shown the solutions for the values of $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|$ again with the phase $\phi_{21}$, and over this is shown the theoretical prediction for $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|_{N F}$ given in (5.137) including parametric error bars plus a correction of $\mathcal{O}^{c}\left(\frac{1}{N^{2}}\right)$, which we include to parameterize our ignorance of the hadronic effects using the large N counting rules of [97]. The purple



Figure 6.19: Left: Solution 1 and Right: Solution 2 showing the values of the hadronic matrix element $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|$ with phase $\phi_{12}$ for contours of constant lifetime ratio $\frac{\tau_{s}}{\tau_{d}} \in\{0.988,0.993,0.998\}$ shown as green, blue, yellow lines respectively. Theoretical estimate for $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|$ in purple with errors in blue.
line is the central value and the blue shaded area represents the error. In the left hand panel it is clear that there are four points where the numerical solution crosses the NF estimate. In the right hand panel it is less clear to the eye, but there are in fact solutions at $\phi_{21}=0, \pm \pi$ as was the case with $r_{21}$. These are the same points as those shown in Figure 6.18. All in all, this parameter allows six regions in the complex $\Delta C_{1}$ plane which further constrain the possibility of physics BSM in $C_{1}^{c}$. All the above results are summarized in Figure 6.20 which shows all points determined by the above analysis in one figure in the complex $\Delta C_{1}$ plane. In this graph are shown angular and radial regions which correspond
to the constraints we can obtain from our minimization procedure as described above. The squares represent the points in the plane where $r_{21}$ agrees with the naive factorization estimate exactly. As $r_{21}$ is less well theoretically controlled due to the uncertainty in the matrix element of $\mathcal{O}_{2}^{c}$ being considered to be greater (as it would receive corrections of $\left.\mathcal{O}\left(\alpha_{s}\right)\right)$ we do not estimate errors but simply show points of agreement. These occur at the angles and points shown in table 6.7. The solid lines represent angular regions where the solutions in Figure 6.19 coincide with the NF prediction and it's error at the given radius. What is interesting about this plot is that there seems to be some sort of degeneracy in the points allowed in the upper and lower plane, which is broken by a strict agreement of $r_{21}$ with the NF prediction.


Figure 6.20: Naive factorization predictions for $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|, \operatorname{Re}\left(r_{21}\right), \operatorname{Im}\left(r_{21}\right)$ in complex $\Delta C_{1}\left(M_{W}\right)$ plane

In Table 6.9 are given the angular regions and the corresponding allowed real and imaginary parts of $\Delta C_{1}$ shown in Figure 6.20. As can be seen in the figure, there are four continuous angular ranges corresponding to each of the contours of the lifetime ratio, which can be distinctly separated in the region $\left\{\Delta C_{1}\left(M_{W}\right) \in \mathbb{C}: 0.21<\mid \Delta C_{1}\left(M_{W}\right)+\right.$ $0.16 \mid<0.31\}$.

## Complex $\Delta C_{2}$ plane

We turn our attention now to the complex $\Delta C_{2}$ plane and find a rather different picture emerge. The same analysis is performed as is done for the coefficient $\Delta C_{1}$ however when

| $\Delta \phi_{21}$ | $\operatorname{Re}\left(\Delta C_{1}\right)$ | $\operatorname{Im}\left(\Delta C_{1}\right)$ |
| :--- | :--- | :--- |
|  |  |  |
| $25^{\circ} \leqslant \phi_{21} \leqslant 60^{\circ}$ | $\operatorname{Re} \Delta C_{1} \in[-0.06,0.12]$, | $\operatorname{Im} \Delta C_{1} \in[0.13,0.18]$ |
| $115^{\circ} \leqslant \phi_{21} \leqslant 151^{\circ}$ | $\operatorname{Re} \Delta C_{1} \in[-0.34,-0.29]$ | $\operatorname{Im} \Delta C_{1} \in[0.10,0.29]$ |
| $-149^{\circ} \leqslant \phi_{21} \leqslant-102^{\circ}$ | $\operatorname{Re} \Delta C_{1} \in[-0.43,-0.20]$ | $\operatorname{Im} \Delta C_{1} \in[-0.20,-0.16]$ |
| $-73^{\circ} \leqslant \phi_{21} \leqslant-37^{\circ}$ | $\operatorname{Re} \Delta C_{1} \in[-0.09,0.12]$ | $\operatorname{Im} \Delta C_{1} \in[-0.2,-0.14]$ |

Table 6.9: $\Delta \phi_{21}$ and $\Delta C_{1}$ values where $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|$ agrees with Naive Factorization
regarding Figure 6.15 we see that there is no region wherein all the observables under consideration agree which would provide an obvious region over which to minimize the $\chi^{2}$ containing $B \rightarrow J / \psi K$ predictions.

The closest region of overlap appears to be along the line $\operatorname{Re}\left(\Delta C_{2}\right)=0.1$ thus we minimize for each point on that line to obtain the values of the uncertain hadronic parameters which give the best description of the data. In Figure 6.21 in the left hand panel there is a solution to the minimization problem which favours a value of $\operatorname{Re}\left(r_{21}\right)$ in agreement with naive factorization of a small negative value of $\operatorname{Im}\left(\Delta C_{2}\right)$. The right hand panel however has no points where there is agreement with naive factorization. In Figure 6.22 in the



Figure 6.21: Solution 1 (left) and solution 2 (right) for the value of $\operatorname{Re}\left(r_{21}\right)$ at fixed $\operatorname{Re}\left(\Delta C_{2}\right)=0.1$ and $\Delta C_{2} \in$ $[-0.2,0.2]$ (blue solid) and the naive factorization prediction of $\operatorname{Re}\left(r_{21}\right)$ (purple dashes).
left hand panel there is a solution to the minimization problem which assymptotes to the naive factorization prediction for $\operatorname{Im}\left(\Delta C_{2}\right) \rightarrow \pm 0.2$ and crosses from positive to negative at $\operatorname{Im}\left(\Delta C_{2}\right)=0$. In the right hand panel the solution is everywhere small but agrees with naive factorization again at $\operatorname{Im}\left(\Delta C_{2}\right)=0$.



Figure 6.22: Solution 1 (left) and solution 2 (right) for the value of $\operatorname{Im}\left(r_{21}\right)$ at fixed $\operatorname{Re}\left(\Delta C_{2}\right)=0.1$ and $\Delta C_{2} \in$ $[-0.2,0.2]$ (Red solid) and the naive factorization prediction of $\operatorname{Im}\left(r_{21}\right)$ (purple dashes).

In Figure 6.23 are the two solutions for the value of the hadronic matrix element of $\mathcal{O}_{1}^{c}$ at the minimum of the $\chi^{2}$ for varying $\operatorname{Im}\left(\Delta C_{2}\right)$. In the left hand panel there is again one place where the solution agrees with naive factorization for small negative $\operatorname{Im}\left(\Delta C_{2}\right)$ and this corresponds roughly with the agreement found in the left hand panel (same solution) of Figure 6.21. The right hand panel shows the solution for which there are no points of agreement with naive factorization and the values found for $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|$ in this solution are too large to be realistic.



Figure 6.23: Solution 1 (left) and solution 2 (right) for the value of $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|$ at fixed $\operatorname{Re}\left(\Delta C_{2}\right)=0.1$ and $\Delta C_{2} \in$ $[-0.2,0.2]$ (purple solid) and the naive factorization prediction of $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|=(1.23 \pm 0.16) \mathrm{GeV}^{3}$ (blue shaded area).

Full results for $\Delta C_{1}$ and $\Delta C_{2}$

In Figure 6.24 this work is extended to find whole regions of the complex $\Delta C_{1}$ plane which receive a further constraint from the $B_{d}^{(0)} \rightarrow J / \psi K_{S}$ time dependent CP asymmetry $B_{d}^{(0)} \rightarrow J / \psi K_{d}^{(0)}$ branching ratio. In the left hand panel of Figure 6.24 are shown regions in the complex $\Delta C_{1}$ plane for which $\Delta \chi^{2}\left(\operatorname{Re} \Delta C_{1}, \operatorname{Im} \Delta C_{1}\right)$ is minimized with respect to $\operatorname{Rer}_{21}, \operatorname{Im} r_{21}$ subject to the constraint that $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right| \in[1.07,1.39]$ which corresponds to a $1 \sigma$ band given by the naive factorization prediction and it's error. There are
three regions in the plane which further constrain $\Delta C_{1}$ : The upper and lower bands constrain the imaginary part to be $\operatorname{Im}\left(\Delta C_{1}\left(M_{W}\right) \approx-0.2\right.$ or $\operatorname{Im}\left(\Delta C_{1}\left(M_{W}\right) \approx 0.2\right.$. The third region requires a zero imaginary part. Taken together with the lifetime ratio constraint, we find that the real part is $\operatorname{Re}\left(\Delta C_{1}\left(M_{W}\right) \in[-0.4,0.1]\right.$ with CP violating phase and $\operatorname{Re}\left(\Delta C_{1}\left(M_{W}\right) \in[-0.45,-0.35],[0.02,0.12]\right.$ with no CP violation present.
In the right hand panel the picture is less clear, owing to the absence of any points in the complex $\Delta C_{2}\left(M_{W}\right)$ plane for which all of the observables agree. None the less, should the SM value predicted for the lifetime ratio and the measured value obtain more precise agreement, the region for which the hadronic decay observables and the radiative decay and width difference could allow a value of $\operatorname{Re}\left(\Delta C_{2}\left(M_{W}\right) \in[-0.1,0.1]\right.$ and a very small $\operatorname{Im}\left(\Delta C_{2}\left(M_{W}\right) \in[-0.05,0.05]\right.$. The red diagonal band of values in the lower left hand corner is ruled out by the other constraints.


Figure 6.24: $B_{d}^{0} \rightarrow J / \psi K$ constraints on (left) $\Delta C_{1}\left(M_{W}\right),($ right $) \Delta C_{2}\left(M_{W}\right)$. Regions for which data agree with naive factorization prediction for $\left|\left\langle\mathcal{O}_{1}^{c}\right\rangle\right|$ at 1,2 and $3 \sigma$ shown as horizontal red bands.

### 6.8 Constraints on 1 parameter scenarios

In this section we present best fit ranges for one parameter scenarios in two cases. The first case is shown and discussed in subsection 6.8.1 for which we set all Wilson coefficients to zero except the one we are considering and find the best fit point for that coefficient according to each individual observable separately. The second case is presented in subsection 6.8 .2 where we combine all of the observables and find the best fit point for each coefficient and the energy scale we could naively expect the coefficient to be generated at. The ranges allowed by individual observables as shown in Tables 6.10 and 6.11 are found using (6.5), while for the combined quantities (Table 6.12), we sum up the individual $\chi^{2}$.

In both cases we normalise to the best fit point by subtracting the relevant $\chi^{2}$ minima.

### 6.8.1 Best fit ranges for 1 parameter models

In Table 6.10 are shown possible ranges for each coefficient taking into account only one observable at a time. Considering $\Delta C_{5}-\Delta C_{10}$ in the first column of Table 6.10, there are best fit ranges which correspond to those that pass through the SM point and those that do not. This can be understood by considering the functional form with which $\bar{C}_{7}^{\text {eff }}$ enters (5.38) and the impact that larger coefficients in $C_{7}^{\mathrm{eff}, B S M}$ have upon reducing the parameter space allowed by radiative decay. This results in there being two bands instead of one for each $\Delta \chi_{i}^{2} \leq 1$. Some of these are unphysically large, such as is the case for $\Delta C_{1}-\Delta C_{4}$ and these points could not be representative of genuine BSM effects as they would be ruled out upon consideration alongside other observables. The second column of Table 6.10 does not for any coefficient include the SM point, and this is simply due to the current disagreement between measurement and theory for the lifetime ratio. Column 3 containing ranges accommodated by $\Delta \Gamma_{s}$ always includes the SM point.

In Table 6.11 we show $1 \sigma$ ranges accommodated by $C_{9}^{\prime}$ and $C_{7 \gamma}^{\prime}$ for the primed coeffi-
Table 6.10: $1 \sigma$ Best fit ranges for scenarios with one Wilson coefficient.

| Coeff. | $\Delta \chi_{\gamma}^{2} \leq 1$ | $\Delta \chi_{\tau}^{2} \leq 1$ | $\Delta \chi_{\Delta \Gamma}^{2} \leq 1$ |
| :--- | :--- | :--- | :--- |
| $\Delta C_{1}$ | $[-0.71,0.99],[44.0,46.0]$ | $[-0.48,-0.35],[0.03,0.16]$ | $[-0.32,1.1]$ |
| $\Delta C_{2}$ | $[-4.2,-4.1],[-0.09,0.07]$ | $[-2.7,-2.3],[0.09,0.49]$ | $[-2.0,-1.9],[-0.08,0.08]$ |
| $\Delta C_{3}$ | $[-53.0,-51.0],[-1.2,0.83]$ | $[-0.62,-0.29],[0.16,0.50]$ | $[-0.84,1.5]$ |
| $\Delta C_{4}$ | $[-6.0,-5.7],[-0.13,0.09]$ | $[-0.75,-0.28],[0.33,0.80]$ | $[-0.34,0.58]$ |
| $\Delta C_{5}$ | $[-0.01,0.01],[0.36,0.37]$ | $[-0.03,-0.01],[0.03,0.06]$ | $[-0.13,0.34]$ |
| $\Delta C_{6}$ | $[-0.02,0.03],[1.1,1.2]$ | $[-0.11,-0.03],[0.09,0.17]$ | $[-1.5,0.49]$ |
| $\Delta C_{7}$ | $[-0.46,-0.45],[-0.01,0.01]$ | $[-0.21,-0.11],[0.04,0.14]$ | $[-1.7,0.44]$ |
| $\Delta C_{8}$ | $[-0.92,-0.88],[-0.02,0.014]$ | $[-0.26,-0.12],[0.06,0.20]$ | $[-0.27,0.27]$ |
| $\Delta C_{9}$ | $[-0.002,0.003],[0.15,0.15]$ | $[-0.02,-0.01],[0.003,0.011]$ | $[-0.14,0.035]$ |
| $\Delta C_{10}$ | $[-0.05,0.07],[3.2,3.3]$ | $[-0.08,-0.05],[0.02,0.05]$ | $[-0.09,0.09]$ |
| $\Delta C_{1}^{\prime}$ | $[-5.7,5.7]$ | $[-0.32,-0.15],[0.08,0.25]$ | $[-0.58,0.58]$ |
| $\Delta C_{2}^{\prime}$ | $[-0.53,0.53]$ | $[-1.2,-0.51],[0.39,1.1]$ | $[-0.39,0.39]$ |
| $\Delta C_{3}^{\prime}$ | $[-6.7,6.7]$ | $[-1.0,-0.79],[0.06,0.30]$ | $[-1.1,1.1]$ |
| $\Delta C_{4}^{\prime}$ | $[-0.75,0.75]$ | $[-1.3,-0.96],[0.09,0.45]$ | $[-0.44,0.44]$ |
| $\Delta C_{5}^{\prime}$ | $[-0.05,0.05]$ | $[-0.03,-0.01],[0.03,0.06]$ | $[-0.21,0.21]$ |
| $\Delta C_{6}^{\prime}$ | $[-0.15,0.15]$ | $[-0.10,-0.03],[0.10,0.18]$ | $[-0.85,0.85]$ |
| $\Delta C_{7}^{\prime}$ | $[-0.06,0.06]$ | $[-0.23,-0.13],[0.03,0.13]$ | $[-0.86,0.86]$ |
| $\Delta C_{8}^{\prime}$ | $[-0.12,0.12]$ | $[-0.30,-0.17],[0.04,0.17]$ | $[-2.0,2.0]$ |
| $\Delta C_{9}^{\prime}$ | $[-0.02,0.02]$ | $[-0.02,-0.01],[0.003,0.011]$ | $[-0.07,0.07]$ |
| $\Delta C_{10}^{\prime}$ | $[-0.42,0.42]$ | $[-0.09,-0.05],[0.01,0.05]$ | $[-1.2,1.2]$ |

cients. The primed coefficients $\Delta C_{1}^{\prime}-\Delta C_{4}^{\prime}$ are tightly constrained by the right handed $C_{9 V}^{\prime}$, which has no expectation of new physics and thus stringently constrains the parameter space for these coefficients. Of all the coefficients, the largest value a non SM
coupling can take is $\left|\Delta C_{2}^{\prime}\right|=0.17$. In terms of the pseudo observable $C_{7 \gamma}^{\prime}$, the constraints for the 1 parameter scenarios are much less severe for $\Delta C_{1}^{\prime}-\Delta C_{4}^{\prime}$ but similarly stringent for $\Delta C_{5}^{\prime}-\Delta C_{10}^{\prime}$ for the same reasons as are explained in subsection 6.5.2.

Table 6.11: $1 \sigma$ Best fit ranges for scenarios with one primed Wilson coefficient. These correspond to $\bar{C}_{7}^{\prime \text { eff }}\left(m_{b}\right)$ and $\bar{C}_{9}^{\prime}\left(m_{b}\right)$ at $\pm 1 \sigma$ from fitted values of $C_{7}^{\prime}$ and $C_{9}^{\prime}$ respectively.

| Coeff. | $\Delta \chi_{\bar{C}_{9}^{\prime}}^{2} \leq 1$ | $\Delta \chi_{\bar{C}_{7}^{\prime \text { eff }}}^{2} \leq 1$ |
| :--- | :--- | :--- |
| $\Delta C_{1}^{\prime}$ | $[-0.001,0.04]$ | $[-1.11,3.21]$ |
| $\Delta C_{2}^{\prime}$ | $[-0.004,0.17]$ | $[-0.30,0.10]$ |
| $\Delta C_{3}^{\prime}$ | $[-0.07,0.002$ | $[-3.74,1.29]$ |
| $\Delta C_{4}^{\prime}$ | $[-0.13,0.003]$ | $[-0.42,0.14]$ |
| $\Delta C_{5}^{\prime}$ | - | $[-0.01,0.03]$ |
| $\Delta C_{6}^{\prime}$ | - | $[-0.03,0.08]$ |
| $\Delta C_{7}^{\prime}$ | - | $[-0.03,0.01]$ |
| $\Delta C_{8}^{\prime}$ | - | $[-0.06,0.02]$ |
| $\Delta C_{9}^{\prime}$ | - | $[-0.03,0.01]$ |
| $\Delta C_{10}^{\prime}$ | - | $[-0.08,0.23]$ |

### 6.8.2 Best fit ranges and corresponding bounds

By combining the individual constraints we can proceed further and make predictions upon the possible scale at which new physics generates the $b \rightarrow c \bar{c} s$ operators. We employ a simple approximation to the BSM scale, estimating that at tree level

$$
\begin{equation*}
\Lambda_{N P}^{2} \geq \frac{U_{c b} U_{c s}^{*}}{V_{c b} V_{c s}^{*}} \frac{\sqrt{2}}{4 G_{F}} \frac{g_{N P}^{2}}{\left|\Delta C_{i}\left(M_{W}\right)\right|} . \tag{6.36}
\end{equation*}
$$

where $U_{c b} U_{c s}^{*}$ are the quark mixing matrix elements which are generic and represent some BSM model. The $g_{N P}$ is the coupling at the high scale, in the full theory. If we assume the value of these is 1 then the simplified expression is

$$
\begin{equation*}
\Lambda_{N P}^{2} \geq \frac{\sqrt{2}}{4 G_{F}} \frac{1}{V_{c b} V_{c s}^{*}} \frac{1}{\left|\Delta C_{i}\left(M_{W}\right)\right|} \tag{6.37}
\end{equation*}
$$

In column 2 of Table 6.12 the coefficients $\Delta C_{5}-\Delta C_{10}$ have $1 \sigma$ ranges according to the sum of the individual $\chi^{2}$ including the radiative decay branching ratio. The $1 \sigma$ ranges for the primed coefficients $\Delta C_{1}^{\prime}-\Delta C_{10}^{\prime}$ include the sum of $\chi^{2}$ excluding the radiative decay branching ratio, as this is already contained in the fitted value of $C_{7 \gamma}^{\prime}$. In columns 3 and 4 of Table 6.12 are shown allowed ranges for each coefficient according to the sum of the individual $\chi^{2}$. In the following columns we take the modulus of the bound corresponding to the negative value of $\Delta C_{i}$ in the best fit range, if it exists, and call it $\Lambda_{-}$. We take the
modulus of the bound corresponding to the positive value of $\Delta C_{i}$ in the same range and call it $\Lambda_{+}$. This way we allow the possibility of a negative coefficient, corresponding to new heavy quanta at the associated scale. If there is no negative value because the range does not include the SM point, then the $\Lambda_{-}$is left blank as the scale in this case will be greater than $\Lambda_{+}$and $\Lambda_{-}$has no meaning. Where there are two ranges per coefficient, as is the case for $\Delta C_{10}^{\prime}$ the bounds in the 3rd and 4th column correspond to the magnitude of the largest negative and positive values in each range, respectively. Adopting a completely

Table 6.12: Allowed ranges and corresponding bounds on NP for Wilson coefficients from all observables combined at $1 \sigma$

| Coeff. | $\Delta \chi^{2} \leq 1$ | $\Lambda_{-}(\mathrm{TeV})$ | $\Lambda_{+}(\mathrm{TeV})$ |
| :--- | :--- | :--- | :--- |
| $\Delta C_{1}$ | $[0.03,0.161]$ | - | 2.1 |
| $\Delta C_{2}$ | $[-0.04,0.06]$ | 4.1 | 3.4 |
| $\Delta C_{3}$ | $[-0.60,-0.25],[0.14,0.49]$ | 2.3 | 1.7 |
| $\Delta C_{4}$ | $[-0.14,0.09]$ | 2.3 | 2.8 |
| $\Delta C_{5}$ | $[-0.01,0.01]$ | 9.7 | 10.5 |
| $\Delta C_{6}$ | $[-0.02,0.02]$ | 5.6 | 5.8 |
| $\Delta C_{7}$ | $[-0.01,0.01]$ | 8.8 | 9.7 |
| $\Delta C_{8}$ | $[-0.02,0.02]$ | 6.2 | 6.9 |
| $\Delta C_{9}$ | $[-0.001,0.01]$ | 22.3 | 12.6 |
| $\Delta C_{10}$ | $[0.01,0.05]$ | - | 3.8 |
| $\Delta C_{1}^{\prime}$ | $[0,0.04]$ | - | 4.3 |
| $\Delta C_{2}^{\prime}$ | $[-0.03,0.14]$ | 5.5 | 2.3 |
| $\Delta C_{3}^{\prime}$ | $[-0.06,0.01]$ | 3.6 | 8.4 |
| $\Delta C_{4}^{\prime}$ | $[-0.12,0.02]$ | 2.5 | 6.4 |
| $\Delta C_{5}^{\prime}$ | $[-0.02,0.04]$ | 5.8 | 4.5 |
| $\Delta C_{6}^{\prime}$ | $[-0.07,0.11]$ | 3.3 | 2.6 |
| $\Delta C_{7}^{\prime}$ | $[-0.03,0.02]$ | 5.1 | 6.6 |
| $\Delta C_{8}^{\prime}$ | $[-0.06,0.04]$ | 3.6 | 4.3 |
| $\Delta C_{9}^{\prime}$ | $[0.002,0.010]$ | - | 8.5 |
| $\Delta C_{10}^{\prime}$ | $[-0.08,-0.06],[0.02,0.05]$ | 7.1 | 3.5 |

agnostic view of the type of BSM physics generating the operators in (5.123) we make some general observations about the lower bounds obtained in Table 6.12. Scenarios involving Wilson coefficients $\Delta C_{9}^{(\prime)}$ which correspond to tensor operators, show possible sensitivity to scales as high as $\Lambda \sim(8.5-22.3) \mathrm{TeV}$ and above. Whereas the colour singlet operator coefficient $\Delta C_{10}^{(\prime)}$ is sensitive already to lower scales $\Lambda \sim 3.8 \mathrm{TeV}$ and above. Operator coefficients $\Delta C_{5(6)}^{(1)}$ are sensitive to the lowest scales with $\Lambda \sim(5.6-$ 10.5) TeV and $\Lambda \sim(2.6-5.8) \mathrm{TeV}$ in the unprimed and primed cases respectively. Operators corresponding to these coefficients could be generated in the full theory by vector gauge bosons which couple to left and right handed fermions. Operators which could be generated by scalar bosons in the full theory are associated with coefficients $\Delta C_{7(8)}^{(\prime)}$ and $\Delta C_{3(4)}^{\prime}$. Of these $\Delta C_{7(8)}^{(\prime)}$ have lower bounds in the region $\Lambda \sim(6.2-9.7) \mathrm{TeV}$
and $\Lambda \sim(3.6-6.6) \mathrm{TeV}$ for unprimed and primed coefficients respectively. $\Delta C_{3(4)}^{\prime}$ correspond to lower scales of $\Lambda \sim(2.5-8.4) \mathrm{TeV}$. Finally the right handed $\Delta C_{1(2)}^{\prime}$ which would also be associated with a vector boson coupling to a right handed fermion in the full theory have a lower bound of $\Lambda \sim(2.1-5.5) \mathrm{TeV}$.

## Chapter 7

## BSM in dipole operator mixing

This chapter presents the technical result of a calculation of two and one loop diagrams, carried out for a project which is still ongoing. These results are partial, but will be used in the calculation of the anomalous dimension matrix element which governs the mixing of certain dimension six operators with the dipole operators of the SM EFT basis.

### 7.1 SM EFT Lagrangian and operator basis

Dimension six dipole operators contribute to several processes, including radiative decay and electron and neutron dipole moments and are sensitive probes of BSM physics at high energy scales. Dipoles are important in setting bounds upon CP violation and in exploring the flavour structure of BSM models. Through renormalization, certain classes of operators mix with Dipole operators, possibly generating non-negligible effects which contribute to observables associated with these processes. Some of the operators under consideration however, such as the $\psi^{2} H^{3}$ class, have vanishing ADM entries at one loop, necessitating higher order perturbative calculations to capture effects generated by this mixing.
The goal of this project is to calculate the ADM entry which governs the mixing of operators with $\psi^{2} H^{3}$ structure (where $\psi \in\{q, u, d, \ell, e\}$ and $H$ is the Higgs doublet as described in chapter 2), with dipole operators with $\psi^{2} H X$ structure (with $X \in\left\{B^{\mu \nu}, F^{\mu \nu}, G^{\mu \nu}\right\}$ ). The ultimate aim, is to determine phenomenological bounds on BSM physics generated by $\psi^{2} H^{3}$ operators, through their associated effective coefficients, which we label generically as $C_{\psi H}$.
Results presented in this chapter include the two loop diagrams with $\psi^{2} H^{3}$ operator insertions, which evaluate to scalar loop integrals multiplying Dirac structure corresponding to
that of the dipole operators, and one loop diagrams which will contribute to their counter terms.

To begin, we define the Lagrangian we use as the $\mathcal{L}_{S M}$ which contains $\operatorname{dim} d=2$ and $\operatorname{dim} d=4$ operators and is given in (2.1), and further higher dimensional effective operators which are necessarily suppressed by a power of the heavy particle which has been integrated out at the high scale $\Lambda_{N P}$.

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{S M}+\frac{1}{\Lambda_{N P}^{2}} \sum_{k} C_{k}^{(6)} Q_{k}^{(6)} \tag{7.1}
\end{equation*}
$$

Below, in Table 7.1 are shown the dimension six $\psi^{2} H^{3}$ operators and the dimension six dipole operators, as taken from the basis used in [128]. The subscripts $p, r$ are flavour indices.

Table 7.1: Operator basis: Dimension six $\psi^{2} H^{3}$ operators (left) and dimension six dipole operators (right)

| $\psi^{2} H^{3}+$ h.c | $\psi^{2} X H+$ h.c |
| :--- | :--- |
| $Q_{e H}=\left(H^{\dagger} H\right)\left(\bar{\ell}_{p} e_{r} H\right)$ | $Q_{e W}=\left(\bar{\ell}_{p} \sigma^{\mu \nu} e_{r}\right) \tau^{I} H W_{\mu \nu}^{I}$ |
| $Q_{u H}=\left(H^{\dagger} H\right)\left(\bar{q}_{p} u_{r} H\right)$ | $Q_{e B}=\left(\bar{\ell}_{p} \sigma^{\mu \nu} e_{r}\right) H B_{\mu \nu}$ |
| $Q_{d H}=\left(H^{\dagger} H\right)\left(\bar{q}_{p} d_{r} H\right)$ | $Q_{u G}=\left(\bar{q}_{p} \sigma^{\mu \nu} T^{A} u_{r}\right) \tilde{H} G_{\mu \nu}^{A}$ |
|  | $Q_{u W}=\left(\bar{\ell}_{p} \sigma^{\mu \nu} u_{r}\right) \tau^{I} \tilde{H} W_{\mu \nu}^{I}$ |
|  | $Q_{u B}=\left(\bar{\ell}_{p} \sigma^{\mu \nu} u_{r}\right) \tilde{H} B_{\mu \nu}$ |
|  | $Q_{d G}=\left(\bar{q}_{p} \sigma^{\mu \nu} T^{A} d_{r}\right) H G_{\mu \nu}^{A}$ |
|  | $Q_{d W}=\left(\bar{\ell}_{p} \sigma^{\mu \nu} d_{r}\right) H W_{\mu \nu}^{I}$ |
|  | $Q_{d B}=\left(\bar{\ell}_{p} \sigma^{\mu \nu} d_{r}\right) H B_{\mu \nu}$ |

### 7.2 Calculation

### 7.2.1 Conventions

We work in a basis of operators not reduced by the equations of motion (EOM) and in all cases work in Feynman gauge. At each interaction vertex the coupling assigned may
be complex and contains group theory factors if it is a gauge coupling. These are left unspecified, table 7.2 gives the generic prescriptions. In addition, where there are more than one vertex with the same type of coupling, the number of the vertex is put in brackets as a superscript and the corresponding vertex of the diagram will be labelled accordingly.

Table 7.2: Interaction vertices

| Coupling | Interactions |
| :--- | :--- |
| $g_{f f s}$ | Yukawa |
| $g_{f f b}$ | Gauge - fermion |
| $g_{s s b}$ | Gauge - scalar |
| $g_{s s b b}$ | Gauge - scalar |
| $g_{s s s s}$ | Quartic scalar |
| $g_{b b b b}$ | Quartic gauge |
| $g_{b b b}$ | Cubic gauge |

### 7.2.2 Technical procedure

The two and one loop integrals are simplified and Infra Red (IR) regulated using the propagator decomposition procedure outlined in [129]. In this procedure the IR divergences are regulated by introducing an artificial mass parameter to each denominator of each propagator in a diagram. Following this, an expansion in all the particle masses and external momenta is carried out. The result of this is that all integrals are reduced to those with only a single mass - the regulator mass in all the propagator denominators and loop momenta.

$$
\begin{equation*}
\frac{1}{(k+p)^{2}-M^{2}}=\frac{1}{k^{2}-m^{2}}+\frac{\left(M^{2}-p^{2}-2 k \cdot p-m^{2}\right)}{\left(k^{2}-m^{2}\right)} \frac{1}{(k+p)^{2}-M^{2}} \tag{7.2}
\end{equation*}
$$

The expansion takes the form of (7.2) where $k$ is a linear combination of loop momenta, $p$ is a linear combination of external momenta, $M$ is the particle mass and $m$ is the regulator mass. We define the superficial degree of Ultra Violet (UV) divergence, denoted as as $\Delta \omega$, in a naive sense as the number of powers of loop momenta in the numerator minus the number of powers of loop momenta in the denominator. We note that the first term on the lhs of (7.2) has superficial degree of divergence $\Delta \omega=-2$ as does the first term on the rhs, however this term depends only upon the regulator mass and the loop momenta.

The second term on the lhs has $\Delta \omega=-3$ overall and the denominator of the last term in the product has the identical form as the original propagator. Performing the expansion iteratively two times more leads to the expression

$$
\begin{align*}
\frac{1}{(k+p)^{2}-M^{2}}=\frac{1}{k^{2}-m^{2}} & +\frac{\left(M^{2}-p^{2}-2 k \cdot p-m^{2}\right)}{\left(k^{2}-m^{2}\right)^{2}}+\frac{\left(M^{2}-p^{2}-2 k \cdot p-m^{2}\right)^{2}}{\left(k^{2}-m^{2}\right)^{3}} \\
& +\frac{\left(M^{2}-p^{2}-2 k \cdot p-m^{2}\right)^{3}}{\left(k^{2}-m^{2}\right)^{3}} \frac{1}{(k+p)^{2}-M^{2}} \tag{7.3}
\end{align*}
$$

Again, counting the superficial degree of divergence of the terms on the rhs we find the first term as before has $\Delta \omega=-2$, the second term has $\Delta \omega=-3$ and the third term has $\Delta \omega=-4$. The last term then has $\Delta \omega=-5$. Through this procedure we have IR regulated the integrals and in addition, we have simplified the terms in the expansion so that now all integrands contain only loop momenta and mass regulator in the denominators and polynomials of the particle masses, external momenta and regulator mass in the numerators which can be factored out and the resultant simplified tensor integrals reduced further in a next step.
The typical one and two loop integrals arising from the diagrams shown in Figures 7.1-7.3 are rank 0 to rank 4 tensor integrals in the Minkowski metric, of the form

$$
\begin{align*}
\left(I_{n}^{(1) \ell}\right)_{\mu_{1} \ldots \mu_{\ell}} & =\frac{1}{(2 \pi)^{D}} \int \frac{d^{D} k k_{\mu_{1} \ldots k_{\mu_{\ell}}}}{\left(k^{2}-m^{2}\right)^{n}},  \tag{7.4}\\
\left(I_{n_{1} n_{2} n_{3}}^{(2) \ell m_{1}}\right)_{\mu_{1} \ldots \mu_{\ell}, \nu_{1} \ldots \nu_{m}} & =\frac{1}{(2 \pi)^{2 D}} \iint \frac{d^{D} k d^{D} q k_{\mu_{1} \ldots k_{\mu_{\ell}} q_{\nu_{1}} \ldots q_{\nu_{m}}}^{\left(k^{2}-m^{2}\right)^{n_{1}}\left(q^{2}-m^{2}\right)^{n_{2}}\left((k-q)^{2}-m^{2}\right)^{n_{3}}} .}{} . \tag{7.5}
\end{align*}
$$

Next, we outline the steps taken to reduce the tensor integrals to scalar integrals.

## One loop integrals

The one loop tensor integrals reduce as

$$
\begin{align*}
& \left(I_{n}^{(1) 1}\right)=A_{n}^{(D)}  \tag{7.6}\\
& \left(I_{n}^{(1) 1}\right)_{\mu_{1}}=0  \tag{7.7}\\
& \left(I_{n}^{(1) 2}\right)_{\mu_{1} \mu_{2}}=\frac{\eta_{\mu_{1} \mu_{2}}}{D}\left(A_{n-1}^{(D)}+m^{2} A_{n}^{(D)}\right),  \tag{7.8}\\
& \left(I_{n}^{(1) 3}\right)_{\mu_{1} \mu_{2} \mu_{3}}=0, \tag{7.9}
\end{align*}
$$

$$
\begin{equation*}
\left(I_{n}^{(1) 4}\right)_{\mu_{1} \mu_{2} \mu_{3} \mu_{4}}=\left(\eta_{\mu_{1} \mu_{2}} \eta_{\mu_{3} \mu_{4}}+\eta_{\mu_{1} \mu_{3}} \eta_{\mu_{2} \mu_{4}}+\eta_{\mu_{1} \mu_{4}} \eta_{\mu_{2} \mu_{3}}\right) \frac{\left(A_{n-2}^{(D)}+2 m^{2} A_{n-1}^{(D)}+3 m^{4} A_{n}^{(D)}\right)}{D(D+2)} . \tag{7.10}
\end{equation*}
$$

Where the basis integral $A_{n}^{(D)}$ is given by

$$
\begin{equation*}
A_{n}^{(D)}=\frac{1}{(2 \pi)^{D}} \int \frac{d^{D} k}{\left(k^{2}-m^{2}\right)^{n}} . \tag{7.11}
\end{equation*}
$$

## Two loop integrals

The two loop tensor integrals are more complicated to reduce, we give an example for (7.5) with $\ell=2, m=2$.

$$
\begin{equation*}
\left(I_{n_{1} n_{2} n_{3}}^{(2) 22}\right)_{\mu_{1} \mu_{2} \nu_{1} \nu_{2}}=F_{1} \eta_{\mu_{1} \mu_{2}} \eta_{\nu_{1} \nu_{2}}+F_{2}\left(\eta_{\mu_{1} \nu_{1}} \eta_{\mu_{2} \nu_{2}}+\eta_{\mu_{1} \nu_{2}} \eta_{\mu_{2} \nu_{1}}\right) \tag{7.12}
\end{equation*}
$$

To obtain the coefficients $F_{1}, F_{2}$ we contract both sides once with $\eta_{\mu_{1} \nu_{1}} \eta_{\mu_{2} \nu_{2}}$ and then with $\eta_{\mu_{1} \mu_{2}} \eta_{\nu_{1} \nu_{2}}$ giving the following set of equations for scalar integrals $X_{1}, X_{2}$

$$
\begin{align*}
& X_{1}=D F_{1}+D(D+1) F_{2},  \tag{7.13}\\
& X_{2}=D^{2} F_{1}+2 D F_{2}, \tag{7.14}
\end{align*}
$$

with the integrals now

$$
\begin{align*}
& X_{1}=\iint d^{D} k d^{D} q \frac{(k \cdot q)^{2}}{\left(\left(k^{2}-m^{2}\right)^{n_{1}}\left(q^{2}-m^{2}\right)^{n_{2}}\left((k-q)^{2}-m^{2}\right)^{n_{3}}\right.},  \tag{7.15}\\
& X_{2}=\iint d^{D} k d^{D} q \frac{k^{2} q^{2}}{\left(\left(k^{2}-m^{2}\right)^{n_{1}}\left(q^{2}-m^{2}\right)^{n_{2}}\left((k-q)^{2}-m^{2}\right)^{n_{3}}\right.} . \tag{7.16}
\end{align*}
$$

To obtain the coefficient then we must invert the matrix to give

$$
\binom{F_{1}}{F_{2}}=\left(\begin{array}{cc}
D & D(D+1)  \tag{7.17}\\
D^{2} & 2 D
\end{array}\right)^{-1}\binom{X_{1}}{X_{2}} .
$$

The integrals $X_{1}, X_{2}$ are reduced to linear combinations of basis integrals of the form

$$
\begin{equation*}
K_{n_{1}, n_{2}, n_{3}}^{(D)}=\frac{1}{\pi^{D}} \iint \frac{d^{D} k d^{D} q}{\left(k^{2}-m^{2}\right)^{n_{1}}\left((k-q)^{2}-m^{2}\right)^{n_{2}}\left(q^{2}-m^{2}\right)^{n_{3}}}, \tag{7.18}
\end{equation*}
$$

by re-expressing the scalar products in the numerators using

$$
\begin{equation*}
k \cdot q=\frac{1}{2}\left((k-q)^{2}-m^{2}-\left(k^{2}-m^{2}\right)-\left(q^{2}-m^{2}\right)-2 m^{2}\right), \tag{7.19}
\end{equation*}
$$

$$
\begin{equation*}
k^{2} q^{2}=\left(k^{2}-m^{2}\right)\left(q^{2}-m^{2}\right)+m^{2}\left(k^{2}-m^{2}\right)+m^{2}\left(q^{2}-m^{2}\right)+m^{4} . \tag{7.20}
\end{equation*}
$$

This procedure is implemented in a mathematica workbook by programming all possible combinations of $\ell, m$ in the two loop integrals arising and programming their reduction to scalar integrals, through relations obtained analytically in a similar manner as is shown above. After the above relations are obtained, further contractions of metric tensors and Dirac matrices are performed using the FeynCalc package [130], [131]. Then, in the two loop case, these scalar integrals are simplified using the Tarcer package [132].

## Computational procedure

1. All diagrams are analytically expressed and input to a mathematica notebook using graph theory techniques to obtain conservation of momentum at vertices
2. The propagator decomposition is performed and the integrals IR regulated
3. Dirac structure, external momentum are factored out and integrals are isolated
4. Tensor integrals are reduced to scalar integrals
5. Results are expressed in terms of a small basis of basic one and two loop integrals with Dirac structure and external momenta dependence factored out

### 7.3 Results

In this section we present the results obtained by the methods described above, for a set of two and one loop graphs with $\psi^{2} H^{3}$ operator insertion. Below in Tables 7.3-7.6 are shown the combination of couplings and the integral and Dirac structure resulting from calculation of the two loop graphs and their symmetric counterparts ${ }^{1}$ in terms of the integrals defined in (7.11) and (7.18) we find only the following are necessary

$$
\begin{align*}
A_{1}^{D} & =\frac{1}{(2 \pi)^{D}} \int \frac{d^{D} k}{\left(k^{2}-m^{2}\right)},  \tag{7.21}\\
K_{1,1,1}^{D} & =\frac{1}{(2 \pi)^{2 D}} \iint \frac{d^{D} k_{1} d^{D} k_{2}}{\left(k_{1}^{2}-m^{2}\right)\left(\left(k_{1}-k_{2}\right)^{2}-m^{2}\right)\left(k_{2}^{2}-m^{2}\right)}, \tag{7.22}
\end{align*}
$$

where $D$ is the number of spacetime dimensions, $k_{i}$ are loop momenta and $m$ are the regulator masses. The parts of the above integrals which will be retained are the divergent $\frac{1}{\epsilon}$

[^4]poles, as it is these which will allow us to construct the ADM element.

### 7.3.1 Two loop results

We begin by presenting the results from calculation of the Greens functions of $\psi^{2} H^{3}$ operators represented by graphs in figures 7.1-7.3 and their symmetric counterparts (not all shown). All of these diagrams represent the calculation of Greens functions with $H \bar{\psi} \psi X$ fields as external states, and are classified according to their different topologies. In all figures, the black square represents the insertion of a $\psi^{2} H^{3}$ operator.

Figure 7.1 correspond to the results in table 7.3. The diagrams 7.1a and 7.1d vanish, whilst 7.1d and 7.1d yield dipole Dirac structure with divergent integrals. These contributions involve gauge-scalar, and gauge-fermion couplings.
Figure 7.2 correspond to the results in table 7.4. All these diagrams are non vanishing, and except for 7.2d, contain dipole Dirac structure and divergent integrals. Results of figures 7.2a and 7.2b contribute Yukawa and gauge-fermion couplings, whilst figures 7.2c and 7.2 d contribute gauge-scalar and Yukawa couplings.

Figure 7.3 correspond to the results in table 7.5. All these diagrams are non vanishing, contain dipole Dirac structure and only include simple integrals of the form (7.21). Results of figures 7.3a contribute Yukawa and gauge-fermion couplings, whilst figure 7.3b contribute gauge-scalar and Yukawa couplings.

Figure 7.4 correspond to the results in table 7.6 and unlike those above, correspond to Greens functions with $H \psi \psi$ as external states. Figure 7.4a corresponds to a result with dipole - like $\sigma^{\mu \nu}$ structure and divergent integral of type (7.21) only. Figures 7.4b and 7.4 c have no dipole structure and are polynomial in the external momenta. They depend upon both types of integrals. All Class 4 results contribute Yukawa couplings.

### 7.3.2 One loop results

These one loop results are computed in order to form part of the counter terms for the two loop results. All one loop graphs are shown in Figure 7.5 and the resultant expressions and couplings are given in Table 7.7.
Figure 7.5a corresponds to a Greens function with $H \bar{\psi} \psi X$ external states and vanishes identically. Figures 7.5b and 7.5c correspond to Greens functions with $H \bar{\psi} \psi X X$ external


Figure 7.1: Class 1 topologies of two loop graphs

Table 7.3: Class 1 contributions from two-loop Feynman diagrams and their couplings

| Fig. | Couplings | Contribution |
| :---: | :---: | :---: |
| 7.1a | $\begin{aligned} & C_{\psi H} g_{f f b}^{(4)} g_{f f b}^{(2)} g_{s s b} \\ & C_{\psi H} g_{f f b}^{(4)} g_{f f b}^{(2)} g_{s s b} \end{aligned}$ | $\begin{array}{\|l\|} 0 \\ 0 \end{array}$ |
| 7.1b | $C_{\psi H} g_{f f b} g_{s s b b}$ $C_{\psi H} g_{f f b} g_{s s b b}$ | $\begin{aligned} & \frac{(D-2)^{2}}{6 D m^{4}}\left(\left(p_{1}^{\mu}+i \sigma^{\mu p_{1}}\right) P_{R}-2\left(q_{2}^{\mu}+i \sigma^{\mu q_{2}}\right) P_{R}\right)\left(A_{1}^{(D)}\right)^{2}+ \\ & \frac{(D-3)}{9 D m^{2}}\left(-2(D+1)\left(p_{1}^{\mu}+i \sigma^{\mu p_{1}}\right) P_{R}+(D+4)\left(q_{2}^{\mu}+i \sigma^{\mu q_{2}}\right) P_{R}\right) K_{111}^{(D)} \\ & \frac{(D-2)^{2}}{6 D m^{4}}\left(\left(p_{2}^{\mu}-i \sigma^{\mu p_{2}}\right) P_{R}+2\left(q_{2}^{\mu}-i \sigma^{\mu q_{2}}\right) P_{R}\right)\left(A_{1}^{(D)}\right)^{2} \\ & +\frac{(D-3)}{9 D m^{2}}\left(2(D+1)\left(i \sigma^{\mu p_{2}}-p_{2}^{\mu}\right) P_{R}+(D+4)\left(i \sigma^{\mu q_{2}}-q_{2}^{\mu}\right) P_{R}\right) K_{111}^{(D)} \end{aligned}$ |
| 7.1c | $C_{\psi H} g_{s s b}^{(4)} g_{s s b}^{(2)} g_{f f b}$ $C_{\psi H} g_{s s b}^{(4)} g_{s s b}^{(2)} g_{f f b}$ | $\begin{aligned} & \frac{(D-2)^{2}}{6 D m^{4}}\left(2 q_{2}^{\mu} P_{R}-\left(p_{1}^{\mu}+i \sigma^{\mu p_{1}}\right) P_{R}\right)\left(A_{1}^{(D)}\right)^{2} \\ & +\frac{(D-3)}{9 D m^{2}}\left(2(D+1)\left(p_{1}^{\mu}+i \sigma^{\mu p_{i}}\right) P_{R}-(D+4) q_{2}^{\mu} P_{R}\right) K_{111}^{(D)} \\ & \frac{(D-2)^{2}}{6 D m^{4}}\left(2 q_{2}^{\mu} P_{R}+\left(p_{2}^{\mu}-i \sigma^{\mu p_{2}}\right) P_{R}\right)\left(A_{1}^{(D)}\right)^{2} \\ & +\frac{(D-3)}{9 D m^{2}}\left(2(D+1)\left(i \sigma^{\mu p_{2}}-p_{2}^{\mu}\right) P_{R}-(D+4) q_{2}^{\mu} P_{R}\right) K_{111}^{(D)} \end{aligned}$ |
| 7.1d | $\begin{aligned} & C_{\psi H} g_{f f b} g_{b b b} g_{s s b} \\ & C_{\psi H} g_{f f b} g_{b b b} g_{s s b} \end{aligned}$ | 0 <br> 0 |

states, have tensor structure and contribute gauge-scalar couplings. Figures 7.5d-7.5i correspond to Greens functions with $H H H \bar{\psi} \psi$ external states. These all have Lorentz scalar structure and contribute different combinations of gauge-scalar, gauge-fermion, Yukawa and scalar quartic couplings. Figure 7.5 j correspond to Greens functions with $H H \bar{\psi} \psi$


Figure 7.2: Class 2 topologies of two loop graphs


Figure 7.3: Class 3 topologies of two loop graphs


Figure 7.4: Class 4 topologies of two loop graphs
external states. This graph gives a Yukawa coupling, is of vector structure and is dependent upon external momenta. Figure 7.5 k and 7.51 correspond to Greens functions with $H H \bar{\psi} \psi X$ external states. These have vectorial structure and contribute Yukawa and

Table 7.4: Class 2 contributions from two-loop Feynman diagrams and their couplings

| Fig. | Couplings | Contribution |
| :---: | :---: | :---: |
| 7.2a | $C_{\psi H} g_{f f s}^{(2)} g_{f f b} g_{f f s}^{(4)}$ $C_{\psi H} g_{f f s}^{(2)} g_{f f b} g_{f f s}^{(4)}$ | $\begin{aligned} & \frac{(D-2)^{2}}{216 D m^{4}}\left(5(D+2)\left(p_{1}^{\mu}-i \sigma^{\mu p_{1}}\right) P_{R}\right. \\ & \left.\quad-(D+20)\left(q_{2}^{\mu}-i \sigma^{\mu q_{2}}\right)\right) P_{R}\left(A_{1}^{(D)}\right)^{2} \\ & +\frac{(D-3)}{324 D m^{2}}\left(2(D-5)(D+2)\left(p_{1}^{\mu}-i \sigma^{\mu p_{1}}\right) P_{R}\right. \\ & \left.\quad+\left(5 D^{2}-6 D+40\right)\left(q_{2}^{\mu}-i \sigma^{\mu q_{2}}\right) P_{R}\right) K_{111}^{(D)} \\ & -\frac{(D-2)^{2}}{216 D m^{4}} \\ & \quad+(D+2)(D+20)\left(p_{2}^{\mu}-i \sigma^{\mu p_{2}}\right) P_{R} \\ & \left.+\frac{(D-3)}{324 D m^{2}}\right)\left(-2(D-5)(D+2)\left(p_{2}^{\mu}+i A_{1}^{\mu p_{2}}\right) P_{R}\right. \\ & \left.\quad+\left(5 D^{2}-6 D+40\right)\left(q_{2}^{\mu}+i \sigma^{\mu q_{2}}\right) P_{R}\right) K_{111}^{(D)} \end{aligned}$ |
| 7.2b | $C_{\psi H} g_{f f b} g_{f f s}^{(2)} g_{f f s}^{(4)}$ $C_{\psi H} g_{f f b} g_{f f s}^{(2)} g_{f f s}^{(4)}$ | $\begin{aligned} & \frac{(D-2)^{2}}{72 D m^{4}}\left[i(D-10) \sigma^{\mu p_{1}} P_{R}\right. \\ & \left.\quad+(2-5 D) p_{1}^{\mu} P_{R}+8(D-1)\left(q_{2}+i \sigma^{\mu q_{2}}\right) P_{R}\right]\left(A_{1}^{(D)}\right)^{2} \\ & +\frac{(D-3)}{54 D m^{2}}\left[i\left(2 D^{2}-3 D+10\right) \sigma^{\mu p_{1}} P_{R}-\left(D^{2}-9 D+2\right) p_{1}^{\mu} P_{R}\right. \\ & \left.\quad-2(D-1)(D+4)\left(q_{2}^{\mu}+i \sigma^{\mu q_{2}}\right) P_{R}\right] K_{111}^{(D)} \\ & \frac{(D-2)^{2}}{72 D m^{4}}\left[i(D-10) \sigma^{\mu p_{2}} P_{R}+(2-5 D) p_{2}^{\mu} P_{R}\right. \\ & \left.\quad+8(D-1)\left(q_{2}-i \sigma^{\mu q_{2}}\right) P_{R}\right]\left(A_{1}^{(D)}\right)^{2} \\ & +\frac{(D-3)}{54 D m^{2}}\left[i\left(2 D^{2}-3 D+10\right) \sigma^{\mu p_{2}} P_{R}+\left(D^{2}-9 D+2\right) p_{2}^{\mu} P_{R}\right. \\ & \left.\quad-2(D-1)(D+4)\left(q_{2}^{\mu}-i \sigma^{\mu q_{2}}\right) P_{R}\right] K_{111}^{(D)} \end{aligned}$ |
| 7.2c | $C_{\psi H} g_{s s b} g_{f f s}^{(2)} g_{f f s}^{(4)}$ $C_{\psi H} g_{s s b} g_{f f s}^{(2)} g_{f f s}^{(4)}$ | $\begin{aligned} & \hline \frac{(D-2)^{2}}{36 D m^{4}}\left[(2 D+7) p_{1}^{\mu} P_{R}-2(D+2) q_{2}^{\mu} P_{R}-3 i \sigma^{\mu p_{1}} P_{R}\right]\left(A_{1}^{(D)}\right)^{2} \\ & +\frac{(D-3)}{54 D m^{2}}\left[(D+2)(D+4) q_{2}^{\mu} P_{R}-(D(D+3)+14) p_{1}^{\mu} P_{R}\right. \\ & \left.\quad-3 i(D-2) \sigma^{\mu p_{1}} P_{R}\right] K_{111}^{(D)} \\ & \quad-\frac{(D-2)^{2}}{36 D m^{4}}\left[(2 D+7) p_{2}^{\mu} P_{R}+2(D+2) q_{2}^{\mu} P_{R}+3 i \sigma^{\mu p_{2}} P_{R}\right]\left(A_{1}^{(D)}\right)^{2} \\ & +\frac{(D-3)}{54 D m^{2}}\left[(D+2)(D+4) q_{2}^{\mu} P_{R}+(D(D+3)+14) p_{2}^{\mu} P_{R}\right. \\ & \left.\quad-3 i(D-2) \sigma^{\mu p_{2}} P_{R}\right] K_{111}^{(D)} \end{aligned}$ |
| 7.2d | $C_{\psi H} g_{s s b} g_{f f s}^{(2)} g_{f f s}^{(4)}$ $C_{\psi H} C_{s s b} g_{f f s}^{(2)} g_{f f s}^{(4)}$ | $\begin{aligned} & -\frac{(D-2)^{2}}{216 m^{4}}\left[(D+20)\left(q_{2}^{\mu}-2 p_{1}^{\mu}\right) P_{R}\right]\left(A_{1}^{(D)}\right)^{2} \\ & +\frac{(D-32)}{32 D m^{2}}\left[(D(5 D-6)+40)\left(q_{2}^{\mu}-2 p_{1}^{\mu}\right) P_{R}\right] K_{111}^{(D)} \\ & -\frac{(D-2)^{2}}{216 m^{4}} \\ & +\frac{(D-3)}{324 D m^{2}}\left[(D+20)\left(q_{2}^{\mu}+2 p_{2}^{\mu}\right) P_{R}\right]\left(A_{1}^{(D)}\right)^{2} \end{aligned}$ |

Table 7.5: Class 3 contributions from two-loop Feynman diagrams and their couplings

| Fig. | Couplings | Contribution |
| :--- | :--- | :--- |
| 7.3 a | $C_{\psi H} g_{f f s}^{(2)} g_{f f b} g_{f f s}^{(4)}$ | $-\frac{(D-2)^{3}}{32 m^{4}}\left(p_{2}^{\mu}+i \sigma^{\mu p_{2}}\right) P_{R}\left(A_{1}^{(D)}\right)^{2}$ |
|  | $C_{\psi H} g_{f f s}^{(2)} g_{f f b} g_{f f s}^{(4)}$ | $\frac{(D-2)^{3}}{32 m^{4}}\left(p_{1}^{\mu}-i \sigma^{\mu p_{1}}\right) P_{R}\left(A_{1}^{(D)}\right)^{2}$ |
| 7.3 b | $C_{\psi H} g_{f f s}^{(2)} g_{s s b} g_{f f s}^{(4)}$ | $\frac{(D-2)^{2}}{16 m^{4}} P_{R}\left(p_{2}^{\mu}+i \sigma^{\mu p_{2}}\right)\left(A_{1}^{(D)}\right)^{2}$ |
|  | $C_{\psi H} g_{f f s}^{(2)} g_{s s b} g_{f f s}^{(4)}$ | $-\frac{(D-2)^{2}}{16 m^{4}} P_{R}\left(p_{1}^{\mu}-i \sigma^{\mu p_{1}}\right)\left(A_{1}^{(D)}\right)^{2}$ |

Table 7.6: Class 4 contributions from two-loop Feynman diagrams and their couplings

| Fig. | Couplings | Contribution |
| :--- | :--- | :--- |
| 7.4 a | $C_{\psi H} g_{f f s}^{(2)} g_{f f s}^{(3)}$ | $\frac{(D-2)^{2}}{16 m^{4}}\left(p_{1} \cdot p_{2}+i \sigma^{p_{1} p_{2}}\right) P_{R}\left(A_{1}^{(D)}\right)^{2}$ |
| 7.4 b | $C_{\psi H} g_{f f s}^{(2)} g_{f f s}^{(3)}$ | $\frac{(D-2)^{2}(D+20)}{216 D m^{4}} p_{2}^{2} P_{R}\left(A_{1}^{(D)}\right)^{2}-\frac{\left(54(D-4) D^{2}+\frac{(D-3)(D(5 D-6)+40) p_{2}^{2}}{m^{2}}\right)}{324 D} P_{R} K_{111}^{(D)}$ |
| 7.4 c | $C_{\psi H} g_{f f s}^{(2)} g_{f f s}^{(3)}$ | $\frac{(D-2)^{2}(D+20)}{216 D m^{4}} p_{1}^{2} P_{R}\left(A_{1}^{(D)}\right)^{2}-\frac{\left(54(D-4) D^{2}+\frac{(D-3)(D(5 D-6)+40) p_{1}^{2}}{m^{2}}\right)}{324 D} P_{R} K_{111}^{(D)}$ |

gauge-scalar, gauge-fermion couplings. Figure 7.5 m correspond to Greens functions with $H \bar{\psi} \psi$ external states. This result is finite and does not contribute a pole.

Table 7.7: Contributions from one-loop Feynman diagrams and their couplings

| Graph | Couplings | Contribution |
| :--- | :--- | :--- |
| 7.5 a | $C_{f H} g_{s s b}$ | 0 |
| 7.5 b | $C_{f H} g_{s s b b}$ | $\frac{(D-2)}{2 m^{2}} \eta^{\mu \nu} P_{R} A_{1}^{(D)}$ |
| 7.5 c | $C_{f H} g_{s s b} g_{s s b}$ | $\frac{(D-2)}{2 m^{2}} P_{R} \eta^{\mu \nu} A_{1}^{(D)}$ |
| 7.5 d | $C_{f H} g_{s s b} g_{f f b}$ | $-\frac{D(D-2)}{8 m^{2}} P_{R} A_{1}^{(D)}$ |
| 7.5 e | $C_{f H} g_{f f b} g_{f f b}$ | $-\frac{D^{2}(D-2)}{8 m^{2}} P_{R} A_{1}^{(D)}$ |
| 7.5 f | $C_{f H} g_{f f s} g_{f f s}$ | $\frac{D(D-2)}{8 m^{2}} P_{R} A_{1}^{(D)}$ |
| 7.5 g | $C_{f H} g_{s s b} g_{s s b}$ | $-\frac{(D-2) D}{8 m^{2}} P_{R} A_{1}^{(D)}$ |
| 7.5 h | $C_{f H} g_{s s s s}$ | $\frac{(D-2)}{2 m^{2}} P_{R} A_{1}^{(D)}$ |
| 7.5 i | $C_{f H} g_{f f s} g_{f f s}$ | $\frac{D(D-2)}{8 m^{2}} P_{R} A_{1}^{(D)}$ |
| 7.5 j | $C_{f H} g_{f f s}$ | $\frac{(D-2)}{4 m^{2} \not P_{1} P_{R} A_{1}^{(D)}}$ |
| 7.5 k | $C_{f H} g_{f f s} g_{s s b}$ | $-\frac{(D-2)}{4 m^{2}} \gamma_{\mu} P_{R} A_{1}^{(D)}$ |
| 7.5 l | $C_{f H} g_{f f s} g_{f f b}$ | $-\frac{(D-2)^{2}}{8 m^{2}} \gamma_{\mu} P_{R} A_{1}^{(D)}$ |
| 7.5 m | $C_{f H}$ | finite |
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Figure 7.5: One loop diagrams with $\psi^{2} H^{3}$ operator insertion

## Chapter 8

## Conclusions

In this thesis we have made a thorough study of the possible effects of new physics arising in tree-level in the strong coupling $b \rightarrow c \bar{c} s$ decays. This decay mode contributes to a wide variety of different observables. In this work we have focused on seven: the branching ratio for radiative $B$ meson decay $\mathcal{B}\left(B_{s} \rightarrow X_{s} \gamma\right)$, the $B_{s}^{0}$ to $B_{d}^{0}$ meson lifetime ratio $\tau\left(B_{s}\right) / \tau\left(B_{d}\right)$, the $B_{s}^{0}$ mixing observables $\Delta \Gamma_{s}$ and $a_{s l}^{s}$, the branching ratio $\mathcal{B}\left(B_{d}^{0} \rightarrow J / \psi K_{d}^{0}\right)$ and the hadronic $B_{d}^{0} \rightarrow J / \psi K_{S}$ time dependent CP asymmetry observables $S_{B_{d}^{0} \rightarrow J / \psi K_{S}}$ and $C_{B_{d}^{0} \rightarrow J / \psi K_{S}}$.
The radiative branching ratio is an example of an inclusive decay mode that is under good theoretical control and is well measured experimentally, while similarly the lifetime ratio and mixing observables are controlled through the HQE. Whilst the remaining observables are less well theoretically understood, we have adopted a new approach for extracting further limits upon BSM effects which does not depend upon any particular theoretical method for estimation of hadronic matrix elements. Taken together, effects in this set of observables are connected through our "Charming BSM" scenario providing very complementary constraints.
Our basis of four quark operators contributing to $b \rightarrow c \bar{c} s$ transitions is comprised of twenty dimension six operators, defined in (3.2). We have calculated the contribution from the full basis to all of our observables; the most complex result being that obtained for mixing and the lifetime ratio which involved a high degree of detail and required intense analytical and computational effort. We have further calculated the renormalisation group evolution for our basis, and results are summarised in the full evolution matrix given in (4.77).
First we summarise our results for BSM in Wilson coefficients $\Delta C_{1}-\Delta C_{4}$, which form
some of the most important findings of this thesis. We have shown that it is possible to generate an effect in rare semi-leptonic decays compatible with hints from LHCb and Bfactory data, while satisfying the $B \rightarrow X_{s} \gamma$ constraint. Such an effect can originate from different $b \rightarrow c \bar{c} s$ operators, with scenarios including coefficient $\Delta C_{3}$ distinctly favoured. Considering renormalization scales $\mu \sim M_{B}$ we find a mild $q^{2}$ dependence of the pseudo observable $\bar{C}_{9 V}$ and show that negative shifts of $\mathcal{O}(1)$ are achievable in certain scenarios whilst still respecting the measured width difference and lifetime ratio. However, considerable theoretical progress in the understanding of long distance charm effects would be required to identify these as genuine new physics effects.
If new physics enters at $\mu \sim M_{W}$ or above, strong renormalization group enhancements are present. Whilst the $q^{2}$ dependence is then lost, we find the striking result that $\mathcal{O}(1)$ shifts to $C_{9 V}$ are indeed readily achievable for very small shifts to our $b \rightarrow c \bar{c} s$ coefficients. In short, we find it possible to provide a new physics explanation to the rare decay anomalies coming from operators $Q_{1}^{c}-Q_{4}^{c}$ by considering only short distance effects. Again however, until theoretical methods for calculation of long distance effects are under better control, we cannot make any stronger statements.
Another important result includes our study of future prospects for constraining BSM in the lifetime ratio and width difference observables with improvements in experimental and theoretical uncertainties. We find indications that a convergence of the SM predictions and experimental measurements for the lifetime ratio and mixing observables could confirm or exclude Charming-BSM scenarios and indeed discriminate between different new physics couplings.
We consider next our results for and $\Delta C_{1-4}^{\prime}$ and $\Delta C_{5-10}^{(\prime)}$, which provide general constraints upon BSM effects in combinations of these coefficients, which could be useful to model builders, but which do not confront any particular flavour anomaly. We group them into three categories exhibiting similar behaviour. In scenarios involving coefficients $\Delta C_{1-4}^{\prime}$ the strongest constraint upon these coefficients comes indirectly from angular observables through the pseudo observables $\bar{C}_{9 V}^{\prime}, \bar{C}_{7 \gamma}^{\text {'eff }}$ for which data from global fits of $C_{9 V}^{\prime}$ and $C_{7 \gamma}^{\prime}$ sets stringent bounds ${ }^{1}$. As is the case above, at higher scales there are strong RG enhancements but in contrast in this case they create a constraining effect due to the smallness of $C_{9 V}^{\prime}$. Of all the scenarios, we find that scenarios involving the pairs of coefficients $\Delta C_{1}^{\prime}$ and $\Delta C_{3}^{\prime}$, and $\Delta C_{1}^{\prime}$ and $\Delta C_{4}^{\prime}$, stand out as scenarios where agreement with all data can be found.

[^5]In contrast, in coefficients $\Delta C_{5-10}$ the mixing of $\bar{C}_{7 \gamma}^{\text {eff }}$ with $\Delta C_{5-10}$ occurs at 1-loop, resulting in these coefficients being very highly constrained by radiative decay, and this indicates that our study disfavours models involving combinations of these coefficients. Finally, the coefficients $\Delta C_{5-10}^{\prime}$ are constrained in a complementary fashion by each of our observables, the crucial difference between scenarios involving these effective couplings and that of their unprimed counterparts is again the quadratic dependence of the radiative decay rate upon $\bar{C}_{7 \gamma}^{\prime}$ eff , which relaxes the constraints imposed by radiative decay relative to the unprimed case.
As a step towards converting our many constraints into statements on the viability of more definite NP models, we considered what the equivalent NP scale $\Lambda_{\mathrm{NP}}$ we are probing when we place limits on our Wilson coefficients, and our results were shown in Table 6.12. The tensor operators $Q_{9}^{(1) c}$ are sensitive to the highest scales, with the best fit to those coefficients corresponding to scales in excess of 20 TeV . Importantly, all our operators probe energy scales above 1.5 TeV , showing how our choice of observables can complement direct LHC searches for NP effects.
When considering the introduction of new weak CP violating phases to $C_{1}^{c}-C_{4}^{c}$ we have first considered the observables already employed in our CP conserving study but with an emphasis upon the flavour specific CP asymmetry which in the complex case, comes into play. We find that $a_{f s}^{s}$ leads to constraints on the imaginary part in the complex $\Delta C_{2}$ plane, but that it does not give much further constraint for the remaining coefficients. The $\mathcal{B}\left(B \rightarrow X_{s} \gamma\right)$ constrains the real part of the even coefficients and the lifetime ratio dictates the region of allowed parameter space in the odd coefficients.
To go a step further and study more closely the SM coefficients $C_{1}^{c}$ and $C_{2}^{c}$ we used the sine and cosine coefficients $S_{J / \psi K_{S}}$ and $C_{J / \psi K_{S}}$ of the time dependent CP asymmetry $A_{C P}\left(B_{d}^{0} \rightarrow J / \psi K_{S}\right)$, alongside the branching ratio $\mathcal{B}\left(B_{d}^{0} \rightarrow J / \psi K_{d}^{0}\right)$ to constrain the parameter space. Since the theoretical predictions for this hadronic decay depend upon non-perturbative parameters which are theoretically problematic to calculate, we adopted a different approach to constrain our BSM Wilson coefficients. We profiled over the nonhadronic parameters, fixing the magnitude of the matrix element $\left\langle O_{1}\right\rangle$ to agree with the naive factorisation prediction and its error whilst allowing the ratio $r_{21}$ to float freely, and studied resultant constraints.

For the possibility of a non standard shift to $C_{1}^{c}$, our result (shown in Figure 6.24) proves very interesting - whereas in the SM naive factorisation is not expected to well describe
this decay mode, we have shown that a small complex BSM contribution with an imaginary part of around $\operatorname{Im} \Delta C_{1}= \pm 0.2$ is sufficient to achieve agreement between the full compliment of observables and their respective experimental averages. Furthermore, we find that there are distinct points in the complex $\Delta C_{1}$ plane where $r_{21}$ coincides with its NF prediction (shown in Figure 6.20) breaking the approximate sign degeneracy of the imaginary part. This is indeed a striking and unexpected result, and demonstrates that including $B \rightarrow J / \psi K_{S}$ observables in our analysis does not imply large violations of naive factorization. We find the best agreement (within 1 standard deviation) between all our observables and data, favours a small negative imaginary shift to $C_{1}^{c}$.
For $C_{2}^{c}$, we found that the results, whilst clear, were less interesting. A broad band centred on real shifts is compatible with the NF result for $\left\langle O_{1}\right\rangle$, as well as a diagonal region with negative real and imaginary parts. Unfortunately the other constraints we consider have no clear region of overlap where all the predictions can be brought into agreement with data.

In chapter 7 we have presented the calculation of a set of two and one loop graphs which contribute to the ADM governing the mixing of $\psi^{2} H^{3}$ dimension six operators with $\psi^{2} H X$ dipole operators in the SMEFT framework. For this partial result, we have shown that the propagator decomposition method of [129] is effectively implemented to calculate the two loop Greens functions for $\psi^{2} H^{3}$ operators, and that many of these do result in a dipole Dirac structure, signalling the mixing between these operators.

To summarise, we have shown in this work that new physics in $b \rightarrow c \bar{c} s$ operators can lead to a set of complimentary effects in several well known and studied observables. We have produced a full set of expressions for these effects which will be of use for any further study in this area, as well as calculating the leading order renormalisation group running for the full set of operators. Our results show that a complex $\Delta C_{1}\left(M_{W}\right)$ can give agreement with all the observables considered, including those associated with $B_{d}^{0} \rightarrow J / \psi K_{S}$. We have placed limits on the real contributions to the coefficients $C_{5-10}^{(1) c}$ and $C_{1-4}^{(1) c}$ and shown that these operators can probe NP scales above 10 TeV in several cases. We also showed how possible BSM effects in grouped combinations of coefficients are constrained by data, classifying the various groups according to the similar patterns of constraints imposed upon them by our chosen set of observables.
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## Appendix A

## Definitions and conventions

## Definitions

$$
\begin{align*}
& \not p=\gamma^{\mu} p_{\mu}  \tag{A.1}\\
& \not \partial=\gamma^{\mu} \partial_{\mu} \tag{A.2}
\end{align*}
$$

In the Chiral/Weyl representation the Dirac matrices are given by

$$
\gamma^{0}=\left(\begin{array}{cc}
0 & \mathbb{1}  \tag{A.3}\\
\mathbb{1} & 0
\end{array}\right), \quad \gamma^{i}=\left(\begin{array}{cc}
0 & \sigma^{i} \\
-\sigma^{i} & 0
\end{array}\right), \quad \gamma^{5}=\left(\begin{array}{cc}
-\mathbb{1} & 0 \\
0 & \mathbb{1}
\end{array}\right)
$$

The relation between the Dirac representation and the Chiral representation is

$$
\begin{equation*}
\gamma_{\text {chiral }}^{\mu}=U \gamma_{\text {Dirac }}^{\mu}, \quad U=\frac{1}{\sqrt{2}}\left(\mathbb{1}-\gamma^{5} \gamma^{0}\right) . \tag{A.4}
\end{equation*}
$$

## Conventions

$$
\begin{equation*}
\hbar=c=1 \tag{A.5}
\end{equation*}
$$

$$
\begin{align*}
\eta^{\mu \nu} & =\operatorname{diag}(1,-1,-1,-1)  \tag{A.6}\\
\sigma^{\mu \nu} & =\frac{i}{2}\left[\gamma^{\mu}, \gamma^{\nu}\right]  \tag{A.7}\\
P_{L} & =\frac{1}{2}\left(1-\gamma^{5}\right)  \tag{A.8}\\
P_{R} & =\frac{1}{2}\left(1+\gamma^{5}\right) \tag{A.9}
\end{align*}
$$

Covariant and contravariant four-vectors

$$
\begin{align*}
& x^{\mu}=\left(x^{0}, \vec{x}\right)  \tag{A.10}\\
& x_{\mu}=\left(x^{0},-\vec{x}\right) \tag{A.11}
\end{align*}
$$

Particles with mass $m$ have

$$
\begin{equation*}
p^{2}=p^{\mu} p_{\mu}=E^{2}-|\vec{p}|^{2}=m^{2} \tag{A.12}
\end{equation*}
$$

The Feynman propagator for the Dirac fermion is

$$
\begin{equation*}
S^{F}(x)=\int \frac{d^{4} p}{(2 \pi)^{4}} \frac{i(\not p+m)}{\left(p^{2}-m^{2}+i \epsilon\right)} e^{-i p \cdot x} \tag{A.13}
\end{equation*}
$$

The time ordering symbol is defined through

$$
\begin{equation*}
\langle 0| T\left[\phi(x) \phi(y)|0\rangle \equiv \theta\left(x^{0}-y^{0}\right)\langle 0| \phi(x) \phi(y)|0\rangle+\theta\left(y^{0}-x^{0}\right)\langle 0| \phi(y) \phi(x)|0\rangle\right. \tag{A.14}
\end{equation*}
$$

## Fierz relations

$$
\begin{align*}
\left(\gamma^{\mu} P_{L}\right)_{i j}\left(\gamma_{\mu} P_{L}\right)_{k l} & =-\left(\gamma^{\mu} P_{L}\right)_{i l}\left(\gamma_{\mu} P_{L}\right)_{k j}  \tag{A.15}\\
\left(\gamma^{\mu} P_{L}\right)_{i j}\left(\gamma_{\mu} P_{R}\right)_{k l} & =2\left(P_{R}\right)_{i l}\left(P_{L}\right)_{k j}  \tag{A.16}\\
\left(P_{L}\right)_{i j}\left(P_{L}\right)_{k l} & =\frac{1}{2}\left(P_{L}\right)_{i l}\left(P_{L}\right)_{k j}+\frac{1}{8}\left(\sigma_{\mu \nu} P_{L}\right)_{i l}\left(\sigma^{\mu \nu} P_{L}\right)_{k j}  \tag{A.17}\\
\left(\sigma_{\mu \nu} P_{L}\right)_{i j}\left(\sigma^{\mu \nu} P_{L}\right)_{k l} & =6\left(P_{L}\right)_{i l}\left(P_{L}\right)_{k j}-\frac{1}{2}\left(\sigma_{\mu \nu} P_{L}\right)_{i l}\left(\sigma^{\mu \nu} P_{L}\right)_{k j} \tag{A.18}
\end{align*}
$$

The fierz relations between operators, in $d \rightarrow 4$ dimensions, with operators defined as

$$
\begin{align*}
& \mathcal{O}_{V L L}=\left(\bar{s}_{1}^{i} \gamma_{\mu} P_{L} b_{1}^{i}\right)\left(\bar{s}_{2}^{j} \gamma^{\mu} P_{L} b_{2}^{j}\right)  \tag{A.19}\\
& \mathcal{O}_{V L R}=\left(\bar{s}_{1}^{i} \gamma_{\mu} P_{L} b_{1}^{i}\right)\left(\bar{s}_{2}^{j} \gamma^{\mu} P_{R} b_{2}^{j}\right)  \tag{A.20}\\
& \mathcal{O}_{S L R}=\left(\bar{s}_{1}^{i} P_{L} b_{1}^{i}\right)\left(\bar{s}_{2}^{j} P_{R} b_{2}^{j}\right)  \tag{A.21}\\
& \mathcal{O}_{T L L}=\left(\bar{s}_{1}^{i} \sigma_{\mu \nu} P_{L} b_{1}^{i}\right)\left(\bar{s}_{2}^{j} \sigma^{\mu \nu} P_{L} b_{2}^{j}\right)  \tag{A.22}\\
& \mathcal{O}_{S L L}=\left(\bar{s}_{1}^{i} P_{L} b_{1}^{i}\right)\left(\bar{s}_{2}^{j} P_{L} b_{2}^{j}\right)  \tag{A.23}\\
& \tilde{\mathcal{O}}_{V L L}=\left(\bar{s}_{1}^{i} \gamma_{\mu} P_{L} b_{2}^{j}\right)\left(\bar{s}_{2}^{j} \gamma^{\mu} P_{L} b_{1}^{i}\right)  \tag{A.24}\\
& \tilde{\mathcal{O}}_{V L R}=\left(\bar{s}_{1}^{i} \gamma_{\mu} P_{L} b_{2}^{j}\right)\left(\bar{s}_{2}^{j} \gamma^{\mu} P_{R} b_{1}^{i}\right)  \tag{A.25}\\
& \tilde{\mathcal{O}}_{S L R}=\left(\bar{s}_{1}^{i} P_{L} b_{2}^{j}\right)\left(\bar{s}_{2}^{j} P_{R} b_{1}^{i}\right) \tag{A.26}
\end{align*}
$$

$$
\begin{align*}
\tilde{\mathcal{O}}_{T L L} & =\left(\bar{s}_{1}^{i} \sigma_{\mu \nu} P_{L} b_{2}^{j}\right)\left(\bar{s}_{2}^{j} \sigma^{\mu \nu} P_{L} b_{1}^{i}\right)  \tag{A.27}\\
\tilde{\mathcal{O}}_{S L L} & =\left(\bar{s}_{1}^{i} P_{L} b_{2}^{j}\right)\left(\bar{s}_{2}^{j} P_{L} b_{1}^{i}\right) \tag{A.28}
\end{align*}
$$

$$
\begin{align*}
& \tilde{\mathcal{O}}_{V L L}=\mathcal{O}_{V L L}  \tag{A.29}\\
& \tilde{\mathcal{O}}_{V L R}=-2 \mathcal{O}_{S L R}  \tag{A.30}\\
& \tilde{\mathcal{O}}_{T L L}=-6 \mathcal{O}_{S L L}+\frac{1}{2} \mathcal{O}_{T L L}  \tag{A.31}\\
& \tilde{\mathcal{O}}_{S L L}=-\frac{1}{2} \mathcal{O}_{S L L}-\frac{1}{8} \mathcal{O}_{T L L} \tag{A.32}
\end{align*}
$$

## Appendix B

## Anomalous dimension matrix entries

Here are listed the sources from which some of the anomalous dimension matrix elements were obtained in the literature in order to calculate the evolution for the coefficients in Chapter 4. Some elements were obtained from calculations performed for this thesis and where this is the case, it has been stated.

## Case I

This corresponds to the solution for case I obtained in section 4.2. The entries to $\hat{\gamma}_{c c, I}$ are obtained from [72]

$$
\hat{\gamma}_{c c, I}=\left(\begin{array}{cccccc}
-\frac{6}{N} & 6 & 0 & 0 & 0 & 0  \tag{B.1}\\
6 & -\frac{6}{N} & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{6}{N} & -6 & 0 & 0 \\
0 & 0 & 0 & -6 N+\frac{6}{N} & 0 & 0 \\
0 & 0 & 0 & 0 & -6 N+\frac{6}{N} & 0 \\
0 & 0 & 0 & 0 & -6 & \frac{6}{N}
\end{array}\right)
$$

entries for $\hat{\gamma}_{p p}$ are obtained from [70]

$$
\hat{\gamma}_{p p}=\left(\begin{array}{cccc}
0 & -\frac{52}{3} & 0 & 2  \tag{B.2}\\
-\frac{40}{9} & -\frac{100}{9} & \frac{4}{9} & \frac{5}{6} \\
0 & -\frac{256}{3} & 0 & 20 \\
-\frac{256}{9} & \frac{56}{9} & \frac{40}{9} & -\frac{2}{3}
\end{array}\right)
$$

entries to $\vec{\gamma}_{p 7, I}$ and $\vec{\gamma}_{p 8, I}$ are from [73] and note that due to rescaling of their operators these are part of the $\hat{\gamma}^{(1)}$ matrix.

$$
\begin{align*}
& \vec{\gamma}_{p 7, I}=\left(\begin{array}{llll}
\frac{64}{81}, & \frac{-200}{243}, & -\frac{6464}{81}, & -\frac{11408}{243}
\end{array}\right)^{T}  \tag{B.3}\\
& \vec{\gamma}_{p 8, I}=\left(\begin{array}{llll}
\frac{368}{27}, & -\frac{1409}{162}, & \frac{13052}{27}, & -\frac{2740}{81}
\end{array}\right)^{T} \tag{B.4}
\end{align*}
$$

$\vec{\gamma}_{p 9, I}$ is from [74]

$$
\vec{\gamma}_{p 9, I}=\left(\begin{array}{llll}
-\frac{16}{9}, & \frac{32}{27}, & -\frac{112}{9}, & \frac{512}{27} \tag{B.5}
\end{array}\right)^{T}
$$

The first 4 entries of $\vec{\gamma}_{c 7, I}^{\mathrm{eff}}$ are 2 loop entries and from [70] and [1]. The last 2 entries are from my own calculations.

$$
\vec{\gamma}_{c 7, I}=\left(\begin{array}{cccccc}
0, & \frac{464}{81}, & 0, & \frac{200}{81}, & 0, & 0 \tag{B.6}
\end{array}\right)^{T}
$$

The first 2 entries of $\vec{\gamma}_{c 8, I}^{\mathrm{eff}}$ are 2 loop entries and from [70].

$$
\vec{\gamma}_{c 8, I}=\left(\begin{array}{lllll}
3, & \frac{76}{27}, & 0,0, & 0, & 0 \tag{B.7}
\end{array}\right)^{T}
$$

All entries of $\vec{\gamma}_{c 9, I}$ and $\hat{\gamma}_{c p, I}$ are from my own calculations.

$$
\begin{gather*}
\vec{\gamma}_{c 9, I}=\left(\begin{array}{llllll}
-\frac{8 N}{9}, & -\frac{8}{9}, & \frac{4 N}{9}, & \frac{4}{9}, & 0 & 0
\end{array}\right)^{T} \\
\hat{\gamma}_{c p, I}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \frac{4}{3} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & -\frac{2}{3} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \tag{B.8}
\end{gather*}
$$

The first 6 elements are from [70] and $\gamma_{99, I}$ in the normalization specified in 4.2.2 from my own calculations.

$$
\begin{align*}
\gamma_{77, I}=\frac{32}{3}, & \gamma_{87, I}=-\frac{32}{9}  \tag{B.9}\\
\hat{\gamma}_{88, I}=\frac{28}{3}, & \gamma_{99, I}=-2 \beta^{(0)} \tag{B.10}
\end{align*}
$$

## Case II

This corresponds to the solution for case II obtained in section 4.2. The entries to $\hat{\gamma}_{c c, I I}$ are obtained from [72]

$$
\hat{\gamma}_{c c, I I}=\left(\begin{array}{cccc}
\frac{6}{N} & -6 & \frac{1}{N}-\frac{N}{2} & -\frac{1}{2}  \tag{B.11}\\
0 & \frac{6}{N}-6 N & -1 & \frac{1}{N} \\
\frac{48}{N}-24 N & -24 & 4 N-\frac{2}{N} & 6 \\
-48 & \frac{48}{N} & 0 & 2 N-\frac{2}{N}
\end{array}\right)
$$

The below elements are from adaptation of my own results.

$$
\hat{\gamma}_{c p, I I}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{B.12}\\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Entries to $\vec{\gamma}_{p 7, I I}$ and $\vec{\gamma}_{p 8, I I}$ are from [73],

$$
\left.\begin{array}{c}
\vec{\gamma}_{p 7, I I}=\left(\begin{array}{llll}
0, & 0, & 0, & 0
\end{array}\right)^{T} \\
\vec{\gamma}_{p 8, I I}=\left(\begin{array}{llll}
0, & 0, & 0, & 0
\end{array}\right)^{T} \\
\vec{\gamma}_{c 7, I I}=\left(\begin{array}{lll}
2 \frac{N x_{c}}{3}, & \frac{2 x_{c}}{3}, & -8 \frac{N x_{c}}{3},
\end{array}-8 \frac{x_{c}}{3}\right.
\end{array}\right)^{T} .
$$

All entries of $\vec{\gamma}_{c 9, I I}$ and $\hat{\gamma}_{c p}$ are from my own calculations.

$$
\vec{\gamma}_{c 9, I I}=\left(\begin{array}{llll}
0, & 0, & 0, & 0, \tag{B.17}
\end{array}\right)^{T}
$$

These elements are from the above sources but are changed in the normalization employed in 4.1 from own calculations.

$$
\begin{array}{rlr}
\gamma_{77, I I}=\frac{32}{3}-2 \beta^{(0)}, & \gamma_{87, I I}=-\frac{32}{9}-2 \beta^{(0)}, \\
\gamma_{88, I I}=\frac{28}{3}-2 \beta^{(0)}, & \gamma_{99, I I}=-2 \beta^{(0)} \tag{B.19}
\end{array}
$$

All of the other elements are the same as those in case I.

## Appendix C

## Integrals

## Veltman and Passarino integrals

$$
\begin{gather*}
B_{0}, B_{\sigma}, B_{\sigma \lambda}=\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1 ; k_{\sigma} ; k_{\sigma \lambda}}{\left((k-q)^{2}-m^{2}+i \epsilon\right)\left(k^{2}-m^{2}+i \epsilon\right)}  \tag{C.1}\\
A\left(m^{2}\right)=\int \frac{d^{d} k}{(4 \pi)^{d}} \frac{1}{k^{2}-m^{2}+i \epsilon} \tag{C.2}
\end{gather*}
$$

and where The Veltman and Passarino reduction yields

$$
\begin{align*}
B_{1}\left(m^{2}, m^{2}, q^{2}\right) & =\frac{1}{2} B_{0}\left(m^{2}, m^{2}, q^{2}\right)  \tag{C.3}\\
B_{00}\left(m^{2}, m^{2}, q^{2}\right) & =\frac{1}{(1-d)}\left[\left(\frac{1}{4} q^{2}-m^{2}\right) B_{0}\left(m^{2}, m^{2}, q^{2}\right)-\frac{A\left(m^{2}\right)}{2}\right]  \tag{C.4}\\
B_{11}\left(m^{2}, m^{2}, q^{2}\right) & =-\frac{1}{q^{2}(1-d)}\left[\left(\frac{d}{4} q^{2}-m^{2}\right) B_{0}\left(m^{2}, m^{2}, q^{2}\right)+\frac{(d-2)}{2} A\left(m^{2}\right)\right] \tag{C.5}
\end{align*}
$$

## Appendix D

## Complete set of constraints
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[^0]:    Signature:

[^1]:    ${ }^{1}$ Note that the authors use a different basis for the four fermion operators however the result is the same in our basis.

[^2]:    ${ }^{1}$ This coefficient is extracted from the partonic amplitude $\mathcal{A}(b \rightarrow s \bar{\mu} \mu)$

[^3]:    ${ }^{2}$ Our operator basis is the hermitian conjugate of those used the literature cited, so we are computing $\Gamma_{12}$ and not $\Gamma_{21}$.

[^4]:    ${ }^{1}$ Not all symmetric diagrams are shown

[^5]:    ${ }^{1}$ under assumptions regarding hadronic effects

