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Summary

This thesis addressed the difficulties involved in reconfiguring permeable mid-air dis-
plays (e.g., fog screens) through the experimental investigations of three interactive pro-
totypes: MistForm, SoundBender, and SonicSpray. Each of the prototypes includes their
specific reconfigurability techniques. The discussion begins in Chapter 1. Chapter 2
described a straightforward technique used by MistForm to coarsely and mechanically
reconfigure the permeable mid-air display. MistForm can adaptively deform its display
surface to a specific condition through linear mist emitters controlled by five actuators. It
is capable of turning problems into solutions, for example, a concave display can be used as
a shared screen while convex shape as a personal screen. However, the investigation found
the MistForm to be large and noisy. These challenges have led to a study investigation of
SoundBender in Chapter 3. Chapter 3 described an investigation of a hybrid technique
that reconfigured non-solid diffusers. The method can precisely manipulate any given com-
plex sound field, encoded by a metamaterial (MM) mounted on phased array transducer
(PAT). The force from the sound affected the surrounding particles. The technique can
be used to reconfigure matter such as paper, mist, and flame in air space. However, the
chapter did not focus on coordinating its use specifically for permeable mid-air displays.
Therefore, this thesis carried out an investigation of SonicSpray in Chapter 4. It describes
a technique to reconfigure mid-air display of permeable matter (i.e., aerosols) precisely
by using a small farm factor PAT. This thesis ends with a conclusion in Chapter 5. The
next generation of mid-air displays needs to be in small form factor, multipurpose and
controllable, which have been introduced and demonstrated in this thesis. The research
in this thesis can facilitate the future design of displays. However, this thesis highlights
the response rate of the permeable particles, the primary concern yet to be solved. The
airflow speed of the particles was found to be decreased proportionally to the number of
transducers used. In the future, for better control the display, researchers should improve
the response rate of the particles, for example, using sources with higher sound power.
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Chapter 1

Introduction

The concept of mid-air displays have been envisioned in films and sciene fiction for many

years, for example, Star Wars as in Figure 1.1 and Iron Man as in Figure 1.2. The

interactive graphics community has also proposed futuristic concepts and visions for the

displays such as ‘Ultimate Display’ (Sutherland, 1965) and ‘Radical Atoms’ (Ishii et al.,

2012). In these visions, users are able to interact with dynamic displays through their

computationally reconfigurable materials. The displays can offer proactive users rather

than proactive systems and can enhance users’ experiences and engagement (Rogers, 2006;

Alrøe et al., 2012) because they allow users to experience visual content without any human

augmentation (e.g., a head-mounted display (HMD)).

Figure 1.1: A mid-air display envisioned in Star Wars: Episode IV - A New Hope (Lucas,

1977).

Many real world prototypes have emerged to realise the concept, for instance, Holovect

(Ruiz-Avila, 2016) as in Figure 1.3, AIREAL (Sodhi et al., 2013), MisTable (Martinez Plasen-
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cia et al., 2014b), PixieDust (Ochiai et al., 2014), SensaBubble (Seah et al., 2014), Gushed

Diffusers (Suzuki et al., 2016), Point-and-Shake (Freeman et al., 2018), and Luciola (Qiu

et al., 2018). PixieDust (Ochiai et al., 2014), for instance, directly projects its digital con-

tents onto its dynamic levitated beads in free space and coordinates user interactions and

the digital content with a motion tracking system. These types of display demonstrate

cutting-edge technologies and could pave the way for future commercial displays.

Figure 1.2: A mid-air display envisioned in Iron Man 3 (Black, 2013).

Figure 1.3: A mid-air display made of a laser system and dust (Ruiz-Avila, 2016).

To understand about the reconfigurable mid-air displays, this thesis places them in

the context of three concepts (as illustrated in Figure 1.4): light converging, light diver-

ging, and light scattering. These concepts have different permeability. The impermeable
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Figure 1.4: Visual mid-air display concepts.

feature, which can be found only in light scattering concept, do not allow anything to

pass through the materials and thus become an obstruction to either engagement or sens-

ing technology since light rays are not able to pass through. In contrast, the permeable

feature, which can be found in all three concepts, allow gases, liquids and solids to pass

through the material. This allows users to share and comment on a task with clients or

peers without any obstruction, as in the real world (e.g., nurses in an operation theatre).

The permeable feature will unleash the full ability of the user’s actual hands and phys-

ical actions. Such abilities include interaction (assuming required sensing technology) and

recognising gestures (client pointing at a part of the object) and facial expressions.

The first concept, light converging, as illustration in Figure 1.4, forms an optical real

image by intersecting the light rays of an object through optical materials (e.g., optical

combiners (Bimber, 2004), concave mirrors (Butler et al., 2011; Monnai et al., 2014) and

beam-splitter mirrors (Yamamoto et al., 2014; Tokuda et al., 2015). Figure 1.5 shows a

photo of the display that uses a beam splitter as its optical material. This concept can also

be combined with a swept-volume display to create a volumetric display system (Hunter

et al., 2017). There are two disadvantages to this concept. First, the eye has difficulty

in focusing both real objects (e.g., the user’s finger) and the real optical image of the

converged light. This scenario causes users to suffer from eye fatigue after extended use

(Zhou et al., 2018). Second, although the displays are permeable, their viewing angle is

limited, which constraints users to a fixed position, making screen sharing less practical.

Instead of converging rays, the second concept, as the illustration in Figure 1.4 and
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Figure 1.5: A mid-air display example of the light converging concept: (a) the principle

of converging the light through an optical material (i.e., a beam splitter), (b) the outcome

of the display (Tokuda et al., 2015).

Figure 1.6: A mid-air display example of the light diverging concept: (a) the illustration

of a laser-plasma induced by focused femtosecond laser, (b) a photo of the real plasma

emission, (c) rendered graphics in the air using the femtosecond lasers (Ochiai et al.,

2016b).
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Figure 1.7: A mid-air display example of the light scattering concept that uses ultra-

sound approach: (a) a mid-air display screen of levitated particles and projected graphical

contents, (b) the setup for the ultrasonics levitator (Ochiai et al., 2014).

Figure 1.6 (a), diverges light and form points in free space through a phenomenon called

plasma emission. This concept focuses a pulsed laser at a specific point in the air, ionises

the molecules there and releases photons, making the emitters co-located with the actual

image points (Kimura et al., 2006; Saito et al., 2008; Kimura et al., 2011; Ochiai et al.,

2016b). Figure 1.6 (b-c) shows the real photo of a display that uses plasma emission.

The pulsed laser occurs in a femtosecond timescale; therefore, the energy is completely

transferred to the point of interest before the heat is scattered to the surroundings. How-

ever, even though this concept offers advanced technology in visualisation, the safety issue

associated with this display (in particular the danger to users’ eyes and skin) is still the

primary concern (Ochiai et al., 2016b), which makes this technology less suitable for com-

mercial displays. The reason for this is that the plasma generated at a specific point emits

energy in all direction.

The third concept in Figure 1.4, scatters light rays from its materials, either through

permeable (as in Figure 1.8) or impermeable material (as in Figure 1.7 (a)). This concept

includes levitators (e.g., as in Figure 1.7 (b) or manipulators (e.g., as in Figure 1.8 (a-b))

to control voxels (i.e., light scattering particles) in free air, and various approaches, such

as ultrasound (Ochiai et al., 2014; Sahoo et al., 2016; Freeman et al., 2018; Qiu et al.,

2018), magnetic (Lee et al., 2011), airborne (Alrøe et al., 2012), electrical (Sahoo et al.,

2015; Berthelot and Bonod, 2019) and optical traps (Smalley et al., 2018b), have been

used to create displays of impermeable materials.

The light scattering particle displays of the ultrasound approach (Omirou et al., 2016;
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Figure 1.8: A mid-air display example of light scattering concept that is using electrostatic

approach: (a) polarity of water and propylene molecules are mobile in electric fields, and

the work proposed it as a permeable mid-air display, (b) fog particles with polarity can

follow a trajectory, (c) a front view of the permeable display with a projected graphical

contents, (d) the side view of permeable display (Sahoo et al., 2015).
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Sahoo et al., 2016) use a sound field to create voxel traps (e.g., standing wave, twin traps,

bottle traps). The traps hold and floating objects in them to create a display, and this

display position can be moved in free space by reconfiguring the sound field. Omirou et al.

(2016) created a reconfigurable chart from the traps and controlled it using the standing

wave principle. When two opposed transducers emitted sound, at a constant amplitude

and phase, objects could be trapped at the low-pressure nodes in the standing wave. The

system was able to move the traps through the computation of the phase difference of the

standing wave. Sahoo et al. (2016) enhanced the levitated display by allowing rotation of

the voxels. This was achieved through material coating: a patch of electrically charged

material was placed on one side of the voxel, then the system created and controlled

electric fields from two transparent electrodes. The system modulated voltage through

the electrodes, forcing the charged voxels to rotate and thus change the orientation of

the voxels. The ultrasound approach was independent in terms of the material it could

manipulate (except the one from Sahoo et al. (2016) above). It was able to levitate

various materials, including polystyrene beads (Omirou et al., 2016), insects, electronic

components, fluids, and even food (Xie et al., 2006; Marzo et al., 2017a; Vi et al., 2017).

However, the ability of this approach to reconfigure displays of permeable materials was

relatively low.

Berthelot and Bonod (2019) used an electrical approach for their light-scattering dis-

play. Specifically, the researchers used an electrically driven planar trap to levitate a

small light scattering particle (i.e., nano-sized matter) into the air and manipulated the

particle’s motion to draw in free space. This levitation was achieved by polarising elec-

trodes (using DC or AC electrical voltage). The system had two inner- and outer-ring

electrodes surrounded by four compensation DC electrodes, fabricated on a commercial

printed circuit board. It used a high-voltage amplitude and a strong trap that allowed

for high-speed displacement. It oscillated the electric fields at high frequencies (150 kHz)

to reconfigure the trajectory of electrically charged particles in three-dimensional (3D)

space and encoded the trajectory of the particles with electric voltage from the stationary

planar electrodes. It illuminated the particles with a green laser beam and reconfigured

their motion to draw graphics in free air (circles, squares and stars, for example). This

display can be scaled up; however, this incurs a high price point due to the use of the

laser.

An example of a magnetic light scattering display is ZeroN (Lee et al., 2011). It features

a single mid-air element that relies on electromagnets. The element, which is a magnetic
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ball, floats in the air and the system can track and project useful graphical content onto

it. ZeroN demonstrates a few useful applications, such as simulation of the solar system

for education – users can directly touch the floating ball due to the strong trap imposed

by the approach. However, the system requires a bulky apparatus to work. It requires

not only electromagnetism to reconfigure the ball movement in the vertical direction, but

also mechanical actuators for the horizontal direction.

One mid-air display example that uses an airborne light-scattering display is Aerial

Tunes (Alrøe et al., 2012). It floats a foam ball based on an airflow field. This work

combines a sensor and air stream, creating a physical soundscape slider that is floating.

It allows a user to select and place the ball between 2–30 cm above its base and remain

floating. It follows a concept close to the Tibetan singing bowl 1, producing different

tones of sound based on the height of the ball. However, this system requires prolonged

engagement due to the instability of the floating balls and the challenges of understanding

the system. This display includes impermeable material, which obstructs the view at the

back of the display and makes interaction for opposing users (e.g., sharing comments and

feedback between peers) less engaging.

The light scattering display of an optical trap display (OTD) as in Figure 1.9 (Smalley

et al., 2018b). It traps a particle in an optical trap and reconfigures its motion in free

space to draw an image. In particular, it forms a voxel in mid-air by first confining a

cellulose particle (i.e., impermeable material) – a common product of the paper-making

industry – in a near-invisible (405-nm wavelength) optical trap. The trap position is then

reconfigured in a volume while being illuminated with a red-green-blue (RGB) laser light.

This display system can create fine points of full-colour images in mid-air (1,600 dots

per inch). However, it suffers from poor scanning speed. For example, 18.9 second was

required to draw a 3 cm x 2 cm image of Big Buck Bunny.2 In addition, the particle is

sensitive to airflow and the system depends on an enclosed setup for a robust OTD system.

The displays of the light-scattering concept above are reconfigurable. However, they

share a common limitation: they are impermeable and untouchable. All of these displays

depend on the levitated matter in free space; therefore, directly touching the display can

disturb the trap (Freeman et al., 2018) and cause a system failure. This flaw imposes a

negative impact on user engagement. In contrast, the light-scattering concept of permeable

particles allows the user to reach- and walk-through the display since the materials used are

1https://www.youtube.com/watch?v=FZ1YgV5zwxg
2https://peach.blender.org/

https://www.youtube.com/watch?v=FZ1YgV5zwxg
https://peach.blender.org/
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Figure 1.9: A mid-air display example of the light scattering concept that uses optically

trapped particle: (a) an optomechanical levitator and display system to trap and recon-

figure and illuminate a particle in mid-air, (b) a rendered helix in mid-air, (c) an outline

of a logo rendered in mid-air (Smalley et al., 2018b).
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safe (i.e., mist, dust, water). Some examples of this are fog screens (Rakkolainen, 2008b;

Palovuori and Rakkolainen, 2012; Martinez Plasencia et al., 2014b; Lam et al., 2014),

water-drop displays (Eitoku et al., 2006, 2009; Barnum et al., 2010) and illuminated-dust

displays3 (Perlin et al., 2006; Ruiz-Avila, 2016).

Illuminated-dust displays, which include infrared (IR) lasers either as light sources or

dust detectors, detect dust particles (Perlin et al., 2006) in free air and illuminate the dust

with a laser. The illumination brightness is determined by the distance from the dust to

the light source. It can also be achieved by reconfiguring the properties of the air (i.e.,

humidity, temperature, refractive index), which also contains dust (Ruiz-Avila, 2016). By

doing so, the air will react to light differently than its surroundings, making it visible.

The main issue with this type of display is that the instruments are expensive, which is

the biggest challenge for commercialisation (Smalley et al., 2018a).

Water-drop displays (Eitoku et al., 2006, 2009; Barnum et al., 2010), which include

water pump, projector and solenoid, have demonstrated their capability to create two-

dimensional (2D) screen in mid-air. Gatorade4 adapted the system and combined it with

motion-capture technology to advertise5 a commercial product. The system used 2,500

switches to reconfigure the water on and off, creating the moving image of a person enga-

ging in sports activities such as running and hopping. This type of display is impressive.

However, in a scenario in which a user interacts with the display, the user and the ground

will be wet; therefore, this display is not capable of being used interactively, and there are

safety concerns due to the splashing of water drops causing slippery floors. Additionally,

the display requires a water pump and solenoid to push the water uniformly through linear

holes on a long pipe, which makes it bulky.

Fog screens make use of a linear mist emitter guided by an airflow mechanism to form a

laminar curtain of mist. The system then projects graphical content onto the curtain using

a light projector. With a combination of sensing technology, it has been shown to enable an

interactive walkthrough interface for applications such as advertisements (Rakkolainen and

Lugmayr, 2007), mid-air information in the airport (Rakkolainen, 2008b) and interactive

mid-air drawing systems (Rakkolainen and Palovuori, 2005). Fog screen displays have

been studied for a long time, but they are still bulky due to the requirement of fans and

physical guiders for the mist emitter, which makes the systems less practical. However, of

the three concepts, the light scattering concept of fog screens has the greatest potential to

3https://www.youtube.com/watch?v=THYhP3_wmLs
4https://www.gatorade.com/
5https://www.youtube.com/watch?v=FG_l1oacWoQ

https://www.youtube.com/watch?v=THYhP3_wmLs
https://www.gatorade.com/
https://www.youtube.com/watch?v=FG_l1oacWoQ
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become a practical mid-air display. This is because the user can reach through the display,

both real objects and generated graphics are always in focus, and the particles used are

dry and safe. The user can reach out or walk through without any concern about slipping,

safety or system failure. However, the main challenges for the permeable displays within

this concept are the difficulties associated with their reconfiguration (Sahoo et al., 2015)

and the high price point (Smalley et al., 2018a).

1.1 The significant research problem

The reason why permeable mid-air displays are difficult to reconfigure is that the materials

used are non-solid (Sahoo et al., 2015), which means that they are difficult to shape or trap.

Despite the work of Perlin et al. (2006) and Ruiz-Avila (2016), which has demonstrated

ways of detecting and illuminating dust in free air, the system is costly (Smalley et al.,

2018a). These challenges have placed serious limitation on the commercialisation of these

displays. Therefore, this thesis raises three questions:

1. What are the techniques that can sufficiently reconfigure mid-air displays?

2. What is the technique that can control permeable mid-air displays with sufficient

reconfigurability (coarse or fine manipulation) and can be used in HCI applications?

3. How does the permeable mid-air display reconfiguration technique perform?

To sufficiently control permeable mid-air displays, this thesis hypothesises a technique

can be studied and designed. The study will permit the exploration of strategies to co-

ordinate its capabilities, which can lead to an understanding of adequate reconfigurability

(coarse or fine manipulation) for HCI applications. As per the hypothesis, this thesis

projects three aims:

1. To study techniques of adequate reconfigurability (coarse or fine) for permeable mid-

air displays.

2. To design techniques of adequate reconfigurability (coarse or fine) for permeable

mid-air display in HCI applications.

3. To evaluate the performance of the reconfiguration technique.
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1.2 Approach

In the literature, there are various approaches to reconfiguring permeable mid-air displays

including ultrasonic, mechanical, electrostatic, and air modification. This thesis then maps

their practicality (price, form factor and reach-through ability) using a starring system,

as seen in Table 1.1.

A system with ultrasonics requires at least a phased array transducer (PAT) to re-

configure particles in the air. This makes use of small transducers (ø = 10mm) that can

be found in cheap off-the-shelf products. The technique manipulates particles in the air

with sound field regeneration through the PAT. By doing this, there is no limit to user

interaction; however, previous studies have used ultrasonic to control non-solid particles

for other mid-air applications rather than visual display applications, for example, smells

(Hasegawa et al., 2018) and haptic feedback (Carter et al., 2013). Therefore, this thesis

will focus on the visual display.

The mechanical approach, as shown in Table 1.1, is straightforward (Lam et al., 2014).

It requires cheap off-the-shelf mechanical hardware (e.g., stepper motors and fans) to

configure the movement of the mist emitter, matching it with the projected graphical

content. With this technique, the system is large in size due to the mist particle guider

mechanism (e.g., fans and pipes), yet its size does not limit user interaction.

The electrostatic approach does not allow the user to reach through the display (Sahoo

et al., 2015). It uses electrodes to reconfigure the trajectory of a laminar-charged mist.

The mist is charged with a corona-based charger and flows between the electrodes of the

electric field. It reconfigures the mist trajectory by varying voltage in the field. Despite

this, the work claims to be able to increase the space between electrode plates to improve

user interaction; however, this requires considerable space for the display alone.

The air modification approach includes an IR laser and dust detector (Perlin et al.,

2006; Ruiz-Avila, 2016). These displays reconfigure air (e.g., humidity, temperature) at

any target point in space, making the voxels visible since the air reacts to light differently

compared to its surroundings. Although these techniques are capable of creating a 3D

model in mid-air, the apparatus is expensive (Smalley et al., 2018a).

Table 1.1 shows that the mechanical and ultrasonic approaches have the highest num-

ber of stars, thus demonstrating practicality in comparison with the other approaches.

Both have a low price point and unlimited reach-through. Therefore, this research will

conduct a series of experimental investigations on interactive prototypes, focusing on these
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two approaches.

Techniques Price Form factor Reach-through

Ultrasonic Low Small Unlimited

Mechanical Low Large Unlimited

Electrostatic Low Large Limited

Air modification High Medium Unlimited

Table 1.1: Table of the practicality of permeable mid-air display techniques.

Using three interactive prototypes, this thesis will design, implement, and evaluate

reconfigurable mid-air displays that use permeable materials. Each prototype exploits a

specific capability of the mid-air display. The first prototype builds a coarse-mechanically

reconfigurable mid-air display called MistForm (Tokuda et al., 2017), an adaptive laminar

fog screen that can deform according to human gestures. The system first tracks the

user’s gesture and drives five actuators that hold a pipe of mist emitters accordingly.

This prototype uses machine learning to create screen shapes and evaluate them based

on reconstructing errors. It collects a set of points at the surface of the mist curtain

and learns the shapes before it reconstructs them back. The system randomly shapes the

screen and projects spheres onto each shape, then performs an evaluation by analysing

the re-projection error (i.e., the sphere’s distance from the expected position to the actual

detected position).

The second prototype, called SoundBender (Norasikin et al., 2018), uses a fine-ultrasonically

reconfigurable mid-air display of a hybrid setup (a combination of a PAT and a metama-

terial (MM)). This prototype creates high-fidelity sound fields (i.e., bent sound beams)

through the MM and reconfigures the field with the PAT. Eventually, this enables re-

configuration on the particles in mid-air because the acoustic radiation energy can act

on the particles. The evaluation of the prototype is carried out using in-depth empir-

ical analysis based on sound pressure level (SPL) using both simulation and experimental

measurements. The results of the simulated sound field will be generated using COMSOL

Multiphysics, while an acoustic acquisition machine will obtain the actual measurement.

Finally, the third prototype, SonicSpray (Norasikin et al., 2019), exploits the technique

used by SoundBender to create a reconfigurable mid-air display in a minimal form factor.

This prototype can reconfigure a laminar aerosol using only a 6 x 6 transducer (ø =

10mm) array. The evaluation of the prototype is carried out based on SPL simulations in
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COMSOL Multiphysics and measurements of the Reynolds number (Re).

The data for the evaluation is obtained using calibrated apparatus, such as Brüel&Kjær

(B&K) microphone and a PAT. Most of the equipment for this research has been built and

maintained in the Interact Lab6, University of Sussex. The research approach, method,

and techniques in this thesis are, to the best of my knowledge, a novel strategy to address

the difficulty of reconfiguring the permeable mid-air displays.

1.3 Main contributions

This research suggests techniques for the reconfiguration of permeable mid-air displays

with sufficient reconfigurability (coarse and fine manipulation). This is explored using

experimental investigations of three interactive prototypes: MistForm, SoundBender, and

SonicSpray. This thesis illustrates the use of the proposed techniques and investigates the

performance of the three interactive prototypes for HCI applications.

MistForm is a collaborative work of all authors. Plasencia conceived the idea. Tokuda

and the author of this thesis designed and implemented the system, gathered experimental

data analysed them, and demonstrated the concept. All the authors contributed to the

discussion and edited the published manuscript (Tokuda et al., 2017). The author of

this thesis conceived the idea for SoundBender (Norasikin et al., 2018) and SonicSpray

(Norasikin et al., 2019), designed and implemented the systems, gathered experimental

data, demonstrating the concept, and analysed the data.

1.4 Thesis structure

This section briefly explains how the chapters of the thesis will proceed. Firstly, this

thesis presents three interactive reconfigurable mid-air display prototypes in three separate

chapters – MistForm in Chapter 2, SoundBender in Chapter 3 and SonicSpray in Chapter

4. Table 1.2 summarises the features and limitation of the three prototypes. MistForm can

coarsely reconfigure permeable matter (i.e., mist) as visual displays. It uses a mechanical

approach to reconfigure the matter in the air. However, it costs a large form factor.

In contrast, SoundBender demonstrates smaller form factor compared to MistForm. It

reconfigures the matter through ultrasonics approach. It can finely reconfigure matter in

the air (i.e., air particles, fog, polystyrene beads) and offers beyond visual displays (e.g.,

6Interact Lab website http://www.interact-lab.com/

http://www.interact-lab.com/
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haptic display). To demonstrate the insight of the technique in SoundBender, particularly

for reconfigurable visual displays, and to improve the form factor in both MistForm and

SoundBender, SonicSpray describes a visual display system that uses a similar technique

but with a different sound field from SoundBender. In addition, it features and a smaller

version of display than in SoundBender. This thesis then closes with a conclusion chapter

(Chapter 5).

Prototypes Approach Reconfigurability Form Factor

MistForm

(Tokuda et al.,

2017)

Mechanical Coarse Large

SoundBender

(Norasikin

et al., 2018)

Ultrasonics Fine Small

SonicSpray

(Norasikin

et al., 2019)

Ultrasonics Fine Smaller

Table 1.2: Table of the proposed prototypes, its features and limitations.

1.4.1 Chapter 2, MistForm: Adaptive shape-changing fog screens

This chapter7 describes an investigation of an interactive prototype, MistForm. It is

capable of reconfiguring the permeable mid-air display of a laminar mist curtain at a

coarse level of control. MistForm can support one or two users, interacting with either 2D

or 3D content. MistForm combines affordances from both shape-changing interfaces and

mid-air displays. For example, a curved display can maintain content within a comfortable

reach for a single user, while a convex shape can support several users engaged in individual

tasks. MistForm also enables unique interaction possibilities by exploiting the synergies

between shape-changing interfaces and mid-air fog displays. For instance, moving the

screen will affect the brightness and focus of the screen at specific locations around the

display, creating spaces with similar (collaboration) or different visibility (personalised

content).

7This chapter was published in Proceedings CHI ‘17, Proceedings of the 2017 CHI Conference on Human

Factors in Computing Systems, pp. 4383–4395 (http://doi.acm.org/10.1145/3025453.3025608)

http://doi.acm.org/10.1145/3025453.3025608
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This chapter describes the design of the MistForm and analyses its inherent challenges,

including image distortion and uneven brightness on dynamically curved surfaces. This

chapter also provides a machine-learning approach to characterise the shape of the screen

and a rendering algorithm to remove aberrations. It also describes the novel interactive

possibilities that reflects MistForms’s potential and limitations. Although this prototype

provides sufficient reconfigurability, the two critical limitations – bulk and noise – pave

the way for the study of a second interactive prototype, SoundBender, as described in

Chapter 3.

1.4.2 Chapter 3, SoundBender: Dynamic acoustic control behind obstacles

This chapter presents a preliminary study8 and a final study9 of the reconfiguration tech-

nique for the ultrasonic approach to permeable displays in free air. The popularity of the

ultrasonic approach is growing (particularly in the HCI community) for various applic-

ations, for example, in haptics, on-body interaction, and levitation-based displays. The

reason for this is that the sound field can be controlled precisely using a minimal and

versatile PAT. However, these techniques share a critical limitation: the physical size of

the transducers limits the fidelity of the sound fields that can be produced.

This chapter provides a solution to this limitation using a hybrid-technique prototype,

the SoundBender, which combines a PAT and an acoustic MM, a high fidelity sound ma-

nipulator. The hybrid prototype reconfigures the fine sound field, created by MM, through

the versatile PAT. This chapter explains the approach to the design and implementation

of such a hybrid prototype (i.e., to create complex sound fields), as well as methods to

manipulate the field dynamically (i.e., to stretch or steer it). This chapter also demon-

strates the innovative applications enabled by this prototype, such as levitation, tactile

feedback and control of permeable matter around and beyond obstacles. However, this

chapter does not study the minimal form factor device – a critical limitation when recon-

figuring laminar permeable displays. Therefore, Chapter 4 describes a study to address

this particular issue.

8The preliminary study in this chapter was presented in the 24th International Congress on Sound and

Vibration ICSV24.
9The final study was published in Proceedings UIST ‘18, Proceedings of the 31st Annual ACM

Symposium on User Interface Software and Technology, pp.247–259 (http://doi.acm.org/10.1145/

3242587.3242590)

http://doi.acm.org/10.1145/3242587.3242590
http://doi.acm.org/10.1145/3242587.3242590
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1.4.3 Chapter 4, SonicSpray: A tool for reconfiguring permeable mid-

air displays

There are two significant issues concerning the reconfiguration of permeable mid-air dis-

plays: (1) the size of the system that increases as its complexity increases, and (2) the

ability to retain the laminar flow of the mid-air display. These two issues place serious

limitation on the practicality and commercial success of such systems.

This chapter10 addresses the two issues by introducing a new, minimal form factor

technique, namely SonicSpray, which combines ultrasound field computation and a pro-

jection mapping algorithm. The technique can precisely modify laminar mist for mid-air

displays in the real world. This chapter proposes and justifies the design and describes

the implementation steps to build the display. It verifies and evaluates the performance

of the reconfiguration and projection algorithm. It demonstrates a working prototype to

finely reconfigure a laminar mist using only a 6 x 6 ultrasound transducer array (for each

transducer, ø = 10mm). This chapter also explores various useful applications in HCI

(e.g., applications for learning, entertainment and the arts).

1.4.4 Chapter 5, Conclusion and future work

This chapter concludes the process and suggests techniques that sufficiently reconfigure

permeable mid-air displays based on the study of the interactive prototypes. It also

includes a number of strategies to coordinate the capabilities of the three prototypes and

their prospective improvements for future HCI applications. This chapter also suggests

studies that can be expanded upon by the HCI community.

10This chapter was published in Proceedings of ISS ‘19, Proceeding of the 2019 ACM International Con-

ference on Interactive Surfaces and Spaces, pp. 113–122 (https://doi.org/10.1145/3343055.3359704)

https://doi.org/10.1145/3343055.3359704
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Chapter 2

MistForm: Adaptive

shape-changing fog screens

2.1 Introduction

In this chapter1, Plasencia conceived the idea, Tokuda and the thesis author designed and

implemented the system, gathered experimental data and analysed them, and demon-

strated the concept. The thesis author discussed and edited the published manuscript of

this chapter (Tokuda et al., 2017) with all the authors.

This chapter provides a solution to the difficulty of reconfiguring permeable mid-air

displays by coarsely changing the shape of a fog screen. The MistForm, features a fog

display surface and a mechanical actuation approach to the fog manifold, which allows

the displacement of a continuous fog surface in a range of 18 cm. MistForm retains the

affordances of both shape-changing interfaces (i.e., changing the position of each point of

the display) and permeable screens (i.e., reach-through capabilities and directional light-

scattering). For instance, a concave shape (Figure 2.1 (A)) can cover a single or multiple

user’s view. It optimises the concavity to allow comfortable hand reach and allows for

interaction both in front of and behind the display (i.e., through the fog).

The interplay between shape-changing and permeable affordances enables unique 2D

and 3D interaction capabilities. First, moving parts of the fog display will change the

angle between the observer and the light projected. This change is useful to attenuate

common issues associated with fog displays, such as uneven brightness and blending of

1This chapter was published in Proceedings CHI ‘17, Proceedings of the 2017 CHI Conference on Human

Factors in Computing Systems, pp.4383–4395 (http://doi.acm.org/10.1145/3025453.3025608).

http://doi.acm.org/10.1145/3025453.3025608
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Figure 2.1: (A) MistForm is a shape-changing fog screen, enabling single-user and dual-

user interactions; (B) with 2D or 3D content; (C) a computational approach and projec-

tion algorithm work together to minimise artefacts including shape distortion and uneven

brightness, related to projecting onto a shape-changing fog display (note the parallel edges

and brightness in the checkerboard).

neighbouring pixels. Second, MistForm can transform these issues into reconfigurable

features. It uses the shape that produces uneven brightness and blending as regions of

optimum visibility (for example, shared or disjoint regions, where each user can see one

region clearly while the others are dim and blurred as in Figure 2.1 (B)). Finally, it can

adjust the shape to ensure the fog surface stays within the depth of field of the user’s

eyes. This capability establishes MistForm as the first display with an adjustable zone of

comfort (Shibata et al., 2011), allowing direct hand interaction with 3D content in much

larger volumes than typical planar 3D displays.

The first part of this chapter focuses on addressing the engineering challenges related

to fog screen reconfigurations that make an adaptive shape-changing screen of permeable

material. This includes the design of the display, the identification of the challenges

related to projecting onto such screens, the formulation of the problem, and a technique

that is scalable for larger display sizes and higher shape resolution (i.e., more actuators).

This chapter uses a data-driven technique based on the input of their linear actuators to

estimate the 3D shape of the fog screen. Finally, it contributes a projection algorithm

to correct image distortion (see Figure 2.1 (C)). This is done by taking the shape and

fog brightness profile into account, together with other relevant factors such as projector

properties and the user’s location. It evaluates the reduction in distortion of the prototype

and reports the results achieved.

The second part of this chapter presents an exploration of the various interaction

possibilities and demonstrates key scenarios enabled by the MistForm. The focus is spe-

cifically on exploiting the interplay between shape changing and permeable displays (i.e.,
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fog screens). The chapter concludes with a discussion on the future possibilities and

limitations of this type of system.

2.2 Related work

MistForm explores the synergies and engineering problems of the shape-change recon-

figuration technique in mid-air displays. This section reviews previous studies in these

fields.

2.2.1 Shape changing displays

Visions such as Kinetic Interactions (Parkes et al., 2008), Organic User Interfaces (Coelho

and Zigelbaum, 2011) or Radical Atoms (Ishii et al., 2012) have fueled research on shape-

changing interfaces in HCI. When focusing on display systems, FEELEX (Iwata et al.,

2001) as in Figure 2.2 was one of the first to feature the concept of shape-change through

reconfigurable bits of the display surface, using the technique of computer-controlled mech-

anical actuators. It uses an array of linear mechanical actuators together with pre-rendered

image projections to reconfigure the display surface. The actuators move in the z-axis dir-

ection (up–down) to activate the surface. The surface has a maximum size of 24 cm

x 24 cm (namely FEELEX 1), and a minimum of 5 cm x 5 cm (namely FEELEX 2).

Other systems have adapted this reconfiguration technique, resulting in a shape-change

display of different sizes and formats; Lumen (Poupyrev et al., 2004), for instance, has a

similar size to FEELEX 1. It is capable of sensing human touch using a combination of

electromechanical and capacitive sensing mechanisms. The display uses a shape memory

alloy (SMA) for its mechanical actuators. The SMA can contract when the temperature

rises, and expands to its initial state when the temperature drops down. The display uses

a simple mesh of copper to perform basic capacitive coupling, a process that transfers

energy between distant electrical networks. The display system detects changes in the

energy transfer rate and uses this information to change the surface bits accordingly.

InFORM (Follmer et al., 2013) extends the computer-controlled mechanical actuators

technique by integrating it with a tracking system and light projection, allowing both users

and objects to interact with the reconfigurable display surface, in real-time. For example,

it demonstrates an application of 3D model manipulation whereby it renders a physical

representation of the 3D model, and users can move a token in a specific direction to

browse different 3D models, as well as to transform, translate, scale and paint a selected
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Figure 2.2: An example of mechanically controlled displays (Iwata et al., 2001).

model. The surface of the interactive display is large, covering a surface area of up to

38.1 cm2, and comprises an array of polystyrene pins array linked to computer-controlled

actuators, where each pin has a 9.5 cm2 surface area.

ShapeClip (Hardy et al., 2015) adapts the technique but as a modular shape-change

display, making it portable and scalable. A single unit of this display comprises two light

resistors and a stepper motor, resulting in a 2 cm x 2 cm screen size. The unit converts a

sampled pixel brightness from the light resistor into control signals, and changes its height

accordingly. The ShapeClip reports a display at a various surface sizes, for example, a

display with array units of 4 x 4 and 8 x 2.

Surflex (Coelho et al., 2008) uses the same technique of computationally controlling

mechanical actuators for a different shape-change display format. The display embeds

SMA in a foam, similar to that used in Lumen (Poupyrev et al., 2004), and reconfigures

the foam surface by electronically controlling the SMA coil temperature. This is done

through an 8 x 8 array of SMA coils (i.e., each pixel has two horizontal and vertical coils).

Surflex can produce an unlimited number of surface deformations. Roudaut et al. (2013)

explored the technique using six actuation strategies of dielectric electro active polymers

and SMA and described the shape resolution based on ten quantifiable features: area,

granularity, porosity, curvature, amplitude, zero-crossing, closure, stretchability, strength

and speed.

Rather than using mechanical actuators to reconfigure a display, Actuated Workbench

(Pangaro et al., 2002) and BubbleWrap (Bau et al., 2009) use electromagnetic actuators

arranged in an array. Both display systems reconfigure their display surfaces by manipu-

lating magnetic fields through pulse-width modulation (PWM). Both use an electromagnet
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to force surface objects to any target position. Actuated Workbench is capable of tracking

objects that have IR LED using a camera with an IR filter. This can provide visual feed-

back through a light projector on its 16.5 cm2 display surface. By doing so, the display

system can synchronise the 2D graphical projection with its surface physical state, making

it as a shape-change physical user interface. BubbleWrap, which is the size of the palm

of the hand, encloses its reconfigurable cells in fabric. Its reconfigurable surface expands

and contracts the cells up to a height of 15 mm. It has the potential to be used as a

textile-based haptic display.

Takashima et al. (2016) built a large shape changing display from reconfigurable flat

panels that are mounted on Roomba robots. The display consists of three screen panels

(each panel is 61 cm x 150 cm in size), a motion tracking system and a light projector. The

system first detects a specific motion of the user and translate this into reconfiguration

signals for the panels. It reconfigures the panels into a concave shape for private use, and it

expands the panels for individual use. Coelho and Zigelbaum (2011) and Rasmussen et al.

(2012) explored these shape-changing designs and their practical techniques. However,

most previous studies investigate on shape-changing or reconfigurable displays focus on

solid display elements, and only a few describe permeable systems in mid-air. Introducing

reach-through features (i.e., the use of permeable material) into shape-change displays

opens up new areas of exploration for practical display design in the future (by reducing

storage space, for example, or by making use of a reconfigurable non-rigid display).

2.2.2 Permeable mid-air displays

Permeability is a feature of displays that form an image on a plane in space, avoiding

accommodation conflicts within the proximities of that plane (i.e., in front and behind)

and enabling reach-through interactions. Permeable mid-air displays are available in the

three different concepts that have been explained briefly in Chapter 1 (and as illustrated

in Figure 1.4): light converging, light diverging, and light scattering concepts.

2.2.2.1 Light converging optic

Light-converging optical elements (i.e., optical combiners, concave mirrors, convex and

Fresnel lenses) have been often been used to create a mid-air images by presenting a

stigmatic pair of points of the image at symmetrical positions in relation to the optical

elements (Bimber, 2004). Approaches using optical combiners (e.g., half-silvered mirrors

or a beam splitter) between the user and the image (Poston and Serra, 1994; Hachet et al.,
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2011; Hilliges et al., 2012; Lee et al., 2013; Martinez Plasencia et al., 2014a) hinder reach-

ability and interaction. For example, SpaceTop (Lee et al., 2013) and HoloDesk (Hilliges

et al., 2012) render 3D objects in mid-air; however, the user needs to see the content

through the half-silvered mirror. While looking at the objects through the mirror, both

systems incorporate a tracking system, allowing interaction to occur behind the mirror.

Half-silvered mirrors (i.e., a beam splitter), which can be found in criminal interrogations

rooms, reflects half of the incident light rays and permit the other half through the surface.

The mirror produces a floating object after the light rays of the display screen have been

transmitted have converged as a reimaged object.

Retroreflective imaging (Yamamoto et al., 2014; Tokuda et al., 2015) removes the

barrier (i.e., the mirror), and allows for reachable floating images in-front of the user.

This is done by combining off-the-shelf beam splitters and retro-reflectors. Retroreflective

material is widely used for traffic signs; it reflects light backwards towards the incident

light (in car headlights, for example) and the material is easy to install since it has no

problem with alignment. To create floating images, a beam splitter first needs to reflect

light rays from the source towards retroreflective material. Then, the light rays will reflect

on the beam splitter and the beam splitter will transmit the rays through it to form mirror

images in mid-air.

HaptoMime (Monnai et al., 2014) uses an aerial imaging plate (AIP), providing similar

affordances to retroreflective imaging. The AIP comprises only a plate, but with optical

properties that allow incident light to reflect twice inside it. The reflected light rays

converge at a location that is symmetrical to the AIP. The AIP does not have a fixed

focal length; therefore, the distance from the source to the AIP will be the same as the

distance from theAIP to the converged point.

Vermeer (Butler et al., 2011) uses a swept volume 3D display at the focal point of a

concave mirror and forms the volumetric 3D content in a small area above the mirror.

This occurs when two parabolic mirrors, equal in size, are placed opposite to each other,

resembling a ‘clamshell’ setup (i.e., their focal points are opposed to each other). If there

is a large hole at the top of the upper shell, then any object that is placed inside the lower

shell will reimage, as if the object is floating just above the hole. Due to the parabolic

properties of the mirrors, the light rays converge just above the hole of the upper mirror.

Despite techniques in the light converging concept are effective at presenting a floating

image, real objects (e.g., fingers) occlude the light-converging elements and the real objects

always appear in front of the floating image, causing incorrect occlusions and eye fatigue.
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2.2.2.2 Diverging light

This concept provides techniques that focus pulsed laser energy at a specific point in

the air, releasing photons from ionised molecules at that point (i.e., plasma emission).

Therefore, the point emits light and can be co-located with actual image points to form a

mid-air image. The plasma emission uses a short pulse duration that lasts for nanoseconds

or less; for instance, Kimura et al. (2006) created a mid-air image with voxels from a

nanosecond-pulsed laser, which generated 100 voxels per second. Kimura et al. (2011)

later improved the technique and created an even greater number of voxels: 300 per

second. Saito et al. (2008) used a shorter pulsed laser (100 fs), and create a greater

number of voxels: 1000 voxels per second. The technique provides sufficient voxels per

second for a practical mid-air display (no flickering effects occur, as if the voxels are

simultaneously drawn). However, displays in the light diverging concept do not allow

a user to interact with the generated plasma. Ochiai et al. (2016b) proposed a mid-air

display with a femtosecond-pulsed laser (between 100 fs and 269 fs), which allows users

to touch the generated plasma. The display can generate up to 1,000 voxels (using a 100

fs pulse) and 200,000 voxels (using a 269 fs pulse). A higher number of voxels can create

an image with a better resolution of an image in the air. Although the user can touch the

image, the plasma energy is still a main concern because it can cause damage to the user

eye and skin. This concern makes the display less suitable for user interaction.

2.2.2.3 Light scattering particles

Several relevant studies explore the reconfiguration of displays within the light-scattering

concept. One such study is that of Sahoo et al. (2015), which constrained a charged fog

screen between transparent electrodes. The system then reconfigured the trajectory of the

fog by modulating the voltage. However, the electrodes in the prototype hindered user

interaction. This problem does not occur in a prototype by Lam et al. (2014). The authors

describe a 2D array of a small and flat fog emitters, which can create small fog displays

at discrete positions across a table top. However, the affordance of screen continuity can

only be ensured across display elements when the emitters are switched on in the same

line.

A second approach by Lam et al. (2015a) mounted fog emitters on moving guides,

allowing for continuous displacement, but not for continuity across the display. Thus

content must be kept small (within the limits of one emitter). To create a mid-air display

that can reconfigure and change its shape, as well as offer interesting capabilities, the
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light-scattering performs favourably compared to the other two concepts: it is safer and

has no issue with incorrect occlusion, which makes it is the best option.

This light-scattering concept also functions with different scattering mediums, for

example, waterdrop particles (Eitoku et al., 2009; Barnum et al., 2010), fog particles

(Kataoka and Kasahara, 1993; Rakkolainen, 2008b; Martinez Plasencia et al., 2014b) and

airborne particles (Perlin et al., 2006; Schneegass et al., 2014). The light-scattering pat-

terns of these mediums depend on the size and shape of the particles. Most relevant to

this research is, Mie scattering (i.e., from spherical particles whose diameter is around or

larger than the wavelength of incident lights, such as in a fog screen), which diffuses light

directionally towards the projection axis. However, this effect produces uneven brightness

on the images (i.e., very bright when looking straight at the projector, and decaying to the

sides as the angle increases). This issue has been reported (Rakkolainen, 2008a) and cor-

rected in subsequent studies (Martinez Plasencia et al., 2014b); however, this directional

scattering can also offer interesting affordances, such as creating face-to-face (Olwal et al.,

2007) or multi-view displays (Yagi et al., 2011). This chapter exploits the affordances of

this concept, focusing on the interplay of the changes in the display’s shape, which remain

unexplored.

2.3 MistForm: Shape changing fog screen

MistForm creates a continuous and permeable display surface of 84 cm x 56 cm, which can

be moved forwards and backwards up to 18 cm, enabling a range of shapes to be created.

Mistform’s working volume is designed to cover the space for direct 3D interaction that

an average (or shorter) adult user can reach, as detailed later in this chapter. It can also

be used to support collaborative interaction for two users in front of the display.

The design of MistForm is an adapted version of that proposed by Kataoka and Kasa-

hara (1993), using a laminar flow of fog constrained by curtains of air to avoid turbulence

and maintain the consistency of the display surface. It follows the guidelines proposed by

Martinez Plasencia et al. (2014b) (i.e., the projector above the display with the fog flow-

ing down) as the interactive scenarios for reach-through interactions. It uses a long-throw

projector, placed at 2 m from the display. reasons for this are that, first, it minimises the

angle between the projector rays and the observer in front of the display, which allows a

better use of the directional light scattering provided by the fog screen, as smaller angles

provide higher brightness. Second, a longer throw allows projected content to remain in
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Figure 2.3: An overview of the main elements in MistForm. The actuator module uses

a PVC flexible pipe (10 cm diameter) and an array of five linear actuators. A fan array

creates the airflow around the pipe and into the filter module, to create a shape changing

fog display with a working volume of W:84 cm x D:18 cm x H:59 cm.
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focus within the 18 cm depth of the fog screen’s range of motion.

The main difference to previous approaches is that MistForm includes a flexible fog

manifold and five linear actuators, displacing the manifold within a range of 18 cm, to

enable the shape changing fog surface. This moving manifold requires an additional display

space of 9 cm to each side in order to protect the working space with an additional laminar

flow of air.

It uses an off-the-shelf 3D projector and shutter glasses, to display stereo content,

Kinect v1 for hand tracking and interaction (i.e., its laser projector works even through

the fog) and OptiTrack for head tracking and perspective corrected rendering.

2.3.1 Modular design

Figure 2.3 shows the modules of the MistForm in detail: the air curtain module, the

manifold actuator module and the flow filter module. The air curtain module consists of

a 7 x 3 array of 12 cm ARX DC ceramic bearing fans (291.6m3/h), covering the entire

display area (84 cm x 36 cm). This module blows air around the flexible pipe and into

the flow filter module, to produce a laminar flow of fog.

The screen actuator module consists of five 12 V stepper motors and a ø 100 mm

flexible PVC ducting pipe. There is an array of ø 2 mm holes of array at the bottom of

the flexible pipe that is placed on top of the flow filter module. The pipe is fixed at both

ends and is transversely actuated by five stepper motors by linear motion shafts. This

allows a displacement of 18 cm at a maximum speed of 40 cm/s. Mechanical switches

at the ends of the shafts’ range (home positions) initialise them and correct drift during

operation.

The fog distribution system delivers fog to the flexible manifold, using a fog machine

and a 12 cm DC circulation fan. The fog distribution system controls the fog density and

velocity, and influences pipe flexibility (i.e., air pressure changes the stiffness of the fog

pipe).

The flow filter module consists of multiple layers of ø 6 mm vertical fluted plastic. This

fluted array filters the wake turbulence created when the flow from the air curtain module

blows around the circular pipe, creating a laminar air curtain around the fog screen. This

combination of modules results in a dynamic fog screen moving inside a volume of W:84

cm x D:18 cm x H:59 cm, and the arrangement allows for 3D content to be projected

without vergence-accomodation conflict (Hoffman et al., 2008) within MistForm’s working

volume, as detailed in the exploration of interaction possibilities.
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2.3.2 Challenges and general approach

MistForm offers interesting affordances, such as maintaining the display surface within an

ergonomic reach for the user, better support for freehand 3D interaction or support for

3D multi-user scenarios using proxemics cues. However, projection onto dynamic curved

surfaces inherently introduces distortion in the shape of the content. This, in conjunction

with the uneven brightness distribution typical in fog screens (i.e., Mie scattering) can

seriously hinder its use.

This chapter suggests a projection algorithm to overcome these limitations. The al-

gorithm computes the content as it should be seen from the user’s eye position. Then, for

each pixel projected onto the curved display surface, the algorithm determines the colour

that should be mapped to that pixel using the 3D position of the point on the screen and

the location of the user’s eyes. Although a full description of the algorithm is provided

later in this chapter, the explanation above helps to illustrate how the algorithm requires

accurate registration of all user’s eyes, of the projector and of the 3D shape of the display

itself. While the first two are common considerations in virtual reality (VR) and projection

mapping systems, the real-time characterisation of the display shape remains a specific

challenge and this chapter addresses this challenge in the study of following section.

2.4 Shape reconstruction

This section provides a more detailed description of the reconstruction technique to aid

replication by other researchers.

2.4.1 Modelling of pipe shapes

The deformation of the MistForm’s fog screen is driven by the displacements of five ac-

tuators and the two fixed ends of the display. The choice of stepper motor allows for

reconfiguration of the display position, as long as the actuator speed and torque limits are

met.

xi =
si
S
.T.P (2.1)

According to these criteria, it should be possible to create a direct mapping between

the number of steps taken from the homing position (s), steps per revolution (S=200),

number of teeth in the gear (T=11) and the pitch of the raft (P=1.9 cm), and the location
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Figure 2.4: Sampling ground truth data: MistForm projects an array of 15 x 8 points on

the display and uses a calibrated stereo camera (i.e., intrinsics and extrinsics) to retrieve

1,023 samples.

(xi) of the servos, as shown in Equation 2.1. These five inputs are defined as a vector

x̄ ∈ R5. The main goal is to estimate the 3D position v of each point of the display surface,

given a specific input vector x̄. To retrieve these, a sparse set of 15 x 8 points is projected

in even distribution across the display volume.

This study uses a data-driven technique, formulating the goal as the computation of

the position of these projected points, V = {v1, ..., vRxC} ⊆ R4, where R = 8, C = 15 and

N = R.C. Later on, spline fitting will allow an interpolation of intermediate 3D points.

This study will make use of homogeneous coordinates (i.e., 3D points as V = vi( x, y, z, 1) ∈

R4 ), homogeneous 4 x 4 matrices and right hand systems of reference. This will ease the

explanation of the projection algorithm. For some explanations, this study will vectorise

Vc = {vcn}Nn=1 into a column vector V ∈ R4N , representing the sparse shape to compute

for a given x̄ ∈ R5 (i.e., display state). To describe a set C of these variables, this study

will label them as Vc = {vcn}Nn=1, Vc and x̄, with c ∈ C.

2.4.2 Ground truth capture

This study uses a data-driven technique to reconstruct the display shape, correlate the

display state to screen shape, and validate the correctness of the proposed model.

2.4.2.1 Preparing for data acquisition

A stereoscopic camera (Stereo Labs ZED) was used to capture 25 images of a checkerboard

of a known size (10 x 7 tiles, 2.4 cm side) at different positions and orientations in front of
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the camera. A technique discovered by Zhang (2000) was used to retrieve each camera’s

intrinsic and distortion parameters and their positions relative to the checkerboard in

each image. To compute the relative position from one camera to another, this study used

the Levenberg–Marquardt optimisation method (Marquardt, 1963). A checkerboard was

placed at a known position, to retrieve the position of the camera pair relative to MistForm

(see M cam
screen in Figure 2.4 (A)).

2.4.2.2 Dataset construction

Using the projection of the static pattern of 15 x 8 points (see Figure 2.4 (B)), the setup

above allowed for stereo triangulation to detect the 3D coordinates wi( x, y, z, 1) ∈ R4,

relative to the stereo camera. Points were then transformed to MistForm’s space using

the camera extrinsics as vi = M cam
screen · wi.

This study collected data from J=1,023 random shapes, recording the actuator’s input

(x̄) and three samples of 15 x 8 projected points, and created the ground truth V as the

average of these three samples, creating a fixed dataset D = {{x̄j , Vj}Jj=1}, which were

later will be used for training (subset M , with 800 samples) and evaluation (subset E with

223 samples) to assess the quality of the proposed model.

2.4.3 Data-driven shape reconstruction

2.4.3.1 Regularised least square linear regression model

To predict shape V from the five actuators’ input x̄, this study used a linear regression

model: V = x̄TW where W ∈ R5xN .

The five actuators move linearly along the Z –axis. The projected pattern (15 horizontal

dots) assures that at least three or four points fall between any two actuators, giving

enough resolution to reconstruct the shape of the pipe between the two actuators. Very

little variation is expected along the Y –axis, as the laminar filter module creates a thin

straight layer of fog flowing downwards. Therefore, this study can reasonably assume the

linear relationship between V and actuator’s input x̄.

Let X = [ x̄1, ..., x̄
T
M ] ∈ R|M |x5 and Y = [ V T

1 , ..., V
T
M ] ∈ RMx4N . Applying the

regularised least square method, the optimised value of W can be calculated as follows:

W ∗ = argminW ||Y −XW ||22 + λ||W ||2 (2.2)

where W ∈ R5x4N is the linear regression weight matrix and λ is a regularisation
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Figure 2.5: Estimation of the turbulence across the display (left) and reconstruction error

from the proposed regression model (right). Black arrows indicate step motor X positions.

parameter to penalise large, complex W values. The solution has the following closed

form, where I ∈ R5x5 is the identity matrix:

W ∗ = ( XTX + λI) −1XTY (2.3)

To account for missing data in set M , this study relied on the assumption that points

remain constant across Y (i.e., fog flows downwards). Thus, this study assigned missing

Y values to the average Y value of the corresponding row, and missing X and Z values to

the average X and Z values of the column. After the imputation process, this study used

the complete training data matrix to solve Equation 2.3, producing a matrix W .

Matrix W allows for position estimation to a sparse set of 15 x 8 points on the fog

screen at run time. The continuous shape (intermediate points) is interpolated using cubic

splines. For this study, 800 shapes of training data were robust enough to consider drift

effects (i.e., missed steps) for moderate periods of time; however, mechanical switches were

still required to reset the position when the actuators reached the end of their range.

2.4.3.2 Shape reconstruction evaluation

This study used set E (223 shapes) to evaluate MistForm’s shape reconstruction model

This section reports the accuracy that has been achieved and analyses the causes of error

by visualising the error distribution on the fog screen at the XY -plane.

To gain insight into the error introduced by the turbulence of the fog itself, independ-
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ently of the shape, this study first measured the deviation between the three measurements

that were taken from each point, for each given shape. For a fixed point, this study av-

eraged its deviation across all of the different shapes, to provide an estimate of the flow

turbulence at that point. Figure 2.5 (left) shows the application of this process at all

points across the display (i.e., display turbulence). The average deviation across all points

is 0.94 cm, with a minimum deviation of 0.21 cm to the top of the display and up to 3.8

cm to the bottom right. The five black arrows mark the X positions of the actuators, to

evaluate their effects.

Higher error patterns can be observed at the left and right sides caused by: a) friction

between the moving laminar flow (both the fog and protective air) and the outer non-

moving air; b) blending between neighbouring pixels (Rakkolainen, 2008a), which makes

measurements less accurate. High error values are also present at the bottom of the fog

screen, as a result of flow becoming more turbulent (and non-linear) as it travels away

from the flow filter module. It is worth noting that, while the top of the display shows less

turbulence (i.e., smaller deviation), there is a point of high error in the top centre position.

This position matches the location of the projector through the display, and this study

suggests that the bright spot around the projector could make the detection of projected

points around that area less reliable.

Figure 2.5 (right) shows the average error from the proposed regression model across

the display. The global average error of the model is 1.2 cm, with a maximum error of

1.84 cm to the bottom of the display around X = -20 cm. A minimum error of 0.41 cm is

located around the top centre. This study found that this average error to be acceptable,

as it lies in the order of magnitude of the inherent turbulence (0.94 cm) and the thickness

of the fog screen (∼2.0 cm).

The error is also more evenly distributed than in the previous configuration; however,

it still shows the same tendencies as observed in Figure 2.5 (left), showing higher values

at the bottom and both sides of the fog screen. The transition from laminar to turbulent

flow is more noticeable below Y = -45 cm, again leading to higher errors in the shape

estimation.

There are unexpected high error bands around X = -20 cm (between the first and

second stepper motors), not observed in Figure 2.5 (left), indicating a lower predictability

at that part of the pipe. After a post-hoc investigation of the pipe and the step motors’

connections, this study found that the length of the flexible pipe between these stepper

motors was slightly longer than other sections, which resulted in a more flexible (and less
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predictable) part of the display.

2.4.3.3 Shape control: From intended shape to actuators’ input

The proposed regression model enables computation of the resulting display shape, given

the actuators’ input. However, in most situations (as exemplified later in this thesis),

a reverse process is needed: to compute what the input must be in order to produce a

desired shape.

Unfortunately, the proposed model does not support inverse regression (i.e., not in-

vertible matrix). The model implemented a simple gradient descent method, which, when

given a set of input points, finds the actuator’s input that results in a shape minimising

error (i.e., sum of the squares of the distances). Equation 2.1 is used to produce the first

estimation for and actuator’s position and the resulting shape, which has been refined

iteratively. A gradient is computed at each step of each actuation (i.e., how much the

change of one step affects the error), and it iterates for the actuator maximising gradient

(minimising error).

2.5 Projecting on MistForm

The model described above, allows MistForm to reconfigure the 3D shape of its fog surface.

However, as introduced earlier, the observer’s location and projector’s parameters are also

required to correct shape distortion and uneven brightness. This section describes the

process followed to calibrate the projector; it then provides a detailed description of a

rendering process, and an evaluation of the final round trip reprojection error a user would

perceive, as a result of inaccuracies in the calibration and 3D reconstruction method.

2.5.1 Projector calibration

To determine the intrinsic and extrinsic properties, the calibration uses a projector-camera

system (inFocus In116A and Kinect v1). The calibration process first determines the

projector’s intrinsics and its position relative to a depth camera, then the position of

the camera relative to MistForm is computed. The projector’s intrinsics and extrinsics

relative to Kinect were computed by using a sparse dataset of points mapping projected

2D coordinates to Kinect 3D coordinates (a fixed 9 x 6 checkerboard projected onto a flat

white board, collecting a total of 594 points). This calibration process uses the approach by

Zhang (2000) to retrieve projector’s extrinsics (Mproj
kinect) and intrinsics, and transforms the
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intrinsics matrix2 into the equivalent projection matrix (Pproj). The process determines

the position of Kinect relative to MistForm (Mkinect
screen) using a checkerboard, as did the

stereo camera before, which allows the computation of the projector position to MistForm

(Mproj
screen = Mkinect

screen · M
proj
kinect)

2.5.2 Rendering algorithm

MistForm’s rendering algorithm makes use of several stages, explained in the following

subsections. Current implementation of MistForm with a single 3D projector can provide

support for stereoscopic rendering for two users (exemplified later in this chapter); however,

it can be used with glasses-free multi-projector arrays supporting several users. Addition-

ally, brightness compensation in the rendering algorithm makes use of the attenuation

profile of fog. However, using other profiles (e.g., the bidirectional reflectance distribution

function of cotton fabric) will allow the algorithm to be reused for other shape changing

displays.

2.5.2.1 Rendering user-specific views

For a variable number of N users, the algorithm produces a set of 2 . N observer views,

one for each eye (Figure 2.6 illustrates an example for one user, for simplicity). In the case

of a multi-projector array, one observer view would be computed per projector. Let ei ∈

E be an observer view, M ei
screen its position relative to MistForm and Pei the projection

matrix that determines what the eye would see through MistForm’s from panel (defined

by corners TL(-0.45, 0, 0.18) and BR(0.45, 0.56, 0.18).

The algorithm then renders the 3D scene into a texture ti, capturing the observer’s

view of the 3D scene from its position. This produces a total set of textures T = U2N
i=1 ti ,

with the views of all N users around the display.

2.5.2.2 Geometric compensation

Compensation of geometric distortion in each texture ti can be faced as a projection

mapping problem. Using the proposed regression model, it creates a 3D model of the

current shape of the fog surface, and renders it from the projector’s perspective (i.e.,

using Pproj and Mproj
screen), which allows MistForm to reconfigure the projection on each

point of the fog surface.

2http://ksimek.github.io/2012/08/13/introduction/
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Figure 2.6: An example of the rendering algorithm for a user that computes the view of

the user’s eyes through MistForm’s front panel. Each pixel, F , projected on the screen is

reprojected towards the observer (F ′) to determine its colour.
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Figure 2.7: Example images of brightness without correction (A) and with correction (B).

MistForm created a custom fragment shader that reprojects each fragment (i.e., point

on the fog screen) to the observer’s space and then retrieves the colour that should be

projected on that point from ti. Let fNDC be the coordinates of the screen point in the

projector’s NDC space. Its mapping to the observers’ NDC coordinates (f0) can be

computed as shown in Equation 2.4.

f0 = Pei · (M ei
screen)−1 ·Mproj

screen · (Pproj)−1 · fNDC (2.4)

The mapping from observer’s NDC to UV texture coordinates can then be easily

computed as in Equation 2.5.

(u, v)ti = (0.5 · (f0 · x+ 1), 0.5 · (1− f0 · y)) (2.5)

It must be noted that all matrices (and their inverse) involved in this reprojection

algorithm are constant across all pixels in a frame and can be precomputed once per frame.

Thus, only matrix multiplications are required, incurring on a minimal performance hit.

2.5.2.3 Brightness compensation

To correct uneven brightness (see Figure 2.7), this study follows the approach described

by Martinez Plasencia et al. (2014b), but instead of using a sparse attenuation mask

and interpolation, the application is done on a per-pixel basis in the fragment shader.

This is done by encoding the attenuation profile (i.e., mapping cos α to the inverse of

the brightness distribution) as a precomputed texture. This is then used by the fragment

shader to correct brightness on each pixel, based on the dot product between the projected

ray and the observer (see angle α in Figure 2.6).
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2.5.3 Evaluation

To demonstrate that the algorithm can correct the projection distortion induced by the

shape of the screen, MistForm displayed several virtual spheres on 50 different fog shapes

(as seen in Figure 2.8 (left)), and analysed their reprojection error (i.e., distance between

where each sphere should be seen and where it was actually detected). To do this, a

calibrated camera is placed at 70 cm in front of the display (i.e., the position of an

observer’s eye), and the spheres were distributed in three planes of 11 x 6 spheres, across

MistForm’s volume (see enhanced working volume for 3D free-hand interaction, later).

This study measures reprojection error using three alternatives:

– No Correction: This mode illustrates the effect of not taking the shape curvature

into account. As a best effort in this case, this study computes perspective corrected

views as seen through the plane Z = 0 (i.e., centre of the volume).

– Näıve Spline Reconstruction: This study produces a Näıve reconstruction model

based on cubic splines, and uses the displacement of control points (Equation 2.1)

and the position of the two fixed ends of the pipe as control points to approximate

the shape of the pipe, to extrude this curve downwards (i.e., fog flowing downwards),

and to estimate the shape of the display. The proposed projection algorithm is used;

the only change being the reconstruction algorithm.

– Regression Model Reconstruction: This measurement uses the proposed reconstruc-

tion technique and projection algorithm, as explained throughout this chapter.

Figure 2.8 (right) shows the results obtained from each of these three configurations.

Unsurprisingly, the No Correction approach yields very negative results, with an average

reprojection of 12.34 ± 8.9 px (mean and standard deviation). Results only remain rel-

atively low at the top centre of the display, where the camera is aligned to the projector,

yielding minimum distortion. Considering the camera location and extrinsic parameters,

this can translate in an error in the range of 0.49–3.02 cm. The high deviation of error

across the display also implies noticeable distortion as content is moved across different

points of the screen.

The Näıve Spline and Regression models resulted in average errors of 6.36 ± 3.72

px and 3.79 ± 2.2 px, respectively. Error distribution follows the previous observations,

being relatively higher at the sides and bottom of the display. The Spline model shows

greater errors on the right side of the display. This can indicate parts of the display
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Figure 2.8: Projected virtual spheres distributed across MistForm’s working space (top

left), using 50 different shapes (bottom left). The reprojection error for three different

approaches: (left–right) no correction; Näıve Spline correction; using the proposed model.

with more complex dynamic behaviour as a result of the pipe, which does not adapt to

a Spline model defined by the position of the actuators alone. The additional resolution

in the proposed model allowed it to capture the complex dynamic behaviour, resulting

in a more stable error distribution. The Spline model results in average error 0.91 cm,

against average errors of 0.55 cm for the Regression model. This difference might not

seem enough to justify a more complex reconstruction approach, especially considering

the results from the proposed Regression model could be subject to a ceiling effect due

to the inherent turbulence in the fog. Additionally, the higher deviation of errors in the

Spline model (errors in the range of 0.37–1.43cm) results in a less stable correction as

contents are moved across the display, while the proposed model provides more stable

results (0.22–0.85cm).

2.6 Exploring interaction possibilities

The type of displays proposed in this chapter inherit affordances both from shape changing

and fog displays. However, it is the combination of both that enables new interaction pos-

sibilities, both for 2D and 3D content. This section first identifies these novel affordances,

then discusses the opportunities they raise for 2D and 3D interaction.
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Figure 2.9: (A) The interplay between the position of the display, brightness and blending

with neighbouring pixels. Both effects become more apparent when the display moves

closer to the user (B), and decreases with distance (C).
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Figure 2.10: Examples for 2D interaction. (A) a concave shape produces a central region

with optimum visibility, with bigger distortion to the sides; (B) this shape can adapt to

user’s displacements in front of the display; (C) concave shapes offer support for close

collaboration, while a triangular shape creates regions for personal interaction (D).

2.6.1 Identifying affordances

2.6.1.1 Blending, uneven brightness and shape changes

Fog screens introduce visual artefacts due to directional light scattering (uneven bright-

ness) and volumetric scattering (blending pixels) of small particles (Rakkolainen, 2008b;

Martinez Plasencia et al., 2014b). The tendency of pixels to blend with neighbouring

pixels is related to the thickness of the fog display: light starts scattering as it travels

through the fog curtain, which will make it visible in other areas/pixels of the display (see

red area in Figure 2.9 (A)). Thus, blending will be minimal where the projector’s light

rays are perpendicular to the fog surface, and will increase further to the sides. Uneven

brightness is also related to the angle between the projector rays and the observer, making

the display brighter between the observer and the projector and decreasing to the sides

(as shown in Figure 2.9 (A) where yellow represents brightness). In a system such as Mist-

Form where the user stands within an interactive range of the display and the projector

is positioned far away, small displacements of the screen can have a drastic influence on

these effects. As illustrated by Figure 2.9 (B), when MistForm is at its closest position

to a user, both uneven brightness and blending become more significant than with the

display 18 cm further away (Figure 2.9 (C)). MistForm’s shape-changing capabilities not

only mitigate such common issues, but also turn these issues into reconfigurable features,

which enable zones of shared visibility (Figure 2.10 (C)) and personalised 2D (Figure 2.10

(D)) and Figure 2.11 (B)) and 3D (Figure 2.13) views, as explained in the following next

sections.
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2.6.1.2 Zone of Comfort(ZoC), fog screens and shape changes

Autostereoscopic, multi-view and, in general, any planar 3D displays only allow small

working volumes, due to the interplay between vergence–accommodation conflict (Hoffman

et al., 2008) and the limited depth of field (DOF) of the human eye. When seeing 3D

content in these displays, our eyes converge on the 3D object, but they must focus on the

display surface (i.e., vergence–accomodation). Given the depth of field of our eyes (± 0.3

dioptres (DPT)), only real objects within 0.3 DPT of the display surface will also be in

focus, which defines the display’s zone of comfort (ZoC) (Shibata et al., 2011). Thus, if

we focus on a display within our arm’s reach (e.g., 50 cm ∼ 2 DPT), we will only see our

hand in focus in front of 7 cm of the display (43 cm ∼ 2.3 DPT), which means we will

only be able to interact comfortably with 3D contents inside those 7 cm.

In comparison, MistForm offers two advantages. First, being permeable, our hands

can access the space behind the display surface. In the example above, this would give

access to an extra 9 cm (59 cm ∼ 1.7 DPT) resulting in a ZoC of 16 cm. Secondly, by

moving the fog surface, the location of this bigger ZoC can be dynamically adjusted. By

tracking user’s focus (their gaze or hand trackers, for instance), the dynamic ZoC can move

to keep both hands and 3D content within the ± 0.3 DPT range, allowing comfortable

interaction and without accommodation issues. Contents outside, would still be correctly

visible (using the proposed algorithm), but the adjustable ZoC should move towards them

if user still wants to interact with them. The implementation – explained later in this

chapter – describes how this can be used to increase the working volume from 7 cm up to

30 cm.

2.6.2 Interacting with 2D content

When not using 3D glasses, MistForm can be used to display 2D content on its display

surface. The geometric compensation is not needed here, but the display’s shape recon-

struction will still be needed to wrap contents correctly (e.g., to make the curvature of a

dialog window match the actual curvature of the screen) and to allow user’s input to be

mapped to content correctly (e.g., to map a finger touch to a small button).

Exploiting the relationship between brightness, blending and shape, MistForm’s pro-

jection surface can adapt to the position of users in front of it. For a single user, a concave

shape can cover the space his arms can reach comfortably (Figure 2.10 (A)). The central

part of the shape would minimise artefacts, enabling a main space for interaction, the
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Figure 2.11: Concave shapes adapt well for single user scenarios (A). Triangular shapes

create separate spaces for two users (B).

space closer to the periphery would suffer both from blending and lower brightness, mak-

ing it more appropriate for holding peripheral content. Adapting the shape as the user

moves (Figure 2.10 (B)) can keep contents within reach or even at constant positions rel-

ative to the user (central or peripheral), as a reduced version of the personal cockpit (Ens

et al., 2014). If a second user joins, this affordance can be applied to reinforce proxemic

interactions between the users (Ciolek and Kendon, 1980). For collaborating users (see

Figure 2.10 (C)), the display should be placed to the back of their o-space (Figure 2.10

(C)), but still within the limits of the user’s reach. This will ensure that brightness is

higher for both observers.

In contrast, if users break apart to focus on individual tasks (e.g., separation, divergent

users’ views), the display could progressively reconfigure its shape from a concave to an

almost triangular shape (see Figure 2.10 (D)), creating a differentiated surface for each

user. Unlike the previous configuration, this would result in considerably different angles

between each point of the screen and the observers; while the space in front of each

user would offers good visibility for them personally, their visibility of the other user’s

space would suffer from high brightness attenuation and blending, These attributes work

together to create personal spaces for each user (see Figure 2.11 (B)).

2.6.3 Interacting with 3D content

2.6.3.1 Enhanced working volume for free-hand 3D interaction

MistForm was designed relying on the possibility of dynamically regulating the ZoC of

the display, by adjusting the position and shape of the fog display. MistForm offers a
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Figure 2.12: The actuator’s range (18 cm) is enough to dynamically extend the display’s

ZoC to cover the full range that an average male user can reach comfortably, by adjusting

the position of the fog screen.

total working depth of up to 30 cm, covering the space where an average male adult user

can interact comfortably. This study uses the ergonomic metric RULA (McAtamney and

Corlett, 1993) and computed minimum (i.e., upper arm at -10◦; and lower arm at 100◦)

and maximum interaction distances (i.e., upper arm at 45◦; and lower arm at 80◦). Using

average anthropometric measurements (i.e., upper and lower arm length of 36.88 cm and

35.92 cm respectively), this results in a working depth of 28.8 cm and 55.4 cm, which

aligns with estimates by other researchers, (for example, 0.4–0.8 arm’s length in a work

by Valkov et al. (2011)).

In Figure 2.12, (A) and (B) illustrate how the range of the linear actuators (18 cm) is

enough to cover this working volume for a user standing at 32 cm from this display, In this

situation, for any 3D content shown inside the working volume, it is possible to place the

diffuser surface within 0.3 DPT, assuring that both the object and the user’s hands that

are interacting with it stay within the ZoC. User’s hand position has been used to detect

the intent of his/her interaction. The bounding box of the objects within 7 cm to the

hand are fed to the shape control algorithm to automatically determine the best display

position. This binary condition can cause sudden changes of shape when hand movement

makes an object fall out of the range, and progressive approaches should be taken instead.
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Figure 2.13: Triangular shapes provide users with independent 3D views, while minimising

visibility of the other user’s view.

2.6.3.2 Support for multi-user scenarios

The dependency between brightness, blending and shape allows MistForm to deliver dif-

ferent 3D views to its users, within limitations. Multi-view support is depicted in Figure

2.13, and it is based on the use of triangular shapes. As explained in the multi-user 2D

scenarios, this configuration maximises the difference in perceived brightness between the

two regions of the display and was used as a way to enforce disjointed working spaces.

The same property has been used to allow for different perspectives of the same shared 3D

object, presented in the o–space between the users. Each user will see a bright image of the

3D object from his/her perspective, while only receiving a residual image (i.e., less bright

and distorted) from the other user’s perspective. The technique in this chapter, cannot

allow for full multi-user 3D support (e.g., contents spanning across the whole screen) and

can only dedicate specific parts of the display to each user. However, this technique can

still be of use in the examination of common objects of interest; it can be supported with a

conventional 3D projector and can be combined with personalised 2D contents to support

mixed focus scenarios, such as those by Martinez Plasencia et al. (2014b).

2.7 Discussion

MistForm is the first system to explore the novel interactive possibilities that arise from

combining: a) the inherent properties of fog as a display medium; and b) the ability to

dynamically track and move the permeable screen to affect its visual properties. The

research included in this chapter has shown how this can offer innovative possibilities.

Adjusting the shape of the display can be used to reduce blending and uneven brightness,



45

which are known issues in fog displays, and the shape changes employed can transform

these issues into useful and controllable features. The research in this chapter explored

this feature and identified display configurations to optimise visibility to all users or to

produce personalised regions to specific users. Combining the shape changing patterns

with proxemic or ergonomic considerations and specific use cases, have allowed this study

to identify interesting usage scenarios.

Moving the fog surface enabled a dynamic/movable ZoC, which allowed the current

research to produce a prototype that provides a working volume more than four times

large than an alternative planar 3D (despite using a relatively small actuation range of

18 cm), which allows for the comfortable interactive range of an adult user. MistForm’s

dynamic ZoC can offer a flexible alternative to other display techniques in scenarios where

3D interaction with our real hands, real tools, or semiotic gestures aimed at co-workers

are important. For example, in a 3D CAD application, a designer using a cave automatic

virtual environment (CAVE) will only be able to interact comfortably with 3D content

within the front few centimeters of the display. Proxies (e.g., virtual hands and pointers)

allow for interaction beyond this space, but at the expense of the expressiveness of the

user’s real hands (eyes focus on the CAVE wall, not on the hands). If the designer needs

to be aware of a client’s feedback (e.g., the client pointing at a part of a 3D object), the

designer will be forced to switch focus between the display surface (to view the content)

and the client’s hand (to observe the gesture). This can hinder collaboration and create

unnecessary visual fatigue, as the user must constantly shift focus between their hands

and the display, even if both are virtually close. VR solutions can attenuate these issues,

as they do not require shifts in focus; however, direct facial expressions are occluded and

collaboration is limited by the expressiveness of the mediators (i.e., avatars) used. Benefits

also apply in training scenarios, e.g., conducting a surgery, where tools (e.g., scalpels) are

central to the task. MistForm allows hands, scalpels, and (virtual) organs to remain in

focus. An awareness of their surrounding which is not possible when using HMDs, will

allow trainees to observe and engage with other users as in the real world, e.g., nurses in

an operation theater. The techniques have been described, and their evaluation using the

MistForm prototype, should also serve as a basis for other researchers exploring this field,

and help them to solve the most demanding challenges involved.

The prototype presented, however, is not free of limitations. The Näıve model of

actuators and fans is noisy (66 dBA at the user’s interaction area), which can hinder

interaction, particularly when considering collaborative scenarios such as conversing with
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peers. Using an aerosol heavier than air (e.g., cooling-down fog, or using dry ice) may

offer a departure point for further exploration. The fog aerosol in MistForm is lighter than

air, which requires the use of a relatively faster flow of air to achieve the desired display

height. A heavier aerosol will function with a slower flow, allowing the use of less powerful,

and therefore, quieter fans. A better choice of linear actuators may also reduce noise even

further, and could also improve MistForm’s ability to adjust its ZoC (currently limited to

40 cm/s), making it suitable for tasks requiring faster hand motion. The choice of active

shutter glasses will also affects perceived brightness, which may become an issue if larger

form factors are explored (i.e., brightness will become even lower to the sides, and shutter

glasses will further decrease brightness). Although this was not an issue with MistForm,

this choice of 3D technology was simply a matter of convenience, and this chapter suggests

interested practitioners to use alternative technologies, such as passive glasses. This will

involve the calibration of a second projector, but the methods and algorithms described

herein will remain applicable.

Using multiple projectors is another interesting line of exploration. As demonstrated

by Yagi et al. (2011), a multi-view display can be created using a dense array of projectors,

removing the need for 3D glasses. Furthermore, as these rely on using the brighter parts of

the scattering function (i.e., users see the pixels from the projector that is directly aligned

with their eyes), this will allow for the use of dimmer projectors while still making better

use of their brightness profile. Moving the display surface relative to the user may also

help align the view to the user’s eyes and thus avoid crosstalk between other views.

2.8 Conclusion

MistForm is a novel display technology combining the affordances of shape changing and

fog displays. This chapter presented a suitable design and identified challenges related to

this technology, addressing the estimation of the display shapes created and a projection

algorithm to remove optical artefacts using geometric and brightness compensation. It

also evaluated both the reconstruction and projection algorithms, and showed that the

proposed technique can successfully minimise the distortion that occurs as a result of

projecting on changing surfaces. This work explored the novel possibilities enabled by

combining the shape-changing with mid-air displays. For example, MistForm can change

shape and demonstrate how brightness and blending affect different areas of the display.

This chapter showed how this can be used to support different scenarios involving single
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or multiple users. It also indicated how moving the fog surface can create a dynamic

ZoC for the display, enabling freehand interaction over larger volumes without vergence–

accommodation issues. These features illustrate the potential of MistForm and enable

new forms of interaction and collaboration. Although this chapter provides information

that supports the ability to reconfigure mid-air displays composed of permeable materials,

two drawbacks are observed. First, the system is noisy and bulky due to the hardware

requirements, e.g., a pipe for mist diffuser, mechanical actuators to drive the pipe, fog

machine, and a base to support the system. Second, it only offers coarse control. Chapter 3

and Chapter 4 discuss how to limit these drawbacks. The thesis author invented the idea in

these chapters, designed and implemented them, gathered and analysed the experimental

data, demonstrated the concept and wrote the published manuscripts of the chapters

(Norasikin et al., 2017, 2018, 2019) with contributions of all authors.
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Chapter 3

SoundBender: Dynamic acoustic

control behind obstacles

3.1 Introduction

The ‘Ultimate display’ (Sutherland, 1965) and Ishii’s ‘Radical Atoms’ (Ishii et al., 2012)

have encouraged HCI researchers to reconfigure matter at a distance for user interface

applications, including the one described in this chapter1. Sutherland (1965) imagines a

display that can present information by reconfiguring existing matter, and that matter does

not necessarily need to follow the physical reality, as an opaque screen must, which that

a display can be made of transparent materials. Meanwhile, Ishii et al. (2012) envisioned

digital information manifesting physically.

A number of contactless approaches exist for reconfiguring matter in the air (i.e.,

light-scattering particles), such as aerodynamics (Alrøe et al., 2012), magnetophoresis (Lee

et al., 2011), ultrasound (Ochiai et al., 2014; Omirou et al., 2015; Marzo, 2016), and optical

traps (Smalley et al., 2018b). Among these approaches, ultrasound has received particular

attention, for two essential reasons. First, by using non-audible sound waves, the approach

provides specific affordances (i.e., levitation and tactile feedback), without interfering with

audio modalities (e.g., no parasitic noise). Second, ultrasound only depends on the acoustic

pressure of the sound field, and in the case of levitation, on the object’s density. No other

physical properties, such as magnetic or electrical properties, are required. These benefits

1The preliminary study of this chapter was presented at the 24th International Congress on Sound and

Vibration ICSV24 (https://iiav.org/icsv24/). The final study was published in the Proceeding

UIST ‘18, Proceedings of the 31st Annual ACM Symposium on User Interface Software and Technology,

pp.247–259 (http://doi.acm.org/10.1145/3242587.3242590)

https://iiav.org/icsv24/
http://doi.acm.org/10.1145/3242587.3242590
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allow acoustic levitation to be applied to materials ranging from polystyrene beads to

coloured liquid (Foresti et al., 2013), and even food (Vi et al., 2017).

The bulk of previous approaches for reconfiguring matter with ultrasound relied on the

use of arrays of ultrasonic transducers, either to create standing waves using the nodes and

anti-nodes of sound waves for levitation (Sahoo et al., 2016; Williamson et al., 2017), or to

create more complicated fields, such as multi-point feedback (Long et al., 2014), where the

sound waves are focused at several points in space for providing tactile feedback (i.e., focal

points), or the use of acoustic tweezers (Marzo, 2016), which create a physical pincer using

sound field that are capable of trapping an object in free air. However, the physical size of

the transducers limits the resolution of the sound fields that can be created. According to

Nyquist (1928), reconstructing the sound field of a specific frequency requires the sound

sources to be separated by less than half of the wavelength (λ) of said frequency (modulator

pitch < λ/2). However, the size of commercially available ultrasound transducers easily

exceeds this threshold (e.g., transducer at 40 kHz is 10mm ø; λ/2 ≈ 4.3 mm).

Acoustic metamaterial (MM) can avoid this limitation, as it allows for a much smaller

modulator pitch compared to commercial transducers. Acoustic MM are assemblies of unit

cells, each inducing a local change in the phase and/or intensity of the incoming acoustic

waves. Since MM can be 3D printed with ease, the size of each cell can be designed to offer

the required modulator pitch (i.e., cell size < λ/2), even in the ultrasonic frequency range.

These have been used to reconfigure vibrations (Ion et al., 2017) and sound (Li et al.,

2016). Ion et al. (2017) proposed a reconfigurable MM structure that has the capability to

perform a task with vibration propagation, for example, to lock and unlock a doorknob.

This is achieved through cells of bistable springs. Meanwhile, Li et al. (2016) proposed a

modular sound filter that is able to improve the sound quality of an audio output device

for any given geometry of the physical structure. The primary benefit of acoustic MM is

that it can encode complex fields. However, they are generally static in nature (i.e., they

do not change over time), and their application for creating interactive features, remains

unexplored.

This chapter presents SoundBender, a hybrid ultrasound modulator that reconfigures

matter in free air, by combining the benefits of acoustic MM and PAT. The MM encodes

a complex but static sound field (e.g., an acoustic hologram), while the PAT adds dy-

namic and real-time control (e.g., it can move/stretch the sound field in 3D, and switch

between levitation and tactile functionalities). The first part of this chapter reviews relev-

ant literature of PATs and acoustic MM, and describes a preliminary study of the hybrid
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Figure 3.1: SoundBender combines ultrasound transducer arrays and acoustic MM to

create a complex sound field (i.e., self-bending beams). The self-bending beam allows

for dynamic features (e.g., levitation) above passive props, while the phased array allows

interactive 3D control of the position of the features.
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Figure 3.2: Example sound fields of increased complexity, created using PAT: (a) Standing

wave (using a transducer and a reflector) (Omirou et al., 2015; Sahoo et al., 2016); (b)

single focal point (Carter et al., 2013); (c) multi-focal points (Long et al., 2014); and (d)

acoustic tweezers trap for one-sided levitation (Marzo et al., 2015).

modulator, SoundBender, where it provides a technique to exploit a combination of PAT

and MM to manipulate a complex sound field (i.e., self-bending beams), and reveals the

potential of such a hybrid modulator to reconfigure matter in mid-air.

The second part describes the final study and presents the capabilities of the hybrid

modulator. The modulator utilises the complex sound field (bent beam) to bend around

static objects on top of a modulator and create interactive features (e.g., levitating and

controlling light scattering particles, steering non-solid matter light scattering particles

around the static object, and creating dynamic tactile points). Figure 3.1 illustrates how

the hybrid technique creates the bent beam, levitates matter, and reconfigures it in a 3D

space. This chapter also presents an evaluation of the technique used for recreating the

intended sound fields (i.e., self-bending beams) and reconfiguring matter in mid-air, and

discusses the application scenarios enabled by SoundBender, highlighting potential areas

of further research for the HCI community in future.

3.2 Related work

This section reviews relevant research pertaining to matter manipulation and reconfig-

uration in mid-air using ultrasound approach. The technique can be classified into two

types: transducers-based and acoustic MM-based. This section evaluates their strengths,

limitations and the key techniques in relation to SoundBender.

3.2.1 Transducer-based acoustic modulators

The ultrasound approach offers interesting capabilities in levitating and manipulating

substances in the air, and has a profound significance in biomaterial (Vasileiou et al., 2016),
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pharmaceutical (Weber et al., 2012), and microparticle (Hertz, 1995) studies. Acoustic

levitation was first observed more than 150 years ago, with small dust particles being

trapped in the low-pressure lobes of a standing wave (Poynting and Thomson, 1906). This

inspired the first example of particle levitation using a setup consisting of a transducer

and an opposing reflector plate set-ups (Brandt, 2001) (as in Figure 3.2 (a)).

This transducer–reflector technique has been exploited to levitate and manage different

substances in the air, including living organism such as insects (Xie et al., 2006) and

fish embryos (Sundvik et al., 2015). The principle behind this technique, using either a

transducer and reflector or a pair of opposing transducers, is reliable and leads to strong

trapping forces, which is why it is at the core of advanced graphics and display applications

and recently has been extensively used within the HCI community (Ochiai et al., 2014;

Omirou et al., 2015; Sahoo et al., 2016; Omirou et al., 2016).

PixieDust (Ochiai et al., 2014), for example (see Figure 3.3), used two pairs of opposing

PATs for acoustic levitation. It created a reconfigurable floating display system of light

scattering particles, which exploited a repeated lobe pattern in standing waves to levitate

and reconfigure a group of light scattering particles (i.e., polystyrene beads). It projected

static and dynamic graphical information onto the beads with a light projector, and shifted

the phase of the transducers to move those shapes in 3D space. LeviPath (Omirou et al.,

2015) used the same technique to allow for 3D displacements of light scattering particles,

but constrained the displacement to specific directions according to a motion sensor (i.e.,

leap motion). Floating Charts (Omirou et al., 2016) later adapted the technique to create a

module of levitated display. It was capable of reconfiguring each light-scattering particle in

mid-air as free-floating charts. JOLED (Sahoo et al., 2016) further improved the technique

and presented a concept of a levitated game and bistable display. It was capable of

reconfiguring the rotation of the levitated particles, with control achieved by first coating

the two hemispheres of the particles with two different materials. One hemisphere was

coated with an electric charging material (i.e., titanium dioxide (TiO2)), while the other

hemisphere was covered with colour paint. The system used a dielectric polarisation

mechanism to rotate the particles, where it changed the charges of the polarity of the

particles by modulating the voltage through transparent electrodes. Consequently, this

technique presented the different physical properties of the particles to users. However,

this technique starts to fail when more control on the individual levitated matter is desired

(e.g., movement): not only is the spacing between the traps is limited to half-wavelength

λ/2, but the entire standing wave needs to be shifted for a single trap to be displaced.
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Figure 3.3: A mid-air display of levitated particles (Ochiai et al., 2014).

The typical solution is to use transducer arrays, as in ‘acoustic tweezers’ technique (Lee

et al., 2005; Lee and Shung, 2006; Baresch et al., 2016) (see Figure 3.2 (d)), where precise

control of the phase of each transducer allows for dexterous control of one or multiple

traps. Typically, at least two pressure focal points are used to levitate substances against

gravity. A variation of this technique (i.e., ‘tractor beam’) even achieved manipulation of

substances in the air using a single-sided transducer array (Marzo et al., 2015, 2017b).

Levitate (Williamson et al., 2017) introduced path-tracing algorithms to animate mul-

tiple voxels in 3D space. This technique has also been used for tools (Marzo et al., 2017b)

or gloves (Marzo, 2016). Using this one-sided technique, other works have exploited sound

interference and have achieved greater control over the sound field. Carter et al. (2013)

used constructive interference at a focal point (see Figure 3.2 (b)) with this technique, and

modulated the ultrasound wave at 200 Hz to allow skin receptors to perceive acoustic ra-

diation, thus enabling mid-air tactile sensations. Long et al. (2014) extended this method

for the multi-point technique (see Figure 3.2 (c)). However, this technique has three main

limitations: the forces are relatively small in the plane perpendicular to gravity, the size

of the levitated particles is limited to half the wavelength (due to diffraction), and when

transducers are larger than λ/2, they are subject to energy losses due to aliasing effects.

The literature reports two other interesting techniques for acoustic levitation: a tripod-

like technique, which was used to levitate a large polystyrene sphere (50 mm in diameter)

(Andrade et al., 2016), and a λ/2 trap technique, which was used to levitate a compact

disk on top of a 19 kHz transducer (Zhao and Wallaschek, 2011). Despite these two

techniques successfully levitating large objects, the distance between the transducer(s)

and the levitated object was approximately half-wavelength. Additionally, in the case of

the levitated CD, a rod was being used to stabilise the levitated object in the acoustic
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field, thus decreasing the versatility of the system.

The techniques above offer excellent control in terms of phase and amplitude. However,

they rely on PATs, and the size of existing ultrasound transducers exceeded the minimum

pitch requirement (i.e., the separation between its sources/transducers) for regenerating

the maximum frequency of a sound field. For example, to recreate a sound field at 40

kHz with a commercial PAT that has 16 x 16 transducers, where each transducer has a

10 mm diameter (e.g., Ultrahaptics, version 2.0.0, pitch 10 mm), the maximum temporal

frequency that can be reconstructed from a fast Fourier transform (FFT) analysis is ∼ 15

kHz (Press et al., 1988). This does not mean they cannot reproduce any sound field at 40

kHz; however, it limits their application to sound fields with a higher spatial resolution

(i.e., high-fidelity sound fields).

A similar 16 x 16 arrangement, but with sources spaced λ/2, will allow reconstruction

at ∼ 35 kHz. A higher number of sources can marginally increase these limits, but only a

pitch less than λ/2 will allow reconstruction at full 40 kHz. Thus, the limiting factor for

PATs is the size of its transducers. Transducers require a parabolic plate, to help direct

and focus the acoustic pressure, but the size of the radiating area (D) of the parabolic

plate must remain larger than λ (D � λ) (Waanders, 1991), which practically limits the

minimum size of focused transducers (and the minimum pitch of a PAT) in terms of being

larger than λ. Non-focused, flat-mounted transducers (Kota and Nakatera, 1996) allow

for smaller sizes (∼ 6 mm) but they are still larger than λ/2), and their lower radiating

pressure also renders them unsuitable for HCI use, e.g., for levitation (Waanders, 1991).

Spatial aliasing effects will occur when transducer size is greater than λ/2 (Hertz, 1995;

Weber et al., 2012; Sundvik et al., 2015). This effect happenes due to insufficient sampling

of a data along a space axis and is a universal problem. To solve this problem, this thesis

refers to work by Nyquist (1928), which suggests sampling two points per wavelength,

λ/2. A preliminary exploration of spatial aliasing was carried out in this study. Figure

3.4 (a) shows that the spatial aliasing effect occurred when a commercial PAT of 40 kHz

transducers (transducer’s diameter = 10 mm, half of a wavelength λ/2 = 4.3 mm) was

used to reconstruct a complex sound field (i.e., bending beam). Figure 3.4 (b) shows

that bending beam successfully reconstructed of closely packed transducers, which each

of the transducer has half of wavelength diameter (λ/2 = 4.3 mm). When the study of

SoundBender was carried out, a commercial phased array with 4.3 mm transducers was

not present. To achieve such a small source, a low-cost 3D printed labyrinthine MM bricks

(Memoli et al., 2017) with a lower pitch were designed and assembled in front of the 40
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Figure 3.4: A simulated self-bending beam with transducer arrays of different sizes and

spacing: (a) transducer’s diameter = 10 mm, spacing 10.5 mm; (b) transducer’s diameter

is 4.3 mm, spacing is 6.3 mm spacing.

kHz ultrasound array, acting as a lens for the high-fidelity sound field. The array was later

is used to modify (e.g., steer or stretch) the sound field. The next section will review the

works related to MM-based acoustic modulator techniques.

3.2.2 Metamaterial-based acoustic modulators

Prior research in acoustics explored acoustic MM, a technique that produces a high-fidelity

sound field beyond the transducer’s limits. Acoustic MM are elements specially designed

to manipulate the phase and amplitude of the incoming wave to create and control the

sound field (e.g., by directing a focal point).

The MM technique has been successfully used to manipulate a sound field to create

negative diffraction (Wang et al., 2016), self-bending beams (Li et al., 2014a), acoustic

holograms (Melde et al., 2016), 2D letters made of sound (Xie et al., 2016), structures

to deviate seismic waves (Colombi et al., 2016), and also for acoustic levitation (Memoli

et al., 2017). It can be easily 3D printed, and is able to provide sound fields with higher

spatial resolution than transducers alone can provide (Wang et al., 2016). Melde et al.

(2016) used the MM technique to reconfigure water with sound, and to demonstrate the

drawing of a 2D image, or to control the trajectory of matter, both on the water’s surface.



56

The work first defines the 2D image and computes its 2D phase profile. Next, the distance

between the reconstructed image on the water’s surface and the MM is defined. When the

MM is placed in front of a planar ultrasound source in the water, it will modify the 2D

phase profile, drawing the target image on the water’s surface.

Xie et al. (2016) designed an optimised MM technique, reconfiguring a complex sound

field to draw images – the letter ‘A’, for example. The work modified the Weighted

Gerchberg-Saxton (GSW) algorithm to obtain optimal phase distribution for the sound

field. The work designed a set of twelve 3D printed unit cells of optimised labyrinthine,

made of acrylonitrile butadiene styrene (ABS) plastics, operated at a frequency of 4,000

Hz (i.e., a frequency within audible range frequency) with 180◦ – of relative phase delay

coverage and with constant transmission amplitudes. The work found strong agreement

between the measured and simulated sound field of the target image reconstruction.

Memoli et al. (2017) then explored the use of the MM technique in the ultrasound

region (40 kHz). The work demonstrated that high-fidelity sound fields could be created

from a discrete set of 16 phased-delay bricks (pitch ≈ λ/2) with a constant amplitude,

which highlights the advantage of MM over PATs, i.e., a high density of sources.

The main drawback of the MM technique is that MMs are static. Thus, they are

tailored to one specific function and have no dynamic control over phase and amplitude.

Some designs, use moving parts (Chen et al., 2014; Popa et al., 2015), but only allow

for minor changes to the created sound field, a limit that opens up a new exploration in

reconfiguring matter through hybrid acoustic MM.

SoundBender draws on a hybrid technique based on the limits and strengths of both

MMs and PATs above. SoundBender uses the strength of MM (i.e., high-density source)

to create a complex sound field, and overcomes the limit of the static MM with sound

field reconfiguration through the PAT, creating a hybrid sound modulator. SoundBender

incorporates a complex sound field (i.e., bent beam) derived from the work of Zhang et al.

(2014), which projects acoustic energy along a predetermined curve for the beam (as can

be seen in Figure 3.4 (b)). This curved beam is hardly done by using PAT of larger than

the said wavelength (as in Figure 3.4 (a)). The following section discusses a preliminary

study on how to design the complex sound field (i.e., self-bending beams) with MM, and

a technique for reconfiguring the sound field.
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3.3 Preliminary study of a self-bending beam and reconfig-

uration method

The concept of self-bending beams (used in this chapter to illustrate the technique in

SoundBender) was initially used in engineering applications, to blanket buildings from

noise (Maldovan, 2013) or to protect areas from earthquakes (Colombi et al., 2016). Such

beams can produce a focal point at the end of the curve (Li and Assouar, 2015; Gao

et al., 2016) and act as single beam acoustic tweezers (Lee et al., 2009; Zheng et al., 2012;

Li et al., 2014b). With the ability to circumvent obstacles and self-heal (Zhang et al.,

2014; Zhao et al., 2014; Li and Assouar, 2015; Gao et al., 2016), self-bending indicates a

promising method for allowing obstacle avoidance (Siviloglou and Christodoulides, 2007;

Greenfield et al., 2011).

The first practical realisation of self-bending in acoustics (Zhang et al., 2014) utilised

PATs of 16 mm diameter transducers that emitted audible sound (10 kHz; λ ≈ 34.4 mm).

It is important to note that Zhang et al. (2014) managed to reconstruct self bending beams

only by using transducers smaller than half of the wavelength. The work demonstrates how

the curved trajectory is designable from any uniformly curved arc, but it is inappropriate

for HCI purposes, as it produced an audible and constant high pitch sound at 10 kHz. Li

et al. (2014a) implemented self-bending beams using MMs, but these were still limited to

the audible frequency range (3.4 kHz).

SoundBender, extends prior work, as shown in Table 3.1, by demonstrating a hybrid

technique (a combination of a static MM and a PAT) at 40 kHz frequency, which is

beyond the audible sound range for humans, and features three advanced functions: 1)

the creation of either levitation or tactile points beyond occluding objects; 2) the dynamic

3D reconfiguration of the sound field (using the phased array to reconfigure the points);

3) a structured method to create such hybrid modulators.

Following the technique described by Zhang et al. (2014), this chapter designed a curve

x = f(z) using the cubic Bezier function with four control points (see Figure 3.5). If (xi, zi)

are the coordinates of the Bezier points and t ∈ [ 0, 1] , the curve in parametric form was

determined as in Equation 3.1 and 3.2 below:

x(t) = h(t) = (1− t)3x0 + 3t(1− t)2x1 + 3t2(1− t)x2 + t3x3 (3.1)

z(t) = g(t) = (1− t)3z0 + 3t(1− t)2z1 + 3t2(1− t)z2 + t3z3 (3.2)
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Figure 3.5: Pre–designed Bezier curve. Highlighted in the image are the four control points

(red dots), the parametric Bezier (blue line), and the wavefront necessary to achieve it

(yellow line). Acoustic radiation propagated towards the Z-axis direction.
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Table 3.1: Related approaches and relevant features.

Transducers Arrangement Field Control Spatial Resolution Obstacle Avoidance

Transducer pair

(Brandt, 2001; Ochiai et al., 2014) Dynamic (reduced) Low N/A

Transducer array

(Long et al., 2014; Omirou et al., 2015, 2016) Dynamic Low N/A

Metamaterial

(Memoli et al., 2017) Static High N/A

Hybrid approach (SoundBender) Dynamic High Dynamic

Consequently, the function f is defined as in Equation 3.3 below:

f = h(t) · g(t)−1 (3.3)

After computing f ′(z) and f ′′(z) using the quotient rule, the approximation of the

geometrical wavefront (u(x, z), v(x, z)) perpendicular to the acoustic source was computed

using ray acoustics theory, as shown in the equations below:

u(z) =
I(z) + C(z0)√

1 + f ′(z)2
− f ′(z) · (f(z)− z · f ′(z))

1 + f ′(z)2
(3.4)

v(z) =
f ′(z) · I(z) + C(z0)√

1 + f ′(z)2
+
f(z)− z · f ′(z)

1 + f ′(z)2
(3.5)

where

I(z) =

∫
(f(z)− z · f ′(z)) · f ′′(z)

(1 + f ′(z)2)
3
2

dz (3.6)

C(z0) =
z0 + f ′(z0) · f(z0)√

1 + f ′(z0)− I0

(3.7)

Equation 3.8 then mapped x-coordinates for the wavefront onto a plane at z = 0, and

Equation 3.9 was employed to compute the phase delay associated with the x-coordinate.

x = v + u
du

dv
(3.8)

φ(x) =
ku

cos(arctan(−du
dv )

(3.9)
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Figure 3.6: Phase distribution and sampled phase of the bending sound field.

where k = 2π
λ is the wavenumber.

Since λ/2 was the fundamental limit for sampling and reconstructing data without

losing its original shape, therefore, x-coordinates were sampled based on their association

to the phase based on the Nyquist theorem suggestion (Nyquist, 1928), λ/2. An example

of the sampling data is shown in Figure 3.6.

Zhang et al. (2014) used back-propagation to Fourier-transform the phase φ(x, 0) into

φ(x,−z0), in effect moving the Bezier curve at a distance from their transducer array, and

assigning on it a more complex phase distribution. This study decided instead opted to

exploit a formula already known by its use in holographic optical tweezers and Fresnel

lenses (Salter et al., 2013; Pesce et al., 2015), as denoted in Equation 3.10. It encodes the

phase distribution for each transducer (i, j) after the Fresnel lens shifts a reference point

z to a new z value, denoted as ∆z in the equation. This cause the sound field to expand

up or down. In the equation below, λ is the wavelength of the sound, and xi and yj are

the Cartesian coordinates on the phased array.

φ(i, j) =
π ·∆z

λ · z2
(x2
i + y2

j )︸ ︷︷ ︸
Fresnel lens

(3.10)
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Figure 3.7: The experimental setup used in this study.

3.3.1 Materials and method

The initial SoundBender setup (see Figure 3.7) consists of two main parts: an array of

MM bricks, assembled as a metasurface, and a PAT, operating at 40 kHz. In this setup,

the static MM bricks will create the complex sound field (i.e., self-bending beams), just

on top of the metasurface, and the PAT will reconfigure the sound field by shifting a

reference point up or down. The PAT used in this study is an Ultrahaptics board (Ul-

trahaptics, Bristol, version 2.0.0) consisting of 16 x 16 of 40 kHz close-packed transducers

(radius: 5 mm, lateral separation: 10.5 mm, nominal emission: 120 dB). The board was

programmed with SDK version 1.2.4., using an in-house control software, written in C++

language (programmed using xCode version 8.3.2). Figure 3.8 provides a closer look at

the transducers array.

There are no transducers with a size of half the wavelength of 40 kHz (4.3 mm). This

study therefore refers to a work that produced phase delays similar to half-wavelength

transducers through acoustic MM bricks (Memoli et al., 2017). Memoli et al. (2017)

studied 16 types of bricks, all optimised for high transmission at 40 kHz, and each encoding

a different phase delay between 0 to 2π (Memoli et al., 2017). The bricks were produced

by rapid prototyping (ProJet HD 3000 Plus printer), and the labyrinthine features inside

them were at the resolution limit of the printer. A laser-cut acrylic was used to hold a 24

x 24 grid of the bricks, as in Figure 3.9, using Universal Laser System VSL version 2.3
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Figure 3.8: Phased array transducer spatial spacing.

A customised Python program (written in Python 2.7) was used to compute the phase

delay and bricks samples required to create the self-bending beam. Figure 3.6 shows a

sampling output. In order to design a radial curve, a distance between the the central

axis of the grid in Figure 3.9 was computed and assimilated to the x-coordinate in Figure

3.6. The quantisation of the metasurface in the phase domain was achieved by selecting

the brick with the nearest phase to the desired phase. This arrangement produced an

axisymmetric self-bending beam sound field, as shown in Figure 3.10.

3.3.2 Results

3.3.2.1 Simulations and measurement

This study carried out a 2D sound field simulation in COMSOL Multiphysics (COMSOL,

Cambridge, UK, version 5.2a). The simulations ran on an iMac workstation (3.4 GHz

Intel Core i5 processor, 16GB DDR3 RAM, macOs Sierra version 10.12.5). Figure 3.11

A1 specifically shows the simulated SPL of the phase distribution in Figure 3.6. Simu-

lations were verified using a scanning system built in-house, based on a commercial 3D

printer setup and piloted by a C++ custom code. Measurements were taken, with read-

ings acquired using a B&K microphone (model 4138-A-015) via a conditioning amplifier

(NEXUS, final gain of the chain: 3.16V/Pa), using a PicoScope (Pico Instruments, model:

5444b) that employed the following: preamplifier(Amp) = -20 dBV; mic sensitivity(S) =

-60 dBV/Pa; Pref = 20e-6. For each step (j), this study recorded N = 4,096 mV samples,

then computed the pressure (denoted as Pj in Equation 3.11) and its SPL, denoted as
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Figure 3.9: MM arrangement for encoding the self-bending beam sound.

SPLj in Equation 3.12.

Pj =
Vrmsj
Amp

(3.11)

SPLj = 20 · log10
Pj
Pref

(3.12)

where

Amp(dB) = 10
|Amp|

20 (3.13)

S(mV ) = 10
S
20 · 103 (3.14)

Vmeanj =

∑N
i V

2

N
(3.15)

Vrmsj =

√
Vmeanj

Amp
(3.16)

Figure 3.10 provides scans (4 mm resolution) across the XY -plane at different heights

(z=20 mm, 30 mm, and 40 mm, respectively) for a quick comparison. All the three sliced
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Figure 3.10: Bent beam simulation and measurement results of the present study: (right)

simulation result of an axisymmetric bent beam on the XZ-plane; (left) scans (4 mm

resolution) of the bent beam were taken across the XY -plane at different heights: z = 20

mm(bottom left), z = 30 mm (middle left), and z = 40 mm(top left).
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plane confirmed the desired bending, but also indicated leaking of acoustic energy along

the axis. This leaking issue occurred as a result of the parallelism problem between the

transducer array and the planar structure that holds the bricks. Another cause was the

axisymmetric holding structure itself; some of the bricks were slightly misaligned due to

manufacturing errors. Figure 3.12 shows a quick visualisation of the acoustic field using

solid CO2 (i.e., dry ice). The vapours produced during sublimation highlighted the lines

of the field, which was particularly useful when the Bezier curve was reconfigured using

the transducer array.

3.3.2.2 Experiments with levitated object displacement

Figure 3.11 reports a summary of experiments on the sound field of the axisymmetric

self-bending beam. The experiments showed that the axisymmetric beam resulted in a

high-pressure region at the end of the bent beam trajectory, and that an object could be

trapped on top of the high-pressure region (as in Figure 3.11, row (1)). The region was able

to levitate objects due to the surrounding high-intensity sound field. The following section

presents the results of the reconfiguration algorithm (i.e., stretching the bent beam), which

was observed from the successful levitation. Since the algorithm included only Fresnel lens

(as in Equation 3.10), there was an expectation that this experiment would note changes

in the vertical displacements of the levitated objects.

The results includes both simulated and its experimental measurements, which can

be seen in Figure 3.11. Figure 3.11, row (1) (column A–C) shows that the Bezier curve

endpoint (i.e., the intensity of the high-pressure region) moved upwards from z = 10 mm

to z = 20 mm. This simulation was confirmed by the measurements in Figure 3.11, row

(2) (column A–C), where the Bezier curve endpoint also moved upwards. Figure 3.11,

row (3) (column A–C) demonstrates the reconfiguration of matter in the mid-air using the

proposed algorithm.

3.3.2.3 Levitation of various objects

To test the capability of the ultrasonic approach to reconfigure different types of matter

in free air, this study tested the levitation object of various materials, as shown in Table

3.2. The experiment used paper, cardboard and ABS, all with a common weight of 5 mg,

and the setup managed to levitate the objects of one wavelength length. This study also

observed that, as the volume of the levitated object increased, the height of the object

in the air decreased. This behaviour was anticipated. The pressure needed to levitate
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Figure 3.11: Simulation and measurement of trap displacement by using Equation 3.10,

row (1) shows simulation results of trap displacement; row (2) shows the measurement

results of the trap displacement; row(3) shows actual tests for the levitation trap. Column

(A) is the initial position of the trap; column (B) is the trap displaced to positive 5 mm

in the Z-axis direction; column (C) is the trap displaced to positive 10 mm in the Z-axis

direction.
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Figure 3.12: Visualisation of a self-bending beam using dry ice.

an object depends primarily on its density; therefore, objects with higher pressure moved

closer to the high-pressure core below the trap, where the acoustic force was large enough

to balance their density.

This preliminary work presented a hybrid ultrasound technique that combined a PAT

and MM. The work undertook numerical simulations and experimental measurements of

matter reconfiguration through a hybrid technique, a combination of PAT and MM, and

demonstrated an ability to reconfigure different types of matter in mid-air. However, the

preliminary work only described object reconfiguration in a single axis (i.e., the Z-axis

or height) in free air. The following sections will describe the study in full, including a

description of the formula used to reconfigure matter in all three axes. Furthermore, the

misalignment of the MM and PAT was found to be a factor that impacted the acoustic

field, thereby caused instability during levitation. Consequently, the full study will also

include a description of better control over this factor.

3.4 SoundBender: Hybrid sound modulators and dynamic

self-bending beams

This section presents SoundBender (illustrated in Figure 3.1) in a study of a hybrid modu-

lator that combines a PAT and acoustic MM, which employ a novel technique to reconfigure

matter in mid-air. The MM provides a smaller modulator pitch, which although static, is
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Table 3.2: Various levitated materials

Object Dimension (mm) Estimated Density (kg m−3) Weight (mg) Levitation Height (cm)

8 x 2 x 2 156 5.0 88

5 x 2 x 2 250 5.0 80

5 x 2 x 2 286 5.0 78

key to creating high-fidelity sound fields. The PAT adds dynamic amplitude/phase control

of the field at a higher pitch.

The main contributions of this study includes its description of a technique for im-

plementing such hybrid modulators and its reconfiguration algorithm, which drawn on

acoustics and MM techniques. The following subsections describe the primary steps of

the hybrid technique: (i) computation of the self-bending curve; (ii) computation of the

transducers’ phases to recreate the sound field; (iii) discretisation into 3D printable bricks

and fabrication of the metamaterial; (iv) modulator spacing and coupling; (v) the PAT:

algorithms employed for dynamic control. The following subsections detail each of these

five steps. Please note that the study illustrates the proposed technique by encoding a

self-bending beam into the MM. This allowed the technique to place passive props (such as

decorative features and toys) on top of the hybrid modulators, while still creating dynamic

control points (e.g., movable levitation traps or tactile points) above the prop. The first

two steps described below are specific to self-bending beams. However, the other steps

can be applied in other scenarios, and step (ii) provides suggestions for aiding in applica-

tion to other sound fields. These steps have been tested and were successful at precisely

reconfiguring different sound fields, as described in the Chapter 4.

3.4.1 Step (i): computation of the self-bending curve

The self-bending beam must wrap around the passive prop located on the MM (see Fig-

ure 3.13 (a)) to avoid disruption such as energy scattering from the prop’s surface, and

distortion of the sound field. To achieve this, a convex hull was computed to fit the prop.
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Figure 3.13: Method summary: (a) the technique first identified a small number of points

around the prop and computed a curve/spline; (b) the technique computed the phases

producing a self-bending beam from this spline; (c) the technique discretised phases using

a set of MM bricks; (d) final MM and the SoundBender setup.

Each point of the convex hull had to be at least λ/2 ≈ 4.3 mm away from the prop, due to

the thickness of the beam itself. Additional space was allowed when the beam was be dy-

namically changed (e.g., if tactile/levitation points were moved up or down or sideways),

as described later in step (v).

Later, a natural splines technique (Catmull and Rom, 1974) was used to compute the

desired curve (x = f(z)) from the S points on the convex hull (f(zi), zi), as shown in

Figure 3.13 (a). It should be noted that both the starting and end points must lie on the

central axis of the material (xy = 0). The convex hull must avoid points lying less than θ

min = 30 degrees from the horizontal plane (i.e., outside of the directivity pattern of the

transducers used). This θ min was used as the orientation for clamping the starting point

(f(z0), z0) of the spline. The end point (f(zs), zs) was clamped at an angle connecting the

point to the final cell in the MM (θ max). In addition, the projection of the curve tangents

on the MM (the black lines in Figure 3.13 (b)) had to be injective (i.e., two tangents could

not reach the same point xp).

3.4.2 Step (ii): computation of phases to recreate the sound field

Step (i) allowed the computation of a spline path that closely wrapped the object’s shape.

This step simplified the equation by Zhang et al. (2014)2 for computing the phases of a

self-bending beam following such a path. Equations for computing the phases are reported

below. First, the phase delays for the self-bending beam were computed and encoded by

2The simplified equations are still equivalent to those in (Zhang et al., 2014). Simplification is possible

as the first point is P (0, 0), resulting the term C(z0) becoming zero. All derivatives were made relative

to z, using the chain rule. First order and second order derivatives (e.g., f
′
(z) and f

′′
(z)) were easily

numerically approximated using central differences.
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the sound sources along the X-axis on a 2D plane (XZ) (see Figure 3.13 (b)). Next, it

revolved the one-dimensional (1D) phase profile and became as phases of the 2D MM (see

Figure 3.13 (d)).

Let x = f(z) be the spline path and let P (f(z), z) be points along this spline (z ∈

[0, zs]). For each spline point P (f(z), z), a matching point W (u(z), v(z)) on the wavefront

producing a caustic tangent to the spline was computed:

u(z) =
I(z)√

1 + f ′(z)2
− f ′(z) · (f(z)− z · f ′(z))

1 + f ′(z)2
(3.17)

v(z) =
f ′(z) · I(z)√

1 + f ′(z)2
+
f(z)− z · f ′(z)

1 + f ′(z)2
(3.18)

I(z) =

∫
(f(z)− z · f ′(z)) · f ′′(z)

(1 + f ′(z)2)
3
2

dz (3.19)

Then, the caustic wavefront W (Figure 3.13 (b)) was projected onto the MM plate.

The points W (u(z), v(z)) were then projected to a position xp(z) with phase ψ(xp(z)) as

follows:

xp(z) = v(z) + u(z) · u
′(z)

v′(z)
(3.20)

ψ(xp(z)) =
2π

λ
· u(z)

cos (arctan (u
′(z)
v′(z) ))

(3.21)

Note that each point of the curve P (f(z), z) resulted in a position xp(z) and phase

ψ(xp(z)) along the X-axis. This explains the need for the projected tangents to be injective

(i.e., no two tangents projected to the same xp).

The next step transformed the current 1D profile (phases along the X-axis) into a 2D

plane. This was achieved by revolving the profile along the Z–axis, creating an enclosed

self-bending volume. Thus, the phase for any point (xp, yp, 0) on the MM plate is computed

in Equation 3.22 as follows:

ψ(xp(z)) = ψ(
√
x2
p + y2

p) (3.22)

Although steps (i) and (ii) above were specific for the recreation of self-bending beams,

the hybrid modulators could be created with the MM encoding other sound fields (e.g., a

multipoint field, as by Long et al. (2014), or generic holographic approaches, as by Okada
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Figure 3.14: Metamaterial 3D Printing Model: (a) 2D drawing of encoded metamaterial

bricks; (b) 3D Sliced view of metamaterial model after revolving the 2D drawing sketch;

(c) Final 3D printed metamaterial (with support base).

et al. (2013). Regardless, the following steps can be reused with other sound fields, as long

as the phase ψ(xp, yp) for any point on the MM surface is known.

3.4.3 Step (iii): discretisation and fabrication of the metamaterial

The phase distribution ψ(xp, yp) above, describes the phase required at each point (xp, yp, 0)

on the modulator’s surface (i.e., the MM surface). To encode the MM surface, this step

then discretise ψ(xp, yp) using the set of 16 MM bricks (φ = 16) proposed by Memoli et al.

(2017). These bricks are optimised for high transmission at 40 kHz, and each one encodes

a different phase delay (between 0 to 2π) as shown in Figure 3.13 (c). Such bricks have a

thickness of λ, and a lateral dimension (i.e., pitch) of λ/2 ≈ 4.3 mm, fitting the size re-

quirements of the present study. To discretise the continuous phase distribution ψ(xp, yp),
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this step sampled the 2D plane using a separation of λ/2 (i.e., the size of a brick), and

rounded the phase to the closest value in the brick set φ 16 (bricks and phase values can

be seen at the top of Figure 3.13 (c)).

This step is generic and applicable to any sound field distribution. For axisymmetric

phase distributions (such as the self-bending beams), a more accurate alternative is to

encode the phase from the original 1D profile ψ(xp) by revolving it (the red outline in

Figure 3.13 (d)) around the Z-axis. This will provide a continuous approximation to all

points on the same ring, reducing discretisation to the radial direction.

This was done as shown in Figure 3.14 (a). First, the encoded bricks were aligned MM

without gaps, shown in a 2D sketch. Second, this sketch was revolved (see Figure 3.14 (b))

in a 3D modelling software, (e.g., Autodesk Inventor Professional 2017). Finally, the 3D

model from the revolve process was fabricated into a 3D print model using a high-precision

3D printer (e.g., ProJet HD 3000 Plus printer) and VisiJet EX200 material (high-tensile

strength). The precision of the 3D printer is critical for reproducing the original phase

distribution, as the size of the bricks required by the Nyquist theorem (Nyquist, 1928)

(4.3 mm) is at the limit of the possible printing resolution. High-tensile strength ensures

acoustic radiation is transmitted (and not absorbed) by the MM. Figure 3.14 (c) shows

the final MM, including a support base for ease of assembly.

3.4.4 Step (iv): modulator spacing and coupling

A gap will exist between the MM and the PAT, and the size of this gap will impact the

performance of the hybrid modulator, as described and analysed below. A small gap

will produce an uneven distribution of acoustic pressure across the MM surface, stronger

for bricks directly in front of a transducer, but weaker for bricks between transducers.

In contrast, a larger gap will provide a more even distribution, but the thickness of the

modulator will increase, and power will be lost due to the sources are farther apart, and

each brick will receive contributions from more transducers (i.e., the phase of a brick is not

ruled by the phase of the closest transducer, but by a group of them). This final issue can

affect the effectiveness of the dynamic control techniques described in the next section.

This step analysed the effect of various gap sizes, as illustrated in Figure 3.15 (all pres-

sure values relative to the transducer’s pressure at 1 m (Pref )). First, this step modelled

the pressure distribution created by a section of 5 x 5 transducers at various distances

above the PAT (from 0.5 λ to 1.5 λ). This step considered directivity extracted from Kota

and Nakatera (1996) work and attenuation with distance, and computed total pressure
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Figure 3.15: The effects of spacing between the PAT and MM: (a) pressure transmit-

ted through the bricks with a λ/2 gap, considering directivity, attenuation, and bricks’

aperture size. A comparison follows of pressure with 0.75 λ gaps (b) and 1.5 λ (c).
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distribution from the transducers used here at the target distance. This step could not

assume specific positions for the bricks in front of the transducers, as the size of a brick

is not a multiple of the transducer size; thus, it modelled the aperture of a brick as a

rectangular function of size λ/2 x λ/2 (i.e., the size of a brick), computing the pressure

transmitted through the brick as the convolution of the signal and its aperture.

This analysis illustrates the tendencies introduced earlier. Figure 3.15 (a) illustrates

a gap of size λ/2 (i.e., the minimum distance for the acoustic wave to be transferred as

a plane wave). Pressure across bricks varied unevenly, between 248 and 349 Pref (13 %

coefficient of variation). This spacing, however, maximised the coupling of the phases of

the array to the MM. In a best-case scenario, with the brick in front of a transducer, 66

% of the pressure will be derived from the closest transducer. In a worst-case scenario,

with the brick in the gap between four transducers, 65 % of the pressure will be derived

from the four transducers (i.e., the phase will receive contributions from the closest 2 x 2

transducers). A bigger gap of 1.5 λ (Figure 3.15 (c)) will provide a more even distribution

(282–297 Pref , ∼ 1.6 % variation). However, only a 27 % of the pressure will be derived

from the closest transducer in a best case scenario, and at worst, only 58 % from the

closest 2 x 2 transducers. This analysis revealed that a gap of 0.75 λ (Figure 3.15 (b))

will provide a good general solution to this trade-off; amplitude variation across the plane

will remain homogeneous (265–300 Pref , 4.5 % variation), and amplitude contribution will

remain focused, with 51 % being derived from only the closest transducer in a best-case

scenario, and 68 % from the closest 2 x 2 transducers at worst (i.e., between transducers).

Relevant insight can be gained from this analysis, which will be useful for designers

exploring the use of hybrid modulators. First, the gradual change in the transducer’s

contribution to each brick indicate that the gap will behave as a smoothing function,

interpolating intermediate phase values from the lower resolution PAT. This indicates

that phase distributions on the PAT should only use low frequency distributions, as sharp

changes may lost due to smoothing. While this is not an issue for the algorithms in step

(v) (i.e., diffraction and the Fresnel lens represent low frequency functions), practitioners

using control algorithms that require higher frequencies will likely need to minimise this

gap. Second, a loss of power was observed at pressure distributions in front of the two

leftmost and rightmost transducers (see ‘padding’ areas in Figure 3.15), which failed to

receive contributions from transducers further to the left and right). To avoid this, it is

recommended that a PAT larger than the MM plate be used, and ‘padding’ it with two

extra rows of transducers. The central transducers will receive minimal contribution from
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additional transducers. Thus, by padding with two extra transducers, distributions can

be assumed to be periodical for the entire plate.

3.4.5 Step (v): algorithms for dynamic control through a PAT

The previous steps described the creation of the hybrid modulator; however, these steps

will only allow for the recreation of the static sound field encoded in the MM. This step

here describes the technique for reconfiguring this field dynamically, by using a PAT. Two

types of reconfigurations were enabled: 1) the global displacement of the sound field; 2)

switching between tactile feedback and levitation traps.

3.4.5.1 Global displacement of the sound field

This reconfiguration exploited a combination of a diffraction grating and a Fresnel lens

algorithm, similar to those used in the control of holographic optical tweezers (Salter et al.,

2013; Pesce et al., 2015).

Let (i, j) be one of the transducers in the array, and let (xi, yj , 0) be its 3D position.

Let P (0, 0, zs) be the reference point in the sound field (e.g., see the top of the self-bending

beam, in Figure 3.16). Let (∆x,∆y,∆z) be the displacement for application to this point.

Then, each transducer phase ψ(i, j) was computed as follows:

φ(i, j) =
2π

λ · z
(xi ·∆x+ yj ·∆y)︸ ︷︷ ︸
Diffraction grating

+
π ·∆z
λ · z2

(x2
i + y2

j )︸ ︷︷ ︸
Fresnel lens

(3.23)

The reconfiguration formula in Equation 3.23 is an extension of Equation 3.10. It adds

a shearing function into stretch the stretch function in Equation 3.10. While correct for

use in planar fields, as by Okada et al. (2013), the Fresnel lens effect will squash or stretch

the sound field (Figure 3.16 (b)), and the diffraction grating will cause a shearing effect

(Figures 3.16 (c) and (d)). Spline definition (as described in step (i)) must consider the

following changes: the obstacle must fit inside the beam, even after steering/stretching

effects.

3.4.5.2 Switching between tactile feedback and levitation points

The proposed hybrid technique allows for the dynamic creation of both levitation traps

and tactile feedback. Levitation traps can be created by overlying a signature as described

by Marzo et al. (2015). For a square array of N x N transducers, this can be easily
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Figure 3.16: Using the proposed control algorithm for several displacements (∆x,∆y,∆z):

(a) no displacement; (b) vertical displacement, (∆z = 1 cm); (c) steering left (∆x = -1

cm); (d) steering right (∆x = 1 cm). Note that all operations relied on smooth phase

distributions.

implemented as an additional phase delay added to that in Equation 3.22, producing the

final phase ψlev(i, j):

ψlev(i, j) =


ψ(i, j) + π, Ai ∈ [0, N/2).

ψ(i, j), Ai ∈ [N/2, N − 1).

(3.24)

In addition, tactile effects can be created as described by Carter et al. (2013), by mod-

ulating the emitted signal (40 kHz) at 200 Hz. It must be noted that, when using this

technique, all high pressure points in the field (i.e., points along the self-bending beam) will

become simultaneously noticeable, unlike results found by Long et al. (2014). Coincident-

ally, the tests in this study revealed that both techniques can be applied simultaneously.

The technique successfully levitated an object on top of an obstacle while modulating

the signal. However this was achieved at the expense of halving both the strength of the

levitation trap and tactile points, due to the levitation signature (i.e., only active 50 % of

the time).

3.5 Experimental setup

The following sections will describe the evaluation of the approach to implement interactive

features above the passive props placed on the sound modulator. These evaluations include
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finite element method (FEM) simulations and real measurements, using an experimental

setup. This section introduces both setups here and discusses the results obtained in the

evaluation (section 3.6).

3.5.1 Finite element method simulation

The hybrid modulator was simulated using a commercial FEM software (COMSOL Mul-

tiphysics 5.2a) to observe the field they would recreate. In the simulations, the trans-

mission medium was air (i.e., density 1.21 kg/m3; speed of sound 343 m/s). The mesh

elements of the models used were less than λ/8 in diameter. To simulate the properties

of a commercial transducer array (Ultrahaptics board, version 2.0.0), the simulation is

included with a 16 x 16 array of transducers (10 mm in diameter). The properties of each

transducer were obtained from the manufacturer’s description (muRata MA40S4S); was

approximated as a cylindrical piston source emitting sine waves at 40 kHz, with sound

pressure levels of 120 dB at 30 cm.

To simulate the 16 different types of discrete MM bricks, the shape of each brick as

provided by Memoli et al. (2017) was replicated. Finally, the simulation fixed the MM

(built as a combination of individual bricks) on top of the PAT, using a gap of 6.4 mm

(0.75 λ), as described in the previous section. Simulations were conducted on an iMac

workstation (3.4 GHz Intel Core i5; 16 GB DDR3 RAM; NVIDIA GeForce GTX 780M).

3.5.2 Sound field measurement system

In order to measure the actual sound fields generated, a 3D sound field scanner system

(see Figure 3.17) was built. A commercial 3D printer (Velleman k8200) was modified, in

which the extruder was a fixed arm, holding a microphone. A PAT (Ultrahaptics board,

phase controlled using Ultrahaptics SDK, version 2.2.1) and the MM were placed onto the

measurement system, as described in step (iv) previously. It was important to ensure that

the plate was parallel to the floor and the microphone is correctly aligned to the axis of

the modulator (i.e., perpendicular to the MM).

Finally, G-code commands were used to control the printer’s arm position, where the

microphone was fixed. A custom-made C++ program was built to receive and record sound

samples, and a delay of 0.5 s was included between the displacement end and the sampling,

to keep displacement vibrations from affecting measurements. The setup captured samples

of pressures by using a B&K microphone (model 4138- A-015), a conditioning amplifier

(Nexus, final gain of -20 dB), and a PicoScope data acquisition unit, (Pico Instruments,
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Figure 3.17: Schematic of the sound measurement system.

model: 5444b). Equation 3.12 was employed to compute the SPL, in dB, of the sound

field pressures.

3.6 Evaluation

The validity of the proposed hybrid technique is considered in two stages. The first is

an evaluation of the feasibility to recreate the intended sound field (i.e., the self-bending

beam) at ultrasound frequencies (40 kHz). This was effected on both a commercial PAT

and SoundBender. Second, is the evaluation on the reconfiguration ability of the proposed

control algorithms, to dynamically modify the complex sound field (i.e., to stretch and

steer the self-bending beam or to levitate) was evaluated.

3.6.1 Self-bending beam reconstruction

In order to test the need for the proposed hybrid technique, and as preliminary steps in

this research, this section evaluates the feasibility of implementing the intended outcome

(e.g., levitation/tactile feedback above a passive prop placed on top of the modulator) with

simpler approaches. Figure 3.18 (a) shows a COMSOL simulation of the field resulting

from the creating a focal point (similar to the one in Figure 3.2 (b)) in the presence of

an obstacle (i.e., the passive prop). The simulation and measured tests showed that the
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Figure 3.18: Sound field representation evaluation methods (a) an FEM simulation of PAT

with an marked obstacle area where the control point should be; (b) an FEM simulation

of a PAT attempt to create a curve (in white, dashed); (c) an FEM simulation of the

hybrid SoundBender, showing the created curve (in white, dashed); (d) measurements of

the SoundBender reproducing a self-bending curve; (e) a visualisation of the SoundBender

creating self-bending beam with dry ice.

occlusion from the prop did not allow for a large amount of acoustic pressure to be focused

at the intended location. Figure 3.18 (b) illustrates attempts to recreate self-bending

beams using only a PAT where it shows how the PAT failed to reproduce a complex field

(i.e., self-bending beams), even without the passive prop. First, due to aliasing effects

(related to the larger modulator pits found in PATs) cause the created field to present

low-fidelity acoustic pressure along the curvature beam, resulting in an inability to levitate

objects in mid-air. This confirmed the predictions by Westervelt (1951), which states that

the acoustic radiation force along the curvature beam will be insufficient for allowing

levitation using a PAT only. Second, high pressure levels were detected inside the self-

bending beam volume, where the passive prop should be located (near (0,0,0)). This will

result in scattering from the object’s surface and further distortion of the field generated.

Figures 3.18 (c) and (d) show the sound field generated by SoundBender, as a FEM

simulation and as directly measured by the measurement scanner, respectively. The gen-

erated field revealed significantly higher acoustic pressure levels along the curve, and also

on top of the object. The area inside the convex hull also showed minimum acoustic

pressure, effectively reducing scattering interference due to the presence of a passive prop.

Finally, Figure 3.18 (e) shows a visualisation of the field generated, using solid CO2 (i.e.,

dry ice). The vapours helped to identify the lines of the field, providing a quick evaluation

tool for informally testing different experimental conditions, such as implementing stretch-

ing/steering behaviours. Similar situations to that shown in Figure 3.18 (a) (field in the

presence of the prop) were also simulated for a PAT, as can be seen in Figure 3.19 (a), and

for SoundBender, as shown in Figure 3.19 (b). These further illustrate the need for hybrid

modulators to create complex fields (i.e., self-bending beams). The PAT clearly failed to
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Figure 3.19: A Comparison of bent beam made with the occurrence of an obstacle using

a PAT and SoundBender: (a) the PAT failed to bend sound beams to create a focal point

at a target position; (b) SoundBender made use of MM and successfully bent the sound

beam to create the focal pressure point at the target position.

reconstruct the bended beam flowing around an obstacle to create a focal pressure at a

target point, while SoundBender successfully create such a beam.

3.6.2 Dynamic control of the self-bending beam

This section examines the ability of the proposed technique to dynamically adjust the

shape of the static field encoded in the MM. This study first created a levitation trap on

top of an obstacle, then tested its performance by stretching the bent beam to various

stretching values (i.e., displacement in the Z-axis) as shown in Figures 3.20 (a) and (b).

The study also tested performance by steering the beam at different values, as in Figures

3.20 (c) and (d) (i.e., displacements in the XY -plane). The study found that the technique

allowed for maximum displacements of ≈ 2 cm in the X- and Y -axis, and up to 8 cm along

the Z-axis. These extreme scenarios are illustrated in Figure 3.20, which indicates the

results of the FEM simulations (top row) and actual measurements of the field (bottom

row).

The possibility of creating tactile feedback was also empirically tested, by modulating

the carrier wave (40 kHz) with an envelope at 200 Hz (i.e., within skin receptors’ response

range). This resulted in a force of 2.3 mN behind the obstacle, perceivable to more than

90 % of the users, according to related studies (Ochiai et al., 2016a; Korres and Eid, 2016).

The tests also revealed that the tactile sensation remained vivid in ≈ 3 cm displacement

in the X- and Y -axis, and ≈ 10 cm in the Z-axis. It is also worth noting that even when

the tactile feedback is most perceivable above the object, the space around it (i.e., along
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Figure 3.20: Evaluating the proposed control mechanisms for extreme cases allowing

levitation. The top row shows the simulation results made using (COMSOL), while the

bottom row shows actual measurement results: (a) a static sound field generated using a

standing wave signal through passive MM; (b) a dynamically-stretched sound field (∆z =

8 cm); (c) shearing to the left (∆x = -2 cm); (d) shearing to the right (∆x = -2 cm).

the self-bending beam) can also produce tactile feedback. This allows for feedback along

the continuous surface created by the self-bending beam.

3.7 Example applications

This section explores some of the applications enabled by the SoundBender, using the

example of the self-bending beam, where it provides a means for creating the dynamic

reconfiguration of a point beyond occluding objects. The exploration is structured around

three basic types of interactive features that can be dynamically reconfigured using Soud-

Bender: a) modulated high-pressure points (i.e., tactile feedback); b) levitated objects; c)

non-solid elements. This exploration is restricted to a small form factor (as demonstrated

in the chapter), but also to formats that allow for free placement (or removal) of passive

props or obstacles on top of SoundBender.

3.7.1 Around-object tactile feedback

Figure 3.21 (a) shows a basic example that modulates the self-bending beam at 200 Hz,

to create a tactile field. Such a field will show maximum radiation pressure above the

object, but also high pressure along the entire surface of the curve (i.e., around the sides
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Figure 3.21: An exploration of the applications of reconfiguring three types of interactive

features: (a) haptic feedback behind an obstacle; (b) levitation around the obstacle; (c)

reconfiguration of non-solid objects, (e.g.,changing the fire’s angle).

of the object). The presence of tactile feedback prior to actually touching the object (on

top and/or around it) can be used to provide users with a feed–forward, informing them

of the outcome of their actions before starting the interaction with the tangible passive

prop. The dynamic adjustment of the feedback provided can enrich the granularity of the

contextual information delivered. For example, changing the modulating frequency can

produce different tactile sensations, each with a particular meaning. Moving the beam

(i.e., steering or stretching it) can guide a user’s hand towards the object, facilitating

eyes-free interaction.

3.7.2 Around-object levitated objects

The combination of replaceable props and levitated objects on top of these props (as shown

in Figure 3.21 (b)) easily lends itself to the creation of interactive decorative elements,

interactive visualisations and toys of different types. For example, in the context of a

board game, passive props can be used to represent various characters and creatures,

while the levitated elements can be used to represent spells or power ups affecting them.

The speed or trajectory of the levitated bead can indicate the current status of the power-

up, letting it fall as its effect diminishes. Additional sensors (e.g., a proximity sensor) on

the passive prop can enable the prop react to the levitated element (e.g., by illuminating

the eyes or detecting an active power-up), while also extending interactivity to the passive

prop also. The need to manually place the levitated objects will add an element of skill

and uncertainty to the game (i.e., a player can fail to summon a power-up, if the object

falls). In a learning environment such as museum, combining different props and levitated

beads that are differently coloured can lead to exploratory interactions that will allow the

user to learn about different aspects of the prop object. For example, placing a green bead

on top of a country might reveal the percentage of its surface covered by forests, a black
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bead can reveal its carbon footprint, while dynamically changing the height of the bead

can reveal its evolution over time. Other materials, e.g., food and liquid, have previously

been used for levitation before (Foresti et al., 2013; Ochiai et al., 2014; Vi et al., 2017),

and may also be applicable to SoundBender.

3.7.3 Around object non-solid features

Pressure fields from SoundBender can also affect non-solid elements such as the flame of

a candle (see Figure 3.21 (c)), or smoke, e.g., the dry ice used in Figure 3.18 (e). This

can extend on the range of animated elements that can be added on top of the passive

prop. In the first case, the direction of the flame in Figure 3.21 (c) aligns to the steering

direction of the sound field, while the intensity of the flame is affected by the intensity of

the field (i.e., it is brighter at lower pressures). In the case of a cupcake with a lit candle

on it for instance, the direction of the flame can be synchronised to an external source

(e.g., a happy birthday song). A source such as incense can be employed to implement

smell delivery devices, with SoundBender reconfiguring the direction of the flow. Such

flow control can provide non-solid displays with additional approaches for reconfiguring

the trajectory of the diffuser, which is acknowledged as one of the aspects constraining the

format, and which could be a scenario where non-solid diffusers could be applied (Sahoo

et al., 2015).

3.8 Limitations and discussion

This chapter represents an effort to draw from techniques in related fields (i.e., acoustics

and optics) into a reproducible technique, to allow HCI practitioners to explore applic-

ation that controlled high resolution sound fields with a hybrid sound modulator, which

not reproducable with PAT. However, this does not imply an absolute superiority on the

part of hybrid modulators in comparison to PATs. PATs provide significant versatility,

while hybrid modulators (like SoundBender) will only be useful in scenarios where a sound

field with high spatial resolution is needed and only smaller dynamic changes are required.

Even so, the spatial configuration of the modulator (i.e., its shape and spatial arrange-

ment) will be just as relevant as the type of modulator itself. For example, both a flat

PAT or SoundBender will struggle to recreate a standing wave pattern, while this is trivial,

with simply two transducers. Thus, any type of modulator must simply be considered as

a technique, with both strengths and limitations. This chapter proposes that the hybrid
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technique provides a tool for the HCI community with which to explore new applica-

tions and more complex sound fields, with the technique helping designers to identify and

address the primary challenges and pitfalls related to the use of these hybrid modulators.

The exploration of this research focused on self-bending beams. This focus assisted in

the exploration of many practical aspects related to the creation of hybrid modulators, the

two most important being: 1) the greater relevance of the modulator pitch compared to

phase or amplitude; 2) the feasibility of delegating dynamic phase and amplitude control

to the PAT, even if this only allows for a lower spatial resolution on the sound field.

However, the exploration with self-bending beams was limited to phase control, which

governs the geometry of the sound field. Control of the amplitude using the PAT may be

capable of enabling other effects. For example, the injective mapping in Figure 3.13 (b)

identifies the points on the hybrid modulator that contribute to the intensity of each part

of the curve. Dynamically adjusting the amplitude of transducers contributing to specific

parts of the curve (i.e., the part they are ‘tangent’ to) may provide more control and

dynamic effects. For example, reinforcing a section of the curve could potentially create a

‘ring-like’ field, while rapidly moving intensity along the curve (e.g., from the top of the

beam downwards) may create a tactile feedback similar to pressing a button.

The exploration of the influence of the gap between the MM and the PAT also revealed

a smoothing effect on the phases used on the PAT. This limits the type of dynamic

effects that the PAT can create, indicating that such operations must avoid high frequency

changes. This needs to be considered when exploring new algorithms for dynamic control

of this type of hybrid modulators. Other aspects, such as the phase distribution across this

gap, or even the use of coupling layers between the MM and the PAT should be explored

for further control. It is also worth noting that, although the levitation signatures can be

applied successfully, other levitation signatures, such as bottle beams (Marzo et al., 2015),

resulted in high pressure inside the self-bending volume. This type of levitation was still

possible without obstacles, because obstacles will result in sound field scattering.

The proposed technique in this chapter can also be applied to sound fields other than

self-bending beams, opening up contexts for further exploration. For eample, MM can be

used to encode specific tactile patterns (e.g., a multipoint pattern, representing a tactile

icon). The designer can then focus on creating different modulation schemes, beyond

the usual modulation at 200 Hz, with a 50 % duty cycle (Carter et al., 2013), to test

various tactile experiences. This technique has also been applied to finely reconfigure a

different type of sound field, which will be described in Chapter 4. Replacing the MM with
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another one (i.e., encoding a different location for the points/tactile icon) can assist in

rapidly exploring tactile stimuli. This may also allow for interactive scenarios beyond those

explored in this chapter, with the user replacing either the MM, the passive prop, or the

levitated beads to achieve different effects. This can encourage new ways of thinking about

tangible user interfaces, with MM, obstacles, and levitated objects working as modifiers

of the tangible element.

3.9 Conclusion

This chapter presented SoundBender, a hybrid technique for sound modulation that com-

bines acoustic MM and PAT. The MM was employed to encode complex sound fields that

cannot be created using PATs only. The PAT allowed for dynamic real-time control of the

sound field. This technique was illustrated using self-bending beams, which allowed for in-

cluding interactive artefacts, including passive props located on top of the modulator, and

interactive elements (i.e., tactile points, levitated matter and non-solid features) above the

prop. Five steps were described to guide the creation of such interactive artefacts, starting

from the basic shape of the passive prop, and detailing the fabrication of the hybrid sound

modulator and the control algorithms to enable interactive features above and around the

prop. This chapter demonstrated the feasibility of the hybrid technique, and compared

it to alternative approaches (focused points and self-bending beams implemented with

a single phased array). It also demonstrated the dynamic reconfiguration of interactive

features such as tactile points and levitated object, and provided several novel interactive

experiences enabled by SoundBender at the end of the chapter that can potentially be

achieved by SoundBender. These findings may be useful to the HCI community in terms

of further exploration of dynamic control over other complex sound fields. Although this

chapter described precise control of non-solid particles, a study aimed at reconfiguring per-

meable mid-air display using an ultrasound manipulation algorithm has yet to be written.

Therefore, the following chapter presents the study of a tool for such a system. It first

describes the design parameters, followed by verification of the proposed system and its

performance evaluation, before conclude it with a demonstration of various applications

enabled by the proposed system. The thesis author conceived the idea in this chapter and

the following chapter, designed and implemented the system, gathered experimental data,

demonstrated the concept, analysed the data and wrote the published manuscript of the

chapters (Norasikin et al., 2017, 2018, 2019), with contributions from all authors.
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Chapter 4

SonicSpray: a technique for

reconfiguring permeable mid-air

displays

4.1 Introduction

This chapter1 presents a reconfigurable display of permeable materials, conceived, im-

plemented and analysed by the thesis author. Although predominately the work of the

thesis author, the published manuscript of this chapter (Norasikin et al., 2019), contains

contributions from all authors.

Imagine a display that is as shapeless as water, that can be reconfigured without

physical contact, and that is interactive and computationally reconfigurable to form shapes

in mid-air. This type of display has been illustrated in science fiction films such as Iron

Man (Black, 2013), and today, many such mid-air displays have been demonstrated using

proof of concept; for example, PixieDust (Ochiai et al., 2014), HoloVect (Ruiz-Avila, 2016),

MistForm (Tokuda et al., 2017), and Luciola (Qiu et al., 2018). These types of display

have consistently attracted the attention of the imaginative community, primarily as it

relates to the interactive graphics of HCI.

Despite technological advancements in these permeable, reconfigurable mid-air dis-

plays, they are remain bulky (Ochiai et al., 2014; Sahoo et al., 2015; Lam et al., 2015b;

Qiu et al., 2018), and generally involve a high price point, which is acknowledged as one

1This chapter was published in Proceedings of ISS ‘19, Proceeding of the 2019 ACM International Con-

ference on Interactive Surfaces and Spaces, pp. 113–122 (https://doi.org/10.1145/3343055.3359704)

https://doi.org/10.1145/3343055.3359704
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of primary obstacles to their commercialisation (Smalley et al., 2018a). The ability to

provide a sharp resolution in their reconfiguration while retaining a minimal form factor is

recognised as another major challenge (Alexander et al., 2018), a solution to which is even

more crucial for permeable displays dealing with aerosols, where the ability to control the

shape and trajectory of aerosols in mid-air – while retaining a laminar flow – is accepted

as a factor limiting their potential form factors (Sahoo et al., 2015). As a result, exist-

ing permeable, reconfigurable mid-air displays are not commonly found for minimal form

factors, which result in these displays not being reconfigurable (Rakkolainen and Sand,

2013; Suzuki et al., 2016; Alakärppä et al., 2017) and not portable (Freeman et al., 2018),

or both (Ando et al., 2017; Otao and Koga, 2017).

Figure 4.1: A concept for SonicSpray.

As a key contribution, this chapter describes SonicSpray, an innovative technique for

reconfiguring permeable mid-air displays using ultrasound Bessel beams (the concept for

which is shown in Figure 4.1). SonicSpray is developed around two key properties: 1) it

enables mid-air display control through a minimal form factor (Alexander et al., 2018)

and is constructed using low cost, off-the-shelf components (Smalley et al., 2018a); and

2) it maintains laminarity of the flow during reconfiguration, thus retaining display qual-
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ity (Rakkolainen, 2008b). These properties enable four key advantages: 1) it removes

enclosures (i.e., transparent electrodes) like those by Sahoo et al. (2015); 2) it is silent,

thereby avoiding fans and other noisy moving parts (Tokuda et al., 2017); 3) it allows for

simple and precise real-time control of the laminar airflow, using only one control point

on the XY -plane; 4) it has a minimal form factor. The work in this chapter leverages

these benefits to enable the creation of novel mid-air displays, which are explored in this

chapter. The SonicSpray technique can also be combined with other existing techniques

(e.g., the work of Rakkolainen and Sand (2013), Lam et al. (2014), Sahoo et al. (2015),

Suzuki et al. (2016)) to enable additional form factors.

Figure 4.2: SonicSpray is visualising a graphical clock in mid-air by laterally oscillating

its narrow mist.

This chapter first describes the SonicSpray technique, which uses an elongated Bessel

beam to create laminar aerosol flows, and diffraction gradients that allow for their real-

time reconfiguration. The technique is compatible with PATs and hybrid modulators of

MM (Norasikin et al., 2018) and, in all cases, the direction of the flow can be easily

and precisely be controlled by redirecting the beam towards a user-defined control point.

This chapter explores the potential of the SonicSpray technique (beyond the prototype

in Figure 4.2) in two steps. First, it describes the principle and explores the effects of

varying PAT sizes (from 16 x 16 to 2 x 2 transducers), identifying minimum operational

form factors for SonicSpray, based on sound field simulations, conducted using COMSOL

Multiphysics, wind speed tests, and laminar airflow tests. Second, it verifies the spatial

control algorithm of the proposed technique via careful analysis of the sound field using
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COMSOL Multiphysics, and evaluating it in terms of lateral oscillation, which is reported

as the most significant issue for mid-air displays (Lee et al., 2011). In particular, this

chapter studies the effects of lateral oscillation on the quality of the laminar aerosol, as

well as the effects of varying the number of transducers used. Finally, it demonstrates a

selection of the working applications enabled by the SonicSpray, such as its ability to create

and accurately direct aerosols while retaining the laminarity of the flow required for display

purposes. This chapter concludes with a discussion on the limitations of SonicSpray, and

also on the novel designs that it enables, both as a stand-alone control technique, and in

combination with other existing techniques.

4.2 Related work

This section reviews two groups of reconfigurable mid-air displays in HCI, i.e., permeable

and impermeable, in relation to the challenges identified above, including their capacity

for mid-air aerosol control (Sahoo et al., 2015) and their ability to retain laminar flow

(Rakkolainen, 2008b), as well as their potential for small form factors and precise control

(Alexander et al., 2018).

4.2.1 Impermeable mid-air displays

There are many techniques available for reconfiguring impermeable mid-air displays. Sens-

aBubble (Seah et al., 2014) used computer-controlled fans to direct a fog-filled bubble

that contained graphical projected contents (e.g., letters and icons), but only allowed very

coarse control of the bubble’s trajectory. The system used fans to control the horizontal

distance of the bubble to its emitter, as well as the vertical level of the bubble in relation

to the floor, in order to lengthen the life of the bubble. In addition to the control be-

ing coarse, air turbulence was unavoidable, which limited the ability of the system to be

used as mid-air display. Sahoo et al. (2015) improved trajectory control of the fog-filled

bubble using electric fields created by an array of high-voltage transparent electrodes.

The system first filled bubbles with charged fog. Then, the system let the bubbles pass

through an array of transparent electrodes. To reconfigure the trajectory of the bubble,

the system modulated the voltage with the electrodes. However, the electrodes in the

prototype hindered user interaction, because of their large size. The improvements came

at the expense of hindering user interaction (i.e., the presence of electrodes or the use of

high voltages) and, in both cases, the bubble burst when touched. This problem did not
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occur in a prototype developed by Lam et al. (2014). The authors described a 2D array of

small and flat fog emitters that were able to create small fog displays at discrete positions

across a table top. However, the affordance of screen continuity could only be ensured

across display elements when the emitters were in a line with one another.

Levitation approaches have also been explored. ZeroN (Lee et al., 2011) presented

a mid-air display by levitating a magnetic ball that has graphical image projected onto

it. However, this magnetic levitation display system, was bulky and costly, as it required

the combination of two systems to control the levitated ball, i.e., a magnetic system for

controlling the object in vertical position, and a mechanical system for controlling object’s

lateral displacements.

Aerial Tunes (Alrøe et al., 2012) used Bernoulli’s effect to control mid-air displays on

a vertical axis. This work combined Bernoulli’s the effect and sensors to create a floating

soundscape slider of a ball. The ball floats ∼ 2–30 cm above its base. Floatio (Yui and

Hashida, 2016) improved such control, again by including a second mechanical system.

Although it can be integrated between its own modules to enable the movement of balls

across a larger space, the integration still resulted in a bulky display system. In addition,

these systems demand prolonged engagement due to the instability of the floating balls,

and the challenges presented by understanding the system.

Other works have create reconfigurable mid-air displays, using ultrasonic levitation

and PAT arrays (e.g., 16 x 16 transducers). Pixie Dust (Ochiai et al., 2014) used four

PATs and demonstrated the manipulation of objects of different material and density

(e.g., paper models and washers). Other works used opposing PATs (Qiu et al., 2018) or

a single PAT with a flat reflector (Kono et al., 2014), and have been used to demonstrate

precise 3D positioning of particles in space (Omirou et al., 2015), as well as rotations and

multi-point levitation (Marzo et al., 2015). This technique has also been implemented

for small form factors. For example, JOLED (Sahoo et al., 2016) used a 30 mm x 80

mm PAT and demonstrated control of a bistable display in mid-air, by coating the voxels

with titanium dioxide (TiO2), and using electric fields to flip them. Point-and-Shake

(Freeman et al., 2018) used 80 mm x 40 mm PATs to create and select mid-air buttons.

FloatingCharts (Omirou et al., 2016) created mid-air point charts, reconfigured in real-

time through compositions of smaller PATs, designed in a round shape (PAT ø 30 mm).

However, in all of these cases, displays were made of sparse particles, and a physical touch

will eventually disturb the stability of these particles (Freeman et al., 2018). This issue

limits their use as interactive display systems.
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4.2.2 Permeable mid-air displays

Permeable displays allow users to reach into and interact inside the display volume, with

the display reconstructing itself around the user’s hands and body. However, this involves

the use of free flowing aerosols, making their control more challenging and limiting the

number of applicable techniques and form factors. The most prominent technique is fog

screen (Rakkolainen, 2008b; Rakkolainen and Sand, 2013), which employed fans to create

a laminar flow, but resulted in permeable displays constrained to a flat form factor. Works

by Lam et al. (2015b,a) illustrated a volumetric mid-air display by using a 2D array of

static fog nozzles. This fog emitter array was static and required a big numbers of emitters

module for a larger working volume. The number of emitters can be reduced by replacing

standard nozzles with mechanically actuated nozzles (Lam et al., 2014). This nozzles can

be adjusted according to the depth of the parts of the display. This concept was extended

to a larger form-factor by MistForm (Tokuda et al., 2017), which combined mechanical

actuators and fog nozzles mounted on a flexible PVC pipe, thereby achieving an adaptive

shape changing fog screen display. However, in all cases described above, the use of fans

to achieve laminar flows resulted in noise, and the direction of the aerosol flow could not

be changed once it had exited the nozzle. In the case of MistForm, the form factor was

also bulky. Therefore, SonicSpray should allow aerosols to be redirected even after the

particles had exited the nozzle.

Instead of using mechanical actuators, Sahoo et al. (2015) demonstrated control of the

mid-air direction of the fog screen by using high-voltage electric fields, by constraining the

display between transparent electrodes. The system allowed a charged fog to pass through

an array of electrodes, and the trajectory of the fog screen was changed by adjusting the

voltage through the electrodes. However, this display is unlikely to be portable, since it

requires a large electrodes and a fog-charging chamber. Gushed Diffusers (Suzuki et al.,

2016) and BreathScreen (Alakärppä et al., 2017) demonstrate portable form factors, but

they still do not allow mid-air reconfiguration, and their displays do not retain a laminar

flow. Similarly, Hasegawa et al. (2018) demonstrated mid-air control of the direction of

an aerosol for their smell delivery system using PATs; however, unlike SonicSpray, the

researchers did not address the laminar properties of the aerosol. Additionally, while they

acknowledged the issue of ghost images, which limits the control of the fog, the current

chapter of the present research indicates how this issue is linked to the resolution of the

modulator employed, and how the use of a hybrid modulator, i.e., a combination of a MM

and a PAT (Norasikin et al., 2018), can avoid this problem, while still allowing the creation
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and reconfiguration of Bessel beams, and retaining the laminar airflow of particles.

4.3 SonicSpray: technique for reconfiguring non-solid mat-

ter in free space

This section describes the basic technique that is used to redirect matter in free air using

ultrasound Bessel beams and illustrates its behaviour using COMSOL simulations and

actual experiments of a real setup.

4.3.1 Basic Bessel beam creation

This section explains the reconfiguration technique, which is compatible with both PATs

and hybrid modulators, and uses Bessel beams to create a stream of air particles (i.e.,

to move the aerosol), redirect it in real-time (i.e., to allow for mid-air control), while

retaining the laminarity of the flow (i.e., for display quality purposes). This technique

is related to the work of Hasegawa et al. (2017), in which airflow was generated through

construction of a Bessel beam (i.e., a tightly focused, narrow and elongated sound beam).

The beam had self-healing properties and did not diffract or spread out over a limited

distance. In general, one can produce this Bessel beam using a conical arrangement of

sound sources, where the sound waves will converge and concentrate their energy (i.e.,

ultrasonic radiation force), as shown in Figure 4.3 (left).

To construct the beam, this study used a modulator (PAT or MM) operating at an

ultrasonic frequency (f = 40kHz) in air (speed of sound c = 343ms−1). The algorithm

included two steps (see Figure 4.3 (right)). First, this work computed the angle θz in

Equation 4.1, given a constant aperture A (modulator diameter), and zm as the maximum

height of the beam.

θz = tan−1

(
A

2 · zm

)
(4.1)

Second, this work computed the phase for each element in the proposed modulator,

as in Equation 4.2, where k = 2π/λ is the ultrasound wavenumber, and λ = c/f is the

wavelength, (8.6 mm in this study), and d(Ti, 0) is the Euclidean distance function. The

phase profile φi of the element can be electronically delivered to a PAT, or fabricated into

a MM as in the work of Norasikin et al. (2018).



93

Figure 4.3: A geometrical representation of a Bessel beam: (left) an elongated and slim

sound beam (i.e., a Bessel beam) is created as a result of a conical and propagated wave-

front; (right) the information needed to create the illustrated wavefront from a transducer

in a PAT.

φi = −k · d(Ti, 0) · sin θz (4.2)

Figure 4.4 (a) shows a 3D simulation of an example Bessel beam, created on a 16 x

16 PAT, in which the field presents an elongated beam in the middle of the array, while

Figure 4.4 (b) shows a horizontal slice, z = 100 mm, demonstrating good focusing of the

beam. Figure 4.4 (c) illustrates the SPLs achieved by varying the number of transducers

in the PAT, which revealed a decline in SPL as the number of transducers (i.e., sound

energy) decreased, highlighting the trade-offs between PAT size, SPL and, in turn, the

feasibility of reduced PAT setups to reconfigure aerosols.

4.3.2 Lateral reconfiguration of the basic beam

This work introduced diffraction gratings into the methodology used to reconfigure the

Bessel beam (i.e., to direct the narrow beam to the sides). This method is as an alternative

to that described by Hasegawa et al. (2017), typically used for optical tweezers (Salter

et al., 2013; Pesce et al., 2015), and simplifies the integration of the approach with simple

PATs or hybrid modulators (Norasikin et al., 2018) as described in Chapter 3. The

Equation 3.23 was simplified to Equation 4.3, where it only requires a shearing function
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Figure 4.4: Simulation of a Bessel beam using COMSOL Multiphysics: (a) a 3D simulation

of Bessel beam sound field; (b) a horizontal slice of a Bessel beam at z = 100 mm; (c) the

SPL levels achieved using a different number of transducers.

(i.e., a diffraction grating), rather than a stretch function (i.e., a Fresnel lens).

Given the reference point of the Bessel beam P (0, 0, zs) (e.g., for an example, see

Figure 4.5 (A1) where zs = 60mm), and a desired displacement of the Bessel beam in the

XY -plane (∆x,∆y), the position of each i-th element in the modulator Ti(xi, yi, zi) should

be identified. Then, the diffraction gratings phase ψi is computed for the i-th element Ti

by using Equation 4.3. In the case of a simple PAT, the final phase delay φ′i for each

transducer is simply computed as the phase addition of the Bessel beam and diffraction

gratings (φ′i = φi + ψi). Hybrid modulators will instead use ψi to drive the PAT (i.e., φi

is encoded in the MM).
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Figure 4.5: Simulation of the beam control algorithm: rows (1) and (3) are sound fields of

a different lateral shift, and rows (2) and (4) are graphs of the SPLs of the sound fields.

ψi =
2π

λ · zs
(xi ·∆x+ yi ·∆y) (4.3)

4.3.2.1 Simulation of lateral reconfiguration algorithm

This chapter explores the capabilities of the reconfiguration algorithm (using COMSOL

Multiphysics simulations) to laterally shift the reference point ‘P ’, highlighting important

relationships between the maximum shifting and the type of modulators used. Figure 4.5

shows the simulation results of the algorithm when using PATs. Rows (1) and (3) present

the sound fields of different lateral shifts on the X-axis (∆x), while rows (2) and (4) are

cutline graphs of the sound fields at zs = 60 mm. To easily note the changes, this work

first denoted the initial Z-axis of the reference point zs, using a horizontal dashed-line,

as in rows (1) and (3), and the initial X-axis with a vertical line, as in rows (2) and (4).

Following on, it denoted their maximum SPL using a circle, and the angle from its initial
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X-axis line was identified. The results verified that the algorithm was able to precisely

shifts the reference point ‘P ’.

Figure 4.5 shows a ghost beam in the generated sound fields (Hasegawa et al., 2017;

Hasegawa et al., 2018). It appears on the left side of the intended beams in Figure 4.5

(A3-D3). The intensity of the ghost’s SPL is low, from ∆x = 0–15 mm, growing at larger

shifts until it supersedes the SPL of the main beam at ∆x = 35mm (see Figure 4.5 (D3)

and (D4)). This will result in unintended airflow when the beam is laterally shifted more

than 15 mm, an inherent limit related to the large size of PATs transducers (ø= 10mm)

(Norasikin et al., 2018).

This limitation can be solved with hybrid modulators, particularly those using small

cell designs. To do this, this chapter adopted the design by Memoli et al. (2017) (i.e., the

size of the brick was λ/2, as in Figure 4.6 (b)) and created higher quality Bessel beams.

Figures 4.6 (a) and (c) show a comparison of the lateral shifted beam at ∆x = 35 mm

with a PAT and with a hybrid setup.

Figure 4.6: A comparison of approaches (bead shifted ∆x = 35 mm): (a) a PAT ( trans-

ducer ø = 10mm) failed to steer the beam according to the control point, with ghost beam

appearing on the left side and superseding the real beam on the right; (b) the equivalent

MM, using a smaller cell size (λ/2); (c) the resulting field using the hybrid setup (i.e., a

combination of MM and PAT), in which ghost beam were avoided.

4.4 Experimental characterisation

As in the technique outlined above, this section describes experiments and analysis con-

ducted to explore whether SonicSpray can be used in practice to direct and control the

aerosol flow, while retaining the laminarity of the flow. The relationships between the

number of transducers used, the SPLs achieved, and the resulting wind speed are ana-
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lysed here (and are always constrained to the laminar regime). Finally, this work limited

its exploration to lateral displacements of up to 35 mm, as a means for deriving useful

results, independent of whether a PAT or hybrid modulator is used.

4.4.1 Experimental setup

Figure 4.7: A SonicSpray setup consists of a phased array transducer (PAT), a 3D-printed

mist emitter, a mist atomiser, an air pump, a camera, and a Pico projector.

This work assembled the prototype as shown in Figure 4.7. It consisted of an off-

the-shelf atomiser (manufactured by IMECIG), an air pump (manufactured by SIMILK,

operated at 0.75W), propylene glycol and glycerol liquid as for the mist, and a 3D-printed-

squared-orifice emitter (with the orifice measuring 40 mm2). The reason a squared-orifice

was to minimise the number of transducers that are blocked by the emitter. A fine metal

mesh was packed inside the orifice to reduce airflow velocity from the air pump, and to

create even distribution of mist particles over the orifice area. The emitter was aligned to

the expected Bessel beam position to ensure the mist responded quickly to the ultrasonic

radiation force. Additionally, the resulting emitter provided a near-zero initial speed to

the flow (i.e., the mist floated upwards due to buoyancy, but the speed was below a min-
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Figure 4.8: A SonicSpray performing lateral reconfiguration: (a) A laminar mist is steered

to the left (illuminated by a refracted laser beam); (b) laminar mist is steered to the

centre; (c) laminar mist is steered to the right.

imum threshold measurable by an anemometer), ensuring that the tests in this work only

measured particle accelerations induced by SonicSpray technique, as a result of acoustic

pressure. The 16 x 16 PAT followed the design of Marzo et al. (2018), using transducers

from Manorshi Electronics (MSO-P1040H07T, ø = 10 mm) operated at a 40 kHz frequency,

with metal-oxide semiconductor field-effect transistor (MOSFET)s to amplify control sig-

nals to 15 Vpp (MOSFET, Microchip MIC4127), and a field-programmable gate array

(FPGA) to control them (Cyclone IV EP4CE6). The array was connected to a personal

computer (PC) via universal asynchronous receiver/transmitter (UART) protocol at 250

kbauds (∼ 250 second per update).

4.4.2 Camera-projector calibration

The prototype included a camera–projector system, providing a simple projection mapping

for a mid-air display using SonicSpray, which was later used for application examples in

this chapter. The system combined a Hercules HD Twist camera (with a resolution of

1,024 x 768 px), and an iCODIS LED mini projector (with a resolution of 854 x 480 px).

A computer program was written in C++, incorporating OpenGL (version 4.6.0) and

OpenCV (version 2.4.13.6), to computationally control transducer phase and the mist,

calibrate the camera and projector, and map the graphical content onto the laminar mist.

To perform the camera-projector calibration, this work referred to research by Zhang

(2000), Moreno and Taubin (2012), and Din et al. (2014), which primarily incorporated
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the pinhole model in their calibration algorithms. First, a general equation of the pinhole

model was formulated (see Equation 4.4) where m′ is the image plane coordinates, A is a

camera’s intrinsic parameters, [R|t] is camera’s extrinsic parameters, and M ′ is the world

coordinates. The equation was expressed as Equation 4.5. In the equation, (X, Y and

Z) were the 3D point coordinates in the world, (u and v) were image plane coordinate in

pixels, matrix, (Cx, Cy) was a central point of the image plane, and fx and fy were the

focal lengths in pixel units. To calibrate the camera and projector, ten images of a 10 x

7 checkerboard board and ten projected image of that checkerboard (with a resolution of

640 x 480 px) were captured. The calibration2 procedure was summarised into two main

steps: camera calibration, and projector calibration. In the steps, the ‘c’ subscript was

used for camera parameters and the ‘p’ subscript was ued for projector parameters. It is

worth noting here that the same equations (Equation 4.4 and 4.5) ware used for projector

calibration, but they treated the projector as an inverse camera.

m′ = A[R|t]M ′ (4.4)
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4.4.2.1 Camera calibration algorithm

1. Capture the printed checkerboard and detect its corner points, then define them as

the image point coordinates, m′c.

2. Define the known point coordinates of the printed checkerboard as the world co-

ordinates, M ′c.

3. Using the camera intrinsic matrix Ac and information from steps 1) and 2), compute

the camera extrinsic matrix [R|t]c.

4.4.2.2 Projector calibration algorithm

1. Place printed checkerboard in the camera view, and capture a photo of it with the

same calibrated camera.
2We refer to calibration OpenCV code retrieved from https://docs.opencv.org/2.4/modules/calib3d/

doc/camera_calibration_and_3d_reconstruction.html

https://docs.opencv.org/2.4/modules/calib3d/doc/camera_calibration_and_3d_reconstruction.html
https://docs.opencv.org/2.4/modules/calib3d/doc/camera_calibration_and_3d_reconstruction.html
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2. Identify the checkerboard corners and, using Equation 4.4, compute the extrinsic

parameters.

3. Use a projector to project the checkerboard at the same position and orientation as

the checkerboard in 1).

4. Using the camera intrinsic from step 1) in camera calibration, and the extrinsic value

from step 2) of this projector’s calibration, compute the M ′p.

5. Define the coordinates of the known image plane checkerboard used in step 3) as

m′p.

6. Using the information derived from the steps above, compute the projector intrinsic

parameters Ap.

7. Using the information above and the scale factor, the image plane on the projector

can then be used to determine the image plane needed for the real world point

coordinates, in this instance, the laminar mist.

Figure 4.9: Flowchart for SonicSpray contains three main modules which are user, laminar

mist reconfiguration and projection mapping.

Once the camera and projector had been calibrated, the graphical contents were

mapped to the laminar mist. The process of the reconfigurable mid-air display system

(laminar mist redirection and projection mapping) is simplified in a flowchart, presented

in Figure 4.9. The flowchart comprised three main modules: user, laminar mist recon-

figuration, and projection mapping. The user could reconfigure the direction of laminar

mist using one control point in spatial space, for example, following a projection of a

butterfly flying in air space as shown in Figure 4.13 (b), which the butterfly moved in
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a circle motion. The system had computed the control point to move in a circle in the

user module, then the computed control point data was sent to both the mist reconfigura-

tion and the projection mapping modules. The mist reconfiguration module converts the

computed control point data into meters and computes the phase delays required for the

PAT (0–2π). Meanwhile, the projection mapping module transform the control point into

calibrated pixels coordinate by using Equations 4.4 and 4.5.

4.4.3 Speed and laminar airflow test

To identify whether the Bessel beam produced a laminar or turbulent airflow, the ratio

between mist’s inertial forces and its viscous forces, known as the Reynolds number (Re),

was calculated. The Re is described in Equation 4.6 where υ is the airflow speed (ms−1);

L is the mist outlet dimension, 0.0138m2; and ν is the kinematic viscosity of the air, in

this case 10−6m2/s. Low Re number (i.e.,Re< 2, 300) produced a smooth or laminar type

of flow due to dominant viscous forces, while high Re number (i.e.,Re> 2, 900) produced

turbulent flow due to dominant inertial forces.

Re = υL/ν (4.6)

The Re was measured in three steps: First, the mist was emitted; following on, then the

transducers array (e.g., a 16 x 16) encoded with the Bessel beam was switched on. Next,

the produced airspeed at several Z-axis positions above the emitter outlet, was measured

with an anemometer (Kestrel1000). Finally, the Re and their errors were computed.

The three steps above were repeated to measure the Re for a different numbers of

transducers, and the results was compared in Figure 4.10. It showed that Re numbers for

all cases was lower than 2,300, which indicated the ability of SonicSpray to create laminar

aerosol flows. Solutions with a 4 x 4 and a 2 x 2 transducers failed to induce airflows (i.e.,

speed ∼ 0 m/s). Figures 4.8 (a–c) demonstrates the laminar aerosol created by remaining

configurations, as well as their ability to shift the beam to the left or right, as in Figures

4.8 (a) and (c), respectively. The path followed by aerosol particles was related to the

particle sizes, with ultrasonic radiation dominating the motion of larger particles (ø =

5.0µm), and Stokes drag (Barnkob et al., 2012) dominating the motion of smaller ones (ø

= 0.5µm). Therefore, particle size filtering technique like those suggested by Sahoo et al.

(2015) can help improve flow control.
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Figure 4.10: Graph of the Reynolds number (Re) according to a different number of

transducers. The threshold value for the laminar was below 2,300, while turbulent was

above 2,300.

4.4.4 Minimum transducers and SPL analysis

This section describes the identification of the minimum number of transducers and SPL

required to induce airflow.

4.4.4.1 Minimum transducer array required

To establish the minimum transducer array required for the proposed system, this work

studied the Re and airflow speed. The objective here was to find the smallest transducer

array that would satisfy two conditions: 1) it can produce airflow; 2) the airflow is laminar.

From the findings, a 6 x 6 array met the required conditions. An array that is lower than 4

x 4 is not able to produce an airflow (airspeed ∼ 0 m/s), even though it produces laminar

flow. Interestingly, Figure 4.11 (a) shows that the SPL distribution for the 6 x 6 and 4 x

4 arrays diverged at z ≈ 42 mm, roughly at SPL value of ∼ 98 dB. This behaviour and

value suggests that ∼ 98 dB is the minimum SPL threshold required to induce airflow

(independently of the transducer arrangement).
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Figure 4.11: Graphs of Sound Pressure Level and its resulting flows: (a) the measured

airflow speed by distance from the transducers array – a 6 x 6 array shows the gradual

fluctuation of airflow speed while a 4 x 4 array remains constant (0 m/s); (b) a graph of

simulated sound pressure level (SPL) by distance from the transducer array, where SPL

separation of 6 x 6 and 4 x 4 happened at ≈ 42 mm; (c) a graph of simulated SPL and

measured airflow speed showed a similar trend; (d) a graph of correlation of simulated

SPL and the measured airflow speed for a 6 x 6 PAT.

4.4.4.2 SPL and wind correlation

The correlation between SPL and airflow speed, particularly for a 6 x 6 array, was stud-

ied. The graph in Figure 4.11 (b) shows that SPL and airflow speed indicated a similar

trend: a peak at 60 mm then a gradual reduction towards 140 mm (the Pearson correla-

tion coefficient method was used to find the relationship between them). Figure 4.11 (c)

illustrates this relationship. The correlation value was r = 0.98, which implied that there

is a strong correlation between SPL and airflow speed (i.e., the airflow speed increased

as the SPL increased). Therefore, this study suggests that, to increase the airflow speed

using ultrasound, one can increase the SPL (e.g., by increase the transducer’s voltage).
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4.5 Evaluation

This section describes and reports the evaluation and the results of the proposed method’s

performance. It is reported in terms of the lateral mist resolution by oscillation frequency.

Figure 4.12: Lateral resolution: (1) an example photo that used a long exposure of two

seconds to evaluate lateral resolution. (the resolution is measured from (a) to (b)); (2)

regression analysis of the laminar mist lateral resolution with different oscillation frequen-

cies; (3) Regression analysis of the mist’s lateral resolution using a different quantities of

transducers.

4.5.1 Lateral mist resolution by oscillation frequencies

To evaluate the lateral resolution of the laminar mist, the following steps were carried out:

First, oscillation frequency was defined. One complete oscillation (i.e., 1 Hz) meant that

the reference point had moved entirely from the left (∆x = -15 mm) to the right (∆x = 15



105

mm)3. Second, the reference point was continuously shifted, based on the predetermined

oscillation frequency, but within the displacement limit. Third, a camera was fixed 150

mm away from the setup, and ten photos of the mist motion with two seconds exposure

were captured (e.g., see Figure 4.12 (1)). Finally, a maximum distance of the aerosol along

zs = 60 mm (denoted as (a) and (b) in the figure) was calculated. These three steps were

repeated for a different oscillations of up to 25 Hz. Then, the results were normalised

using the result achieved at 1 Hz, and this was denoted as lateral resolution.

Figure 4.12 (2) illustrates the results of lateral resolution according to the oscillation

frequency. A regression line throughout the measured data was computed. The regression

resulting in a value of R2 = 0.99, which indicated that oscillation frequency could be

reliably used to predict the lateral resolution. The figure also shows that the lateral

resolution of the laminar aerosol decreased gradually when the oscillation frequency was

increased from 1 Hz to 8 Hz. The reason for this was that the mist particles had a time

delay of ∼ 30 ms to adequately respond to the beam (Hasegawa et al., 2018). However,

the laminar aerosol lateral resolution remained constant from 9 Hz to 25 Hz. This finding

indicates that the lowest lateral resolution was found when lateral oscillation frequency

reached 9 Hz.

4.5.2 Lateral mist resolution according to number of transducers

This work also evaluated the effect on laminar mist resolution as a result of reducing the

number of transducers. First, the oscillation frequency was fixed to 5 Hz as changes to

lateral oscillation are small at higher frequencies. Then, ten photographs per array were

recorded and the lateral mist resolution was computed (similar to the previous section).

Figure 4.12 (3) shows that the results of mist’s lateral resolution in relation to the size

of the array. The fitting was poor (R2 = 0.36 < 0.5), implying that even if a tendency

can be observed in the data (i.e., lateral resolution increases marginally alongside with the

size of the array), it is difficult to confirm such a correlation between mist behaviour and

transducer numbers.
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Figure 4.13: Applications enabled by SonicSpray: (a) a game of whack-a-mole; (b) a

projection of a butterfly that is moving in 3D spatial space, (c) a visual of a person in a

video call application.

4.6 Enabling applications with SonicSpray

SonicSpray demonstrate a compact design for aerosol-based mid-air displays, controlled

with ultrasound, offering key benefits when compared to other approaches (i.e., a compact

form factor, reconfigurable in both X- and Y -axes, silent operation, and no enclosures).

Although SonicSpray should be considered as a control technique that can complement the

capabilities of other aerosol techniques in a number of different cases, its unique features

allowed this study to explore novel applications, even when using SonicSpray as the only

control technique. By controlling the motion of a 2D stroke on the XY -plane, SonicSpray

enabled applications for experiential learning. For example, a user can touch and follow a

point in 3D space onto the reconfigurable laminar aerosol (e.g., the user can draw shapes

or letters). This work also explored a game application, for example, whack-a-mole game,

as shown in Figure 4.13 (a), here, the flow and acoustic pressure provided additional tactile

sensations on the user’s finger.

Another innovative application is creating it as a mid-air display. SonicSpray enables a

reconfigurable projection that can be controlled spatially and precisely in mid-air. Figure

4.13 (b) shows an animated butterfly is projected and synced with the reconfigured laminar

mist. Such mid-air displays can also project a different types of useful content such as a

video conference (see Figure 4.13 (c)), where a visual of a user appears in mid-air to have

a conversation with the audience. The combination of these screen transformations will

3This displacement limit (∆x = ± 15 mm) is identified in the section titled, ‘Lateral reconfiguration of

the basic beam’.
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Figure 4.14: SonicSpray can be used as a single permeable mid-air display and can also

complement other reconfiguration techniques: (a) in conventional fog screens the protective

airflow degrades (slows) as it rises, and the fog display becomes turbulent; (b) SonicSpray

can induce flows, even for initially static air/fog and accelerate the air of the protective flow

in a fog screen to increase its operational size; (c) SonicSpray is mounted on mechanically

moving emitters to provide a wider display and large horizontal displacements.

allow the user to formulate a screen without the need for mechanical features (avoiding

noise). SonicSpray can precisely control the laminar flow in mid-air, which is useful for

art applications (e.g., airbrush drawing) and light painting applications, as indicated in

the work by Huang et al. (2018). The technique can serve as an alternative to the bulky

robotic arm that is used drawing work. SonicSpray also can be used to create small display

features, e.g., the Fairy Light of femtoseconds laser (Ochiai et al., 2016b), while retaining

a safe touch interface.

4.7 Discussion

SonicSpray offers interesting the potential for producing and controlling laminar aerosol

flows, which are required for creating permeable mid-air displays. The technique presents

clear advantages when compared to other control techniques, such as avoiding moving parts

(e.g., fans and mechanical actuators that produce noise), and allowing direct access to the

display volume (i.e., by avoiding transparent electrodes), and allowing reconfiguration in

mid-air (e.g., MistForm is limited to one axis control, and aerosol always flows vertically).

However, as a standalone technique, SonicSpray is only suited to relatively small form

factors and small lateral displacements (size depends on the type of modulator -PAT or

MM - used). Additionally, the need to retain the laminarity of the flow places limitations

on the speed of the actuation achievable (although this is shared by all other approaches).
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SonicSpray can contribute to traditional fog screens, which generate a laminar airflow

to protect fog and retain display properties. This protective flow degrades (slows) as it

rises, and when fully degraded, the fog display becomes turbulent (i.e., the degradation

of the protective flow limits the vertical size of the fog screen; see Figure 4.14 (a)). As

explored in this chapter, SonicSpray can induce flows of (0.3–0.8 m/s) from low SPLs

(92–101 dB), even for initially static air/fog. This can be used to continue to accelerate

the air of the protective flow in a fog screen, thereby increasing their operational size (see

Figure 4.14 (b)). SonicSpray can also potentially serve work as an excellent complement

to other aerosol control approaches and form factors, such as those created by Lam et al.

(2014, 2015b,a). For example, by mounting Sonic Spray around the array of emitters

(Lam et al., 2015b,a) or on the mechanically moving emitters (Lam et al., 2014) (see

Figure 4.14 (c)), the moving emitters can be used to provide a wider display and larger

horizontal displacements, and the proposed technique can be employed to enable further

mid-air control (steering in the XY -plane, as the fog raises). The electrode array in the

work by Sahoo et al. (2015) can only control fog in one axis (to or from the electrodes),

while SonicSpray can provide control along an additional axis and/or the initial direction

of the flow (i.e., towards the electrodes) for further control of fog trajectories.

These combinations, however, will come at the expense of sacrificing other benefits with

SonicSpray (i.e.,introducing fans will result in noise, introducing electrodes will result in

enclosures, and larger formats will require larger arrays), but they illustrate the potential

of SonicSpray as an enabling technology for exploring novel mid-air display formats.

4.8 Conclusion

This chapter presented SonicSpray, a technique that employs steerable ultrasound Bessel

beams to create and control laminar flows, with significant potential for being a control

technique for permeable, mid-air displays. This chapter described the control techniques

to produce such beams, and explored their potential application to both for PATs and

hybrid modulators. This chapter explored achievable form factors (e.g., sizes) and the

resulting laminar flow speeds, as well as the PATs levels required to create them (e.g., 0.8

m/s at 60 mm and 98 dB). SonicSpray can be as a sole technique (i.e., no initial air flow) or

as technological compliment to the current permeable mid-air displays, enabling compact

and mobile experiences. It can serve as an interesting additional control technique and

enable exploration of new reconfigurable and permeable mid-air displays.
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Chapter 5

Final conclusion and future work

This chapter describes the final chapter of this thesis.

5.1 Recapitulation of research purpose and findings

This thesis addressed the difficulties involved in reconfiguring permeable mid-air displays

through the experimental investigations of three interactive prototypes: MistForm, Sound-

Bender, and SonicSpray. Each of the prototypes include their own specific reconfigurability

techniques. Chapter 2 described a straightforward technique used by MistForm to coarsely

and mechanically reconfigure permeable mid-air displays. Throughout the investigation,

MistForm was capable of turning problems into solutions; for example, a concave display

(see Figure 2.10 (C)) can be used as a shared screen. However, the investigation found

the initial prototype of MistForm to be large and noisy. These challenges have led to an

experimental investigation of SoundBender in Chapter 3.

Chapter 3 described an investigation of SoundBender, a hybrid technique that recon-

figured non-solid diffusers. The technique was precisely manipulating any given complex

sound field, encoded by a MM mounted on PAT. The force from the sound affected the

surrounding particles. The technique was able to reconfigure matter such as paper, mist,

and flame in air space. However, this chapter did not focus on how to coordinate its

use specifically for permeable mid-air displays. Therefore, this thesis carried out another

investigation into SonicSpray, as presented in Chapter 4.

Chapter 4 investigated SonicSpray, a technique that reconfigured a permeable mid-air

display through a minimal form factor device (a PAT and a hybrid setup). It featured

a technique that was capable of reconfiguring non-solid diffusers without any physical

contact or physical guidance, while the diffused matter remained laminar in air. It can be
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used as a standalone technique or as a secondary technique to complement other current

reconfiguration techniques. In the case of latter, this thesis suggests how SoundBender

may be able to increase the operational capabilities of these techniques, for example, by

redirecting aerosols of mechanically-controlled fog emitters.

5.2 Contribution to the body of knowledge

This thesis contributes three reconfiguration techniques for permeable mid-air displays

with sufficient reconfigurability (both coarse and fine manipulation). The techniques were

investigated through three interactive prototypes, MistForm, SoundBender, and Sonic-

Spray. This thesis described the design of the proposed techniques, investigated their

performance, and coordinated their use for HCI applications.

5.3 Implications of the findings

Three papers have been published that were created as part of this thesis (two in the HCI

field, one in the acoustic field), and one of which was fully accepted to an HCI conference

proceeding. Therefore, to demonstrate the implications of this thesis, this section looks

at citations made by other researchers, regardless of their field.

Chapter 2, which discusses MistForm, indicated the system’s of capability of coarsely

reconfiguring permeable mid-air displays with a mechanical approach. Although the work

has found critical limitations of the technique, such as its bulk and noise, the work is

capable of being used as adaptive and interactive fog screen. This unique capability has

inspired researchers to explore and extend their research towards the interactions display

(Yamada et al., 2018; Popovici et al., 2019). Yamada et al. (2018) acknowledged MistForm

as an intuitive 3D display based on fog screens. MistForm is one of the works that inspired

Yamada et al. (2018) to develop a real-time 3D interactive display for holographic display.

This is done through graphic’s parallel processing. It is capable of reconfiguring (e.g.,

scaling and rotating) a holographic image made from a 4,096-point light source in real-time,

instructed by the movement of the user’s finger (e.g., pinching and swiping). Meanwhile,

Popovici et al. (2019) acknowledged MistForm as one of the display prototypes that has

advanced the technology of today’s displays. MistForm inspired Popovici et al. (2019) to

create a concept for an active TV interface, a concept that uses the spatial locations of

hands in free air as shortcuts to TV channels.

Meanwhile, SoundBender (as described in Chapter 3), inspired the researchers to ex-
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plore mid-air displays with other physical objects (Freeman et al., 2019), and to shape a

sound field for audible displays with the use of the MM (Memoli et al., 2019). Freeman

et al. (2019) acknowledged that SoundBender offers benefit to mid-air displays’ visibility.

SoundBender uses only a single sound emitter that allows matter to be manipulated in

the air, even in the presence of obstacles, while the work by Freeman et al. (2019) uses an

opposed emitter and emitter-reflector setup that limits the visibility of the display. The

key difference is that Freeman et al. (2019) studied an acoustically transparent object that

was included on top of their emitter, creating an interactive display of the static physical

object. Memoli et al. (2019) highlight the same key problems, as stated in Chapter 3, i.e.,

the problem of a bulky and expensive system in HCI that includes a phased array, and

the static condition of the 3D printed MM. Memoli et al. (2019) has referred to the gen-

eric steps suggested by SoundBender to produce an audio spotlight. The proposed audio

spotlight is more cost-effective compared to expensive audio spotlights currently used in

the HCI community.

While this thesis was being written, SonicSpray (Chapter 4) was fully accepted in

the 2019 ACM International Conference on Interactive Surfaces and Spaces (ISS 2019),

which suggests that the chapter is highly relevant and can contribute its benefits, such

as precisely reconfiguring mid-air displays through a minimal form factor, to the HCI

community.

5.4 Research strengths and limitations

This section discusses the strengths and limitations occurred of the study.

5.4.1 Strengths

This thesis outline the strengths pertaining to reconfiguring the mid-air displays of three

interactive prototypes: MistForm, SoundBender, and SonicSpray. MistForm, is the first

mid-air display that offers the advantages of interaction between the reconfigurable display

of permeable particles and real hands, without the need to switch focus between the display

and the user’s hand, as the case for displays using the light-converging concept (e.g., optical

combiners and concave mirrors), alongside another conventional display system. Consider

the example of users who only be able to directly interact with 3D objects using their

hands in front of the CAVE wall, with a proxy (i.e., a virtual hand) being necessary for

interaction beyond this area (so that they can focus on the wall and ignore their real
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hands). Benefits also apply in training scenarios such as those involving surgery, where

tools (e.g., scalpels) are central to the task at hand. In this context, MistForm allows

hands, scalpel, and organs to remain in focus, in the virtual environment.

Since they will not need to wear HMD, a trainee will be aware of their surroundings

and able to engage with other users as in the real world (e.g., nurses in an operation

theatre). Other technologies will require need virtual reconstructions as mediators, such

as avatars, tools, and virtual hands. Transparent HMDs for example, have an image plane

(usually at 3.5 m) and there is no optical overlap with the clients hand. Hands can be

reconstructed in VR, but designers will miss on client’s facial expressions. In contrast,

MistForm dynamic ZoC allows both hands and content to remain in focus throughout

the entire manipulation range (the range increases from 7 to 30 cm), unleashing the full

dexterity of the user’s real hands for interaction (assuming required sensing technology),

and recognising gestures (e.g., the client pointing of an object) and facial expressions.

MistForm has the ability to reconfigure screen shapes to control the fog’s visibility (i.e.,

brightness, blending, visibility and focus). It is able to change the shape of the fog screen,

mitigating common issues in fog screens such as blending and uneven brightness. It can

create areas of shared visibility, personalised views, or a tailored location of view zones.

It is also capable of enabling entirely new possibilities for the dynamic ZoC through its

reconfigurable features.

The most relevant strength of SoundBender is that it is the first to introduce the

first systematic exploration of a hybrid system to recreate high-fidelity (i.e., complex)

sound fields, not otherwise available using PATs. The main reason for that is that PATs

miss higher frequencies that lead to aliasing when reconstructing a complex sound field.

SoundBender refines the exploration into a structured method that can be used by the HCI

community. The sound field reconfiguration in SoundBender can be used in application

beyond those affecting visual display (e.g., haptics, sound, and smells). To the best of

my knowledge, prior to the paper on SoundBender being published, there was no other

technique that could recreate complex sound fields (e.g., self-bending beams) or enable

applications to control non-solid matter behind obstacles, or facilitate the applications

envisioned in the discussion of Chapter 3, which demonstrated SoundBender’s capabilities

in enabling three novel modalities around an obstacle: levitation, haptics, and non-solid

features. Chapter 3 also discussed the potential of some of these applications, such as

haptic feed-forward for interacting with a tangible object, the creation of interactive toys,

and smell delivery mechanisms.
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SonicSpray, provides an innovative technique for laminar flow reconfiguration, which

was the main primary limitation of previous systems (Sahoo et al., 2015). This is achieved

through a minimal form factor device that retains laminar flow while providing significant

benefits, i.e., avoid enclosures (Sahoo et al., 2015), no noisy mechanical parts (Lam et al.,

2014, 2015b,a; Tokuda et al., 2017), and precise mid-air control (Seah et al., 2014). As

means for testing the potential of this technique, the chapter described the design for

creating a prototype that solely relied on this technique (i.e., no fans and no electric fields),

and that has already demonstrated examples (such as butterfly in 3D space) beyond the

capabilities of previous approaches (i.e., it was silent, allowed movement in 3D space, and

had no enclosures). In addition, it had the ability to avoid ghost beams found in prior

research (Hasegawa et al., 2017). The technique presented in this chapter is valid for

practitioners reusing it with either MM or PATs.

In the case of SonicSpray, while the generated aerosol remained laminar, it offered

clear advantages in comparison to other reconfiguration techniques. For example, it can

avoid moving parts such as fans and mechanical actuators that produce noise, allows direct

access to the display volume (i.e., it avoids the use of transparent electrodes), and allows

the reconfiguration of aerosols in mid-air (e.g., MistForm is limited to one-axis control,

and aerosol always flows vertically). Furthermore, SonicSpray can also complement other

aerosol control approaches, for example, by mounting SonicSpray around the array of

static or mechanically-moving fog emitters. This can provide a wider display and large

horizontal displacements, and enable further mid-air control of the aerosols by steering in

the XY -plane. Traditional fog screens generate a laminar airflow to protect fog and retain

laminar display properties. However, this protective flow degrades (i.e., slows) as it rises,

causing the fog display to become turbulent and no longer laminar, which will limit the

vertical size of the fog screens. As explored in Chapter 4, SonicSpray can induce flows of

(0.3–0.8 m/s) from low SPLs (92–101 dB), even for initially static air/fog. This can be

used to continuously accelerate the protective flow and increase the operational size of the

fog screens.

This thesis also explored the minimum number of transducers required to reconfigure a

narrow mist for display purposes (a 6 x 6 PAT). The minimal concept offered in this thesis

can be used as an alternative technique to provide additional non-visual informations

(e.g., haptics, parametric sound, odours, and hot air) in HCI applications. One work that

demonstrated the provisioning of such information is the one by Nakajima et al. (2018),

where it provided a cool sensation as feedback to a user by using a Bessel beam remotely.
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This can be used as an alterntive to an air jet, which was previously used by Suzuki and

Kobayashi (2005) to provide haptic feedback in a VR application. However, Nakajima

et al. (2018) did not study a minimal form factor for the system. The research in this

thesis had the advantage of incorporating the minimal concept into the system.

5.4.2 Limitations

Three critical limitations were found in this thesis. The first concerns the noise and bulky

design of MistForm (Chapter 2). Although MistForm’s fog screen is reconfigurable and

enables novel interactive features, it is noisy (66 dB at the user’s position, slightly louder

than an air conditioning system). This problem, however, was solved in another study, as

detailed in Chapter 4, where a technique is that is capable of finely reconfiguring matter

in free air silently, and in a minimal form factor. This study is described in Chapters 3

and 4.

The second limitation is the hard-coded phase shifts that produce a high-fidelity sound

field, as discussed in Chapter 3. The phase was encoded by through MM, which is a static

3D printed structure. However, it is this hard-coded element that allows the recreation

of complex sound-fields, which cannot be done by PATs, and enables new applications of

displays even in the presence of obstacles (e.g., levitation around a passive object, haptic

feedback above passive object, and control of non-solid around a passive object)

The third limitation was found through the investigation of SonicSpray in Chapter 4,

where fog particles suffered from poor response to low ultrasonic energy. In the study,

the airflow speed of the particles was found decreased proportionally to the number of

transducers used. In the future, researchers can improve the response rate of the particles

by using a source with greater sound power.

5.5 Future work

This section explains possible research directions and interesting applications beyond the

scope of this thesis.

5.5.1 Reconfigurable volumetric displays of permeable materials

This thesis offers the concept of a minimal mid-air display that steers aerosols, where

the shape of the display is changeable and touchable. This advantage will inspire work

on making swept-volume displays more minimal and touchable in comparison to current
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Figure 5.1: Future reconfigurable displays with new concepts: (a) a swept-volume display

made from reconfigurable aerosols, (b) the volumetric display of a hybrid modulator (i.e.,

a PAT combined with MM), (c) icons made of mist, which are generated through tunable

MM, (d) a mid-air display made from trapped permeable materials.
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swept-volume displays (for instance, research such as conducted by Hunter et al. (2017)

and Karnik et al. (2011), which demonstrated a large swept-volume display that does not

allow a user to touch the display directly). SonicSpray is capable of reconfiguring a narrow

mist to form a volumetric shape, as shown in Figure 5.1 (a), at a persistence of vision ≈ 12

Hz. However, researchers will need to address the issue of the weak reaction of permeable

materials to sound energy. There are several ways in which to address this problem, e.g.,

exploration of the mist reaction to sound energy. An investigation into the mist reaction

at a different sound powers should be studied with the aim of finding sound power at

which the mists reacts instantaneously. Other possible explorations include an inquiry

into the mist reaction at different ultrasound frequencies, and the studies on the reactions

of different size of particles at different ultrasound frequencies. By solving this reaction

issue, a light projector can be synchronised with the steered mist, creating a display beyond

fan holograms with LEDs1. Additionally, SoundBender, which is a hybrid device (i.e., a

hybrid setup of PAT and MM), can inspire work on volumetric displays (as in Figure

5.1 (b)). It is capable of constructing a volumetric sound field through an axisymmetric

design of a metasurface. A designer can imagine as if revolving a volume in a 3D software

package, but create the volume in the real-world using the axisymmetric design. The

sound energy will force permeable materials to form the volumetric shape, and the sound

field can be reconfigured (e.g., stretched and steered) through the PAT. A projector can

be used to display graphical content on the formed mist, or alternatively, researchers can

add a back-propagation method (Zhang et al., 2014) to transform the volumetric shape

further away from the ultrasound source. The methods above are safer, more reliable, less

noisy, and offer a small form factor when compared to current swept-volume displays of

permeable matter (Lam et al., 2014, 2015a).

5.5.2 Dynamic displays with tunable MM

This thesis has introduced a hybrid modulator, a combination of a PAT and MM for

displays, which represent the fastests way of exploring the capabilities of MM to reconfigure

matter in free air. This research can inspire researchers to achieve greater reconfigurability

beyond that demonstrated in this thesis (i.e., via SoundBender and SonicSpray), meaning

that a higher degree of control for the MM can be explored. One option is to design a

tunable MM, which will eventually allow permeable materials to be configured through the

MM at a higher precision than with a PAT, since the use of MM can produce high fidelity

1https://www.360digitalsignage.com/product-item/3d-hologram-fan-displays/

https://www.360digitalsignage.com/product-item/3d-hologram-fan-displays/
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sound fields. The study for such reconfiguration will be able to uncover new capabilities

for shaping sound fields, particularly within the HCI community. For example, directing

audible sound or odours in a curvature, as in the work of Hasegawa et al. (2019), but

with higher precision achieved by using MM, or as shown in Figure 5.1 (c), where the

MM was designed to form a complex icon in mid-air through the generated sound field.

Acoustic MM is a challenging task; however, interest in the investigation of this topic is

growing even in the acoustic MM community, which will be beneficial to both the HCI and

acoustic MM communities. SoundBender and SonicSpray have the potential to allow HCI

practitioners to access more complex sound-fields, following the current thesis addressing

the primary challenges and pitfalls of a hybrid modulator. New algorithms can be created

to allow even better control of the static field generated by MM, and researchers can

further explore dynamic MM in order to gain greater control over the permeable matter

induced by the sound field.

5.5.3 Reconfigurable displays of trapped permeable materials

This thesis has demonstrated the ability to steer a narrow aerosol in a spatial location

by using ultrasound. This capability will inspire studies on techniques for trapping per-

meable matter with acoustic trapping, as existing research has previously trapped only

solid objects for mid-air displays. The idea is to trap the non-solid particles (e.g., mist)

using a PAT (as seen in Figure 5.1 (d)), then move them at high speed (higher than the

persistence of vision) in mid-air. Following on, an RGB light projector can be synchronised

with the motion of the trapped mist to create an interactive visual display. This trapping

technique has been shown to work in both optical (Smalley et al., 2018b) and electrical

(Berthelot and Bonod, 2019) fields. Both of the works cited here trapped and moved

permeable materials for their displays. However, ultrasound approach to this trapping

technique remains unexplored.

5.6 Final conclusion

In conclusion, this thesis has already addressed the difficulty of reconfiguring permeable

mid-air displays through the experimental investigation of three interactive prototypes:

MistForm, SoundBender, and SonicSpray. All three prototypes demonstrated techniques

for sufficiently reconfiguring the display using coarse and fine control, and have also been

accepted by the HCI community. For example, Memoli et al. (2019) posit SoundBender
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as an example of a hybrid system that will become a future sound modulator. The reason

for this is that the MM can be of minimal form factor, and is cheaper and easier to

fabricate compared to phased arrays. Memoli et al. (2019) stated that it can be used

for application with the irregular shape of sound effected through conventional speakers.

Scenarios include sending specific sounds to only a certain part of an audience, to pertinent

space, and extending the range of haptic devices even behind obstacles, which can make

a device like Google Home or Amazon Echo smarter. The reconfigurable mid-air displays

of permeable matter, as described and demonstrated in this thesis, have advanced current

technology, as noted by Popovici et al. (2019). This advanced display can also be used

in area such as visualisation for 3D printers, educational objects in medical and science

context, interactive public kiosks, smartphones and small form factor display devices,

architecture, and in interaction with dirty hands (e.g., in kitchens or industrial design

workshops).

This thesis has carried out research aimed at reconfiguring permeable materials. It

presented and described prototypes that are capable of achieving this with sufficient re-

configurability. The hybrid method has already indicated significant capability for recon-

figuring permeable materials in mid-air displays. More value can be added to this thesis if

it were to propose and explore tunable acoustic MM. However, this will require a significant

amount of time and resources. Therefore, any continuation of the study on reconfiguring

permeable mid-air displays should consider the prototypes in this thesis, which should be

treated as anchors for developing new knowledge related to future mid-air displays.
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