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## List of Abbreviations and Symbols

$a \propto b \quad:$ It means that there exists a constant $C$ such that $a=C b$.
$a \lesssim b \quad:$ It means that there exists a constant $C$ such that $a \leq C b$.
$f_{X}, f_{N\left(0, \gamma^{2}\right)}, f_{\pi} \quad:$ It denotes a density function of a random variable $X$, or a probability $N\left(0, \gamma^{2}\right), \pi$.
$\Sigma_{X} \quad:$ It is the $\sigma$-algebra of the measurable space $\left(X, \Sigma_{X}\right)$.
$\mathbb{E}_{X \sim \pi}(f(X)), \quad:$ Expectation of $f(X)$, where $X \sim \pi$.
$\mathbb{E}_{\pi}(f(X))$
$\sigma(Y) \quad:$ It is the smallest $\sigma$-algebra which is generated by a random variable $Y$.
$\mathbb{E}(f(X) t \mid \sigma(Y)) \quad$ : Conditional expectation of $X$ given $\sigma-$ algebra $\sigma(Y)$.
$\operatorname{Ent}_{\pi}(f) \quad:$ Entropy of $f(X)$, where $X \sim \pi$, see Definition 4.4.1.
$U=\left(a_{1}\left|a_{2}\right| \ldots \mid a_{n}\right) \quad: U$ is the matrix with columns the vectors $a_{1}, a_{2}, \ldots, a_{n}$.
$U=\left(U_{1} \mid U_{2}\right) \quad:$ The above definition, it also extend also with matrices instead vectors.
$\pi_{m, B} \quad:$ In Chapter 4, we define the one exponential probability measure, where $m, B$ are parameters of the probabilty measure $\pi_{m, B}$.
$L^{\infty}(D) \quad:$ It is a function space which contains bounded function over the domain $D$.

## Chapter 1

## Introduction

In the present thesis, we study the approximation of measures defined on high or infinite dimensional spaces. In particular, these measures emerge in the context of the Bayesian approach to inverse problem.

Let us start with the definition of inverse problem with measurements subject to additive noise. Without noise, the measurement $y$ is generated by the forward model represented by $G: X \rightarrow Y$. We hence write

$$
y=G(u)+\eta
$$

The aim of the problem is to recover the unknown $u$ from the knowledge of $y$. In general, either the distribution or the size of noise term $\eta$ is known. In our set-up, we assume that the distribution of $\eta$ is given.

Intuitively speaking, the Bayesian approach to the inverse problem can be described as follows. Given prior information about the location of the unknown $u$ within $X$ and measurements $y$, we are interested in an update of our prior information according to the measurements $y$. In the context of Bayesian approach, both the prior information and its updated version are considered to be distributions over elements of space $X$, and we call them prior distribution and posterior distribution, respectively. Essentially, this approach emerges from Bayes' Theorem, if both prior and posterior distributions admit a probability density function, Bayes' formula provides us the following expression

$$
f_{U \mid Y}(u \mid y) \propto f_{Y \mid U}(y \mid u) f_{U}(u)
$$

In a more general mathematical framework and under appropriate conditions, Bayes' formula provides us with the Radon-Nikodym derivative of the posterior probability with respect to the prior probability, and the derivative is the so-called likelihood.

In statistics, one needs to introduce quantities of interest for a better understanding of
distributions, such examples are the mean value of distribution, the variance, the mode, etc. Returning to the Bayesian approach and considering large or infinite dimensional $X$, such quantities are usually expected values of bounded continuous functions with respect to the posterior and are approximated using Monte Carlo methods. An advantage of using Monte Carlo is that the convergence rate of those methods is the same regardless the dimensions of the problem.

Let us introduce the Importance Sampling method; this is a method derived from the theory of Monte Carlo simulations. In this concept, we consider the proposal distribution $\pi$, and we are interested in evaluating the target distribution $\mu$. An essential condition is that $\mu$ needs to be absolute continuous with respect to $\pi$ and its Radon-Nikodym derivative to be known up to a multiplication constant

$$
\frac{d \mu}{d \pi}(x) \propto f(x)
$$

Given the structure of the Bayesian approach, i.e. the Radon-Nikodym is known, the Importance Sampling is a suitable method for the approximation of the posterior distribution.

In most presentations of Importance Sampling, it is highlighted that a way to accelerate the computational time of the Monte Carlo is to focus on an appropriate region of $X$. Essentially, we consider a subset that contributes the most to the evaluation of our Monte Carlo simulation.

Let us now consider the following example. We assume probabilities $\mu$ and $\pi$ are defined on the infinite dimensional space $\mathbb{R}^{\infty}$, and the Radon Nikodym derivative of $\mu$ with respect to $\pi$ is defined as the infinite product of a non-trivial function $g$, i.e. $g \not \equiv 1$, then we have that $\mu$ and $\pi$ are singular, see for instance Agapiou et al. (2017). Consequently, we have that for non-trivial probabilities $\mu$ and $\pi$ defined on the infinite dimensional space $X$ with $\mu$ absolutely continuous with respect to $\pi$, the part of space $X$, which contributes the most to the evaluation, tends to be restricted to low-dimensional subspaces.

That subspace is derived by a minimisation problem. More precisely, we consider candidate measures for the approximation of the target measure $\mu$. Such measures correspond to a subspace of $X$ and the approximated measure is the one that minimises the distance between the candidate measures and $\mu$. The distance used in the minimisation problem is the Kullback-Leibler divergence. The advantage of this technique is that it applies to the Bayesian approach with nonlinear forward operators, non-Gaussian priors, and nonGaussian noise term, also provides us with a relation between the considered dimension $r$ and the error of the approximation. This methodology was proposed in Zahm et al. (2021) where the authors consider the case of sub-Gaussian prior distributions.

My contribution to the above mentioned methodology is its extension to the case of 1-exponential measures. In Sections 4.4.1 and 4.4.2, one can find my contributions to that methodology. More precisely, my main contribution is Theorem 4.4.3, which allows to extend the methodology for the case of 1-exponential measure. Also, the results of that methodology are summarised in Proposition 4.4.1. Therein one can find error estimates of the method with respect to Kullback Leibler divergence and the way to recover that optimal space.

As we see in Section 2.3.1, the 1-Besov priors are defined through 1-exponential distributions. These priors are important especially for the field of signal and image processing because of their edge-preserving and sparsity-promoting properties, see e.g. Leporini and Pesquet (2001); Kolehmainen et al. (2012); Jia et al. (2016); Tan Bui-Thanh (2015); Rantala et al. (2006).

In the second part of the thesis, we study the problem of estimating the drift and diffusion coefficients of a stochastic differential equation with a small diffusion coefficient from discrete noisy measurements of a single path of the solution. Such equations are usually represented as,

$$
\begin{equation*}
d X(t)=(a(X(t))-b(X(t))) d t+\frac{1}{\sqrt{N}} \sqrt{a(X(t))+b(X(t))} d W_{t} \tag{1.1}
\end{equation*}
$$

where $N$ is a large number, i.e. $N \gg 1$. We assume that the process is restricted to the bounded interval $[0,1]$ and measurements are collected from a realisation of $\left(X\left(t_{1}\right), \ldots X\left(t_{n}\right)\right)$ at times $0 \leq t_{1}<\ldots t_{n} \leq T$, for positive time $T$.

Let the forward map $G: C^{2}([0,1]) \times C^{2}([0,1]) \rightarrow \mathbb{R}^{n}$ be defined as

$$
G(a, b):=\left(X\left(t_{1}\right), \ldots X\left(t_{n}\right)\right)(a, b)
$$

where $X\left(t_{i}\right)(a, b)$ is the solution of the above SDE with coefficients $a-b$ and $\frac{1}{\sqrt{N}} \sqrt{a+b}$. Denote the noisy measurements by $y \in[0,1]^{n}$ and the noise term by $\epsilon \eta=\left(\epsilon \eta_{1}, \ldots \epsilon \eta_{n}\right)$, where $\epsilon>0$ and $\eta_{i}$ are independent and identically distributed. Then, the above inverse problem can be written in the following form,

$$
y=G(a, b)+\eta
$$

where the functions $a$ and $b$ are unknown.
At this point it is worth mentioning that equation (1.1) is closely connected to the birth death process. Consider for instance $\left(Y_{t}\right)_{t \geq 0}$ birth death process with state space $\{0, \ldots, N\}$, where $N, T>0$, as described for example in Renshaw (2015). Next, we consider the following two set of parameters: $u_{k}$ is the up jump rate the $k$ state and $d_{k}$
down jump rate, with $k \in\{0, \ldots, N\}$, and an initial condition $Y_{0}$. Under the condition that $u_{N}=d_{0}=0$ and $Y_{0} \in\{0, \ldots, N\}$, we have that the process $Y_{t}$ will remain in $\{0, \ldots, N\}$. Suppose now that these jump rates have the so-called density dependent property Ethier and Kurtz (2009), meaning that there exists functions $a, b:[0,1] \rightarrow \mathbb{R}$ such that:

$$
\forall k \in\{0, \ldots, N\}, \frac{u_{k}}{N}=a\left(\frac{k}{N}\right) \text { and } \frac{d_{k}}{N}=b\left(\frac{k}{N}\right)
$$

and where we assume that $U$ and $D$ are non-negative on $[0,1]$. Then, it is well-known, see for instance Kurtz (1971), that in the limit of large $N$, the rescaled BD process $\left(\frac{1}{N} Y_{t}\right)_{t \geq 0}$ can be approximated by a diffusion process, that satisfies equation (1.1) with reflective boundary conditions and initial condition $x_{0}=\frac{1}{N} Y_{0} \in[0,1]$.

In Chapter 5, we consider the posterior distribution $\mu^{y}$ that emerges from the above inverse problem. More precisely, we have that the likelihood is the product of transition probabilities, which are the fundamental solution of a parabolic differential equation. Such solutions are usually expensive to compute. We propose an approximation of the likelihood using a random perturbation technique. This leads to an approximation of solution $X$, in the form of $X^{N} \approx X_{0}+\frac{1}{\sqrt{N}} X_{1}$ with $X_{0}$ the solution of a deterministic first order differential equation and $X_{1}$ a Gaussian process. As a result, the likelihood of the approximated posterior is much easier to compute. We establish some convergence properties of $X^{N}$ under appropriate regularity conditions on the drift and diffusion, and study the convergence properties of the resulting approximated posterior.

### 1.1 Organisation of the thesis

The thesis is organised as follows. Chapter 2 summarises some of the already known background materials for the Bayesian approach to Inverse problems and the Importance Sampling method. In particular, Section 2.5 demonstrates a version of the Bayes' Theorem on Banach Space. Later in Section 2.5, there is a general framework for approximating the posterior based on an approximation of the forward map; this is the same framework that we desire to establish for the approximation of the posterior of the second problem, see above. Later on, in the same chapter, there is an introductory section for Monte Carlo simulations. More precisely, Section 2.6.1 is devoted to the Importance Sampling technique and provides some materials about Kullback-Leibler divergence.

Chapter 3 is an introductory Section for stochastic differential equations, where the reader can find results relevant to the existence and uniqueness of the solution. We also study the behaviour of the solution near the spatial boundary. Furthermore, Section 3.3
is devoted to the Fokker-Planck equation.
In Chapter 4, we first recall the methodology proposed by Zahm et al. (2021) for dimension reduction in the case of sufficiently regular prior. Then, in our main result, we extend this dimension reduction technique to the case of 1-exponential priors in Section 4.4.1.

In Chapter 5, we study the above mentioned inverse problem which involves the stochastic differential equation. Section 5.2 explores the perturbation technique and introduces the ODE and the Gaussian process, which describe $X_{0}$ and $X_{1}$, respectively. In addition, we demonstrate our results related to the convergence of perturbation technique. In Section 5.3, we build the framework associated with the approximation of the posterior.

## Chapter 2

## Bayesian inverse problems

This chapter is devoted to background material related to Bayesian approach to inverse problems, and gives an introduction to Monte Carlo methods. In particular, Section 2.1 starts with the generic inverse problem and then focuses on inverse problems with measurements subject to additive noise which are the main interest of the current thesis. Afterward, Section 2.2 presents the Bayesian approach to inverse problems, where we present Bayes' Theorem on Banach spaces, which plays a central role to the definition of the current approach. We then review the conditions for the well-definedness of the solution emerging from the Bayesian framework, the so-called posterior distribution. We then study the effect of the approximation of the underlying forward operator on the posterior distribution. Finally, Section 2.6 is an introduction on Monte Carlo methods. More precisely, it focuses on importance sampling, which is a suitable method for approximating the posterior distribution that emerges from the framework of the Bayesian approach.

### 2.1 A generic formula for inverse problems

Suppose $X, Y$ are Banach spaces. We consider the problem of recovering the unknown $u \in X$ from some data $y \in Y$ given the model

$$
y=\tilde{G}(u),
$$

where $\tilde{G}: X \rightarrow Y$ is a generic stochastic mapping that associates the unknown variable $u$ with the observed data $y$. We usually call it the observation map.

One example is the case where a noise effect has been incorporated into the observed data, and the stochastic map $\tilde{G}$ is given as follows

$$
\tilde{G}(u)=G(u)+\eta
$$

where $G: X \rightarrow Y$ is a deterministic map that relates $u$ to $y, G$ is usually called forward map. The noise term $\eta$ is also known in some sense, one may consider either its distribution or its magnitude to be known. In our set-up, we assume that the distribution of $\eta$ is given.

Intuitively speaking, we have been asked to invert the operator $\tilde{G}$. One strategy for recovering the unknown $u$ is to deploy an estimator which behaves similarly to the inverse of the operator $\tilde{G}$.

There are several difficulties that one needs to overcome in this problem:

1. Non-existence:

Consider the inverse problem of recovering $u$ from the data

$$
y=G(u)+\eta
$$

where $\eta$ is an element in $\mathbb{R}^{n}$ and the forward map $G: \mathbb{R}^{n} \rightarrow \operatorname{Im}(G)\left(\subsetneq \mathbb{R}^{n}\right)$ is invertible. Consider the situation where one uses the inverse of $G$ as the estimator which retrieves $u$. Observe now that since we only know the distribution of $\eta$, we have that $y$ and $\eta$ are inseparable and that there may be several choices of $\eta$ such that $y \notin \operatorname{Im}(G)$, thus there are several $y$ for which our estimator cannot solve our problem.
2. Non-uniqueness:

We consider the inverse problem without the noise term here for simplicity, and assume an underdetermined system of equations, that is a linear map $G: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, where $n>m$, satisfying

$$
y=G(u) .
$$

In this example, we may have several $u \in \mathbb{R}^{n}$ solving the above equation.

## 3. Instability:

Let us once again consider the problem

$$
y=G(u)+\eta
$$

where $G$ is an invertible linear map $G: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, also assume that the noise term is bounded by some $\epsilon>0,\|\eta\| \leq \epsilon$, where $\|\cdot\|$ is some norm over $\mathbb{R}^{n}$. In addition, we consider the specific case, where $G$ is a diagonal matrix and the elements on the diagonal decay fast to zero, for instance $\lambda_{i}=1 / i$. Then the inverse of $G$ is given as follows

$$
G^{-1}=\left(\begin{array}{ccc}
1 / \lambda_{1} & & \\
& \ddots & \\
& & 1 / \lambda_{n}
\end{array}\right)
$$

Then using the inverse map as an estimator for the unknown $u$ may mislead us as we see now. Let the noise $\eta=(0, \ldots, 0, \epsilon)$ and $n \gg 1$. Denote the data with noise by $y$ and
without noise by $y^{\dagger}=G\left(u^{\dagger}\right)$. Let us now check the contribution of the error term in the estimation of the unknown $u$,

$$
\left\|u-u^{\dagger}\right\|=\left\|G^{-1}\left(y-y^{\dagger}\right)\right\|=\|(0, \ldots, n \epsilon)\|=n \epsilon\|(0, \ldots, 1)\| .
$$

Therefore, we observe that small noise in the data could lead us in large changes of the solution $u$.

The above difficulties are summarised in Hadamard's definition of well-posedness: A well-posed problem is a mathematical model which has the following three properties:
(a) The solution exists.
(b) The solution is unique.
(c) The solution is stable, i.e. small variations in the observed data cause small changes to the solution.

In the following section, we introduce the Bayesian approach for inverse problems, a probabilistic approach for recovering the unknown $u$ in a wellposed manner. Section 2.4 presents a suitable set of assumptions which addresses the well-posedness of the Bayesian approach.

### 2.2 The Bayesian approach for inverse problems

Let us consider the inverse problem of finding $u$ from $y$ given as

$$
\begin{equation*}
y=G(u)+\eta . \tag{2.1}
\end{equation*}
$$

We assume that $\left(X, \Sigma_{X}\right)$ and $\left(Y, \Sigma_{Y}\right)$ are measurable spaces, $G: X \rightarrow Y$ is a measurable map and the distribution of $\eta$ is given and $\eta \in Y$.

Intuitively speaking, this approach can be described as follows: Given prior information about the location of the unknown $u$ within $X$, and measurements $y$, we are interested in an update of our prior information according to the measurements $y$. Both the prior information and its updated version are considered to be distributions over space $X$, and we call them prior distribution and posterior distribution, respectively.

In this approach, we treat $u, y$ and $\eta$ as random variables and determine the joint distribution of $(u, y)$. Notice that the distribution of $\eta$ is given above. Given the prior distribution and knowing that $u$ and $\eta$ are independent, we can then determine the joint distribution of $(u, y)$ using (2.1). Finally, we obtain the conditional distribution of $u \mid y$, the so-called posterior distribution in this approach. As we show in the following sections,

Bayes' rule plays a central role in obtaining the posterior distribution. If $u$ and $y$ are finitedimensional random variables, Bayes' rule implies the following for the density functions of the concerned random variables

$$
\begin{equation*}
f_{U \mid Y}(u \mid y)=\frac{1}{f_{Y}(y)} f_{Y \mid U}(y \mid u) f_{U}(u) \tag{2.2}
\end{equation*}
$$

In the context of Bayesian approach, the density function $f_{Y \mid U}(y \mid u)$ is called likelihood.
Using this approach allows us to incorporate a priori information about the unknown $u$ by choosing an appropriate prior distribution.

Next, we provide some notations to facilitate our study of the distribution of $u, \eta$ and $u \mid y$, which are used in the following section. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be an abstract probability space and $\left(X, \Sigma_{X}\right)$ and $\left(Y, \Sigma_{Y}\right)$ measurable spaces. We consider $y$ and $u$ as realisations of the measurable functions $\mathcal{Y}: \Omega \rightarrow Y$ and $\mathcal{U}: \Omega \rightarrow X$. We use the notation $\eta: \Omega \rightarrow Y$ for the random variable representing noise as there is no room for confusion. Then we define the two probability measures $\mathbb{Q}_{0}(\cdot)=\mathbb{P}(\eta \in \cdot)$ and $\mu_{0}(\cdot)=\mathbb{P}(\mathcal{U} \in \cdot)$ over $\left(Y, \Sigma_{Y}\right)$ and $\left(X, \Sigma_{X}\right)$, respectively. Observe that according to the same notation the posterior probability can be written as $\mu^{y}(\cdot)=\mathbb{P}(\mathcal{U} \in \cdot \mid \mathcal{Y}=y)$ defined on $\Sigma_{X}$.

Looking at the Bayes' rule (2.2), we also need to determine the probability emerging from the random variable $\mathcal{Y} \mid\{\mathcal{U}=u\}$. For any $A \in \Sigma_{Y}$ and $u \in X$, we have

$$
\begin{align*}
& \mathbb{Q}_{u}(A):=\mathbb{P}(\mathcal{Y} \in A \mid \mathcal{U}=u)=\mathbb{P}(G(\mathcal{U})+\eta \in A \mid \mathcal{U}=u)= \\
& \quad \mathbb{P}(\eta \in A-G(u) \mid \mathcal{U}=u)=\mathbb{P}(\eta \in A-G(u))=\mathbb{Q}_{0}(A-G(u)) \tag{2.3}
\end{align*}
$$

where the third equality holds due to the independence of $u$ and $\eta$.
Now Bayes' rule (2.2) provides us with the following Radon-Nikodym derivative

$$
\frac{d \mu^{y}}{d \mu_{0}}(u)=g(u ; y) / \int_{X} g(x ; y) \mu_{0}(d x) .
$$

Notice that the Radon-Nikodym derivative is proportional to $g(u ; y)$ which is the so-called likelihood, see for instance (2.2).

In the following two sections, we present an example of a finite dimensional space and then we introduce Bayes' theorem defined on Banach spaces.

### 2.2.1 Application of Bayes' Theorem in finite dimensions

Let us consider two euclidean spaces $X=\mathbb{R}^{n}$ and $Y=\mathbb{R}^{m}$ equipped with the Borel $\sigma$-algebra, measurable map $G: X \rightarrow Y$ and given probabilities $\mu_{0}$ and $\mathbb{Q}_{0}$ defined as above. We further assume that $\mu_{0}$ and $\mathbb{Q}_{0}$ admit a probability density function $\rho_{0}$ and $\rho$,
respectively, i.e.

$$
\begin{array}{ll}
\mathbb{Q}_{0}(A)=\int_{A} \rho(\eta) \mathcal{L}^{m}(d \eta) & A \in \mathcal{B}\left(\mathbb{R}^{m}\right) \\
\mu_{0}(B)=\int_{B} \rho_{0}(u) \mathcal{L}^{n}(d u) & B \in \mathcal{B}\left(\mathbb{R}^{n}\right)
\end{array}
$$

where $\mathcal{L}^{n}$ is the Lebesgue measure defined on $\mathcal{B}\left(\mathbb{R}^{n}\right)$ and analogously for $\mathcal{L}^{m}$. We can then define the joint distribution $(\mathcal{U}, \mathcal{Y})$ in terms of $\mathbb{Q}_{u}$ and $\mu_{0}$, but first let us observe that the density function of $\mathbb{Q}_{u}$ is equal to $\rho(y-G(u))$, for fixed $u$, see for example equation (2.3). Therefore, the density function of $(\mathcal{U}, \mathcal{Y})$ is proportional to $\rho(y-G(u)) \rho_{0}(u)$. If we further assume that

$$
\int_{\mathbb{R}^{n}} \rho(y-G(u)) \rho_{0}(u) \mathcal{L}^{n}(d u)>0^{1}, \quad \text { for a given } y \in \mathbb{R}^{m}
$$

then Bayes' rule implies the following, see for instance Theorem 1.1 in Dashti and Stuart (2015),

$$
\begin{equation*}
\frac{d \mu^{y}}{d \mathcal{L}^{n}}(u) \propto \rho(y-G(u)) \frac{d \mu_{0}}{d \mathcal{L}^{n}}(u) \tag{2.4}
\end{equation*}
$$

Or, in other words

$$
\mu^{y}(A):=\int_{A} \frac{\rho_{0}(y-G(u))}{\int_{\mathbb{R}^{n}} \rho_{0}(y-G(\tilde{u})) \mu_{0}(d \tilde{u})} \mu_{0}(d u) .
$$

Notice that Bayes' theorem, as it is stated in this section, requires the joint distribution $(\mathcal{U}, \mathcal{Y})$ to admit a probability density function, i.e. Radon-Nikodym derivative with respect to the Lebesgue measure. The following section demonstrates Bayes' theorem on separable Banach spaces. In an infinite dimensional space, the main problem is the absence of a Lebesgue measure.

### 2.2.2 Bayes' Theorem on Banach Spaces

Suppose that $X$ and $Y$ are separable Banach spaces equipped with their respective Borel $\sigma$-algebra, $G: X \rightarrow Y$ is a measurable mapping, and that we are interested in solving the inverse problem (2.1).

As we mentioned in the description of the Bayesian approach, the prior distribution and the noise distribution are known, so that we can derive the joint distribution $(\mathcal{U}, \mathcal{Y}) \in X \times Y$ from which we are interested in computing the conditional distribution $\mathcal{U} \mid \mathcal{Y}$.

Let us consider the same notation as in the last two sections:

- $\mathbb{Q}_{0}$ and $\mathbb{Q}_{u}$ are defined on $\Sigma_{Y}$, the distributions of noise and $\mathcal{U} \mid \mathcal{Y}$, respectively.
- $\mu_{0}$ and $\mu^{y}$ are defined on $\Sigma_{X}$, prior and posterior distributions, respectively.

[^0]Notice also that the $\sigma$-algebras of $X$ and $Y$ are given as follows, $\Sigma_{X}=\mathcal{B}(X)$ and $\Sigma_{Y}=$ $\mathcal{B}(Y)$. In the following theorem, we assume that $\mathbb{Q}_{u}$ is absolutely continuous with respect to $\mathbb{Q}_{0}$ for $\mu_{0^{-}}$-almost every $u$, i.e.

$$
\mathbb{Q}_{u} \ll \mathbb{Q}_{0}, \quad \forall \mu_{0} \text {-a.e. } u
$$

According to Theorem 3.8 in Folland (2013), we have that for $\mu_{0}$-almost every $u$, there exists a $\mathcal{B}(Y)$-measurable function $\Phi(u, \cdot): X \times Y \rightarrow \mathbb{R} \cup\{+\infty\}$ such that $e^{-\Phi(u, \cdot)} \in L^{1}\left(\mathbb{Q}_{0}\right)^{2}$ and

$$
\begin{equation*}
\frac{d \mathbb{Q}_{u}}{d \mathbb{Q}_{0}}(y):=e^{-\Phi(u, y)} \tag{2.5}
\end{equation*}
$$

Since $\mathbb{Q}_{0}$ is assumed to be a probability measure, it also holds that $\mathbb{E}_{y \sim \mathbb{Q}_{0}} e^{-\Phi(u, y)}=1$, for $\mu_{0}$-a.e. $u$.

As noted above, the approach starts with the determination of the joint distribution of $(\mathcal{U}, \mathcal{Y})$, thus we define probability $\nu$ which is defined on $\mathcal{B}(X) \otimes \mathcal{B}(Y)$,

$$
\nu(d u, d y):=\mathbb{P}(\mathcal{U} \in d u, \mathcal{Y} \in d y)=\mathbb{Q}_{u}(d y) \mu_{0}(d u)=\mu^{y}(d u) \mathbb{P}(\mathcal{Y} \in d y)
$$

To compensate for the absence of a Lebesgue measure in function spaces, we consider the probability measure $\nu_{0}$ defined on $\mathcal{B}(X) \otimes \mathcal{B}(Y)$ and given by

$$
\nu_{0}(d u, d y)=\mathbb{Q}_{0}(d y) \mu_{0}(d u)
$$

as the reference measure. In what it follows, we assume that $\Phi(\cdot, \cdot)$ is $\nu_{0}$-measurable. Note that the definition of $\nu$ and $\nu_{0}$ implies that $\nu \ll \nu_{0}$ and its Radon-Nikodym derivative is written as

$$
\frac{d \nu}{d \nu_{0}}(u, y)=e^{-\Phi(u, y)}
$$

The following theorem summarises all the above assumptions and it is applicable to inverse problem with measurements subject to additive noise, in the case where $X$ and $Y$ are separable Banach spaces. The proof can be found in Dashti and Stuart (2015).

Theorem 2.2.1 (Bayes' Theorem). Suppose $\Phi: X \times Y \rightarrow \mathbb{R}$, given in (2.5), is $\nu_{0}$ measurable, and

$$
Z(y):=\int_{U} e^{-\Phi(u, y)} \mu_{0}(d u)>0, \quad \forall \mathbb{Q}_{0}-\text { a.s. } y .
$$

Then the conditional distribution of $\mathcal{U} \mid \mathcal{Y}=y$, denoted by $\mu^{y}(\cdot)$, exists under $\nu$. Furthermore, if $\mu^{y} \ll \mu_{0}$ for $\nu$-a.s. $y$, then we have

$$
\begin{equation*}
\frac{d \mu^{y}}{d \mu_{0}}(u):=\frac{1}{Z(y)} e^{-\Phi(u, y)} \tag{2.6}
\end{equation*}
$$

[^1]
### 2.3 Random series construction of priors

This section presents how to build a prior probability measure on a Banach space, using random series through a Schauder basis. It is known that a Banach space with a Schauder basis is necessarily separable. Therefore, the following construction can practically only endow a separable Banach space with a probability measure. That means that we can always define a probability measure on a Banach space $X$, but the support of that probability, it is always contained in a separable subspace of $X$.

Definition 2.3.1. A Schauder basis, for a Banach space $X$, is a sequence of elements $\phi_{i} \in X$ such that for every element $u \in X$ there exists a unique sequence of $u_{i} \in \mathbb{R}$ satisfying

$$
u=\sum_{i=1}^{\infty} u_{i} \phi_{i}
$$

where the convergence of the above sequence is understood with respect to the norm of $X$.

Note that we understand the convergence in the above definition as follows: Let us consider partial sums,

$$
u^{n}=\sum_{i=1}^{n} u_{i} \phi_{i}
$$

then we have,

$$
\left\|u^{n}-u\right\|_{X} \rightarrow 0
$$

The basic concept of constructing a prior measure on a Banach space $X$ with a Schauder basis $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ and element $m_{0} \in X$, is based on the following random series,

$$
\begin{equation*}
u=m_{0}+\sum_{i=1}^{\infty} u_{i} \phi_{i} \tag{2.7}
\end{equation*}
$$

where $u_{i}=\gamma_{i} \xi_{i}$ with deterministic sequence $\gamma=\left(\gamma_{i}\right)_{i=1}^{\infty}$ and random sequence $\xi=\left(\xi_{i}\right)_{i=1}^{\infty}$ of independent and identical distributed $\xi_{i}$. Using the definition of the random element $u$, one can think of the prior $\mu_{0}$ as the following measure: $\mathbb{P}(\xi \in \cdot)$ which defines a measure on $\left(\mathbb{R}^{\infty}, \mathcal{B}\left(\mathbb{R}^{\infty}\right)\right)$, the push forward of this measure under $\xi \mapsto u$ gives the measure $\mu_{0}$ on $X$.

Observe that both $\gamma$ and $\xi$ are used to define the appropriate probability over $X$, to keep it separate from $\left\{\phi_{i}\right\}$, we assume that $\left\|\phi_{i}\right\|=1$. For fixed $\left\{\phi_{i}\right\}$ and $\xi$, the faster $\gamma$ converges to zero, the smoother space $X$ is. Notice also that if $\xi$ is centred, i.e. the expectation of $\xi_{i}$ is zero, the expected value of $u$ is equal to $m_{0}$.

In the next section, we demonstrate two examples of priors defined on Banach spaces. Those have been highlighted in the literature.

### 2.3.1 Examples of priors

This section describes three examples of priors defined on Banach spaces based on the above construction. Those are uniform, Gaussian and Besov priors. For a more detailed proof, see for instance Dashti and Stuart (2015).

## Uniform priors

In this example, we consider the Banach space $X=L^{\infty}(D)$ and we endow $X$ with a uniform probability measure. Note that the specific space is not separable, but the abovementioned procedure for the endowment of a Banach space with a probability measure requires a separable Banach space; at least, the support of that probability measure has to be contained in separable Banach space. For the definition of that separable Banach space, we take $m_{0}$ and a sequence of $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ such that $m_{0}, \phi_{i} \in L^{\infty}(D)$, then the separable Banach space $X^{\prime}$ is defined as the span of that sequence with respect to the $\|\cdot\|_{\infty}$ norm, i.e. $\left(X^{\prime},\|\cdot\|_{\infty}\right)=\left(m_{0}+\operatorname{span}\left\{\phi_{i}: i \in \mathbb{N}\right\},\|\cdot\|_{\infty}\right)$.

Then, we can define the probability measure over the Banach space $X$ as the pushforward probability measure of the following random series,

$$
u=m_{0}+\sum_{i=1}^{\infty} u_{i} \phi_{i}
$$

where $u_{i}=\gamma_{i} \xi_{i}$ with deterministic sequence $\gamma \in l^{1}$, and random series $\xi$ of independent and identical distributed with $\xi_{i} \sim U[-1,1]$.

According to Theorem 2.1 in Dashti and Stuart (2015), one use appropriate condition on the sequence $\gamma$ and $m_{0}$, which can control the push-forward measure emerging from the above random series, i.e. $\mu_{0}(\cdot)=\mathbb{P}(u \in \cdot)$, where $u$ is defined through (2.7). For example, for given $a, b>0$, one can choose $\gamma$ and $m_{0}$ in such a way that the support of $\mu_{0}$ is contained in $\{u: D \rightarrow \mathbb{R} \mid u(x) \in[a, b]$, for a.e. $x \in D\} \cap X^{\prime}$. That can be especially useful in the case of the elliptic inverse problem, see for instance paragraph 1.3 in Dashti and Stuart (2015).

In the same notes and more precisely in Theorem 2.3, one can find also appropriate conditions on $m_{0}, \phi_{i}$ and $\gamma$, in order to define a uniform prior on Hölder space with $\beta$ exponent, i.e. $X=C^{0, \beta}(D)$.

Gaussian and Besov priors
This example builds the framework for priors over Besov and Sobolev spaces endowed with exponential probability measures. Let us start with the following Hilbert space

$$
X=\dot{L}^{2}\left(\mathbb{T}^{d}\right)=\left\{u: \mathbb{T}^{d} \rightarrow \mathbb{R}: \int_{\mathbb{T}^{d}}|u(x)|^{2} d x<\infty, \int_{\mathbb{T}^{d}} u(x) d x=0\right\}
$$

of real valued periodic functions $d \leq 3$ with inner-product $(\cdot, \cdot)_{X}$ and a norm $\|\cdot\|_{X}$, where $\mathbb{T}^{d}$ is the d-dimensional torus.

Consider $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ to be an orthonormal basis of $X$, so that $u \in X$ is written as

$$
u=\sum_{i=1}^{\infty} u_{i} \phi_{i}, \quad \text { where } u_{i}=\left(u, \phi_{i}\right)_{X}
$$

Then, we can define the Banach space $X^{t, q}$,

$$
X^{t, q}:=\left\{u: \mathbb{T}^{d} \rightarrow \mathbb{R}:\|u(x)\|_{X^{t, q}}<\infty, \int_{\mathbb{T}^{d}} u(x) d x=0\right\}
$$

where $\|u\|_{X^{t, q}}:=\left(\sum_{i=1}^{\infty} i^{\left(\frac{t q}{d}+\frac{q}{2}-1\right)}\left|u_{j}\right|^{q}\right)^{1 / q}$ with $q \in[1, \infty)$ and $t>0$. One can see that using a different basis, i.e. $\left\{\phi_{i}\right\}_{i=1}^{\infty}, X^{t, q}$ represent a different space, for example:

- If we choose $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ to be the Fourier basis and $q=2$, then the space $X^{t, 2}$ represents $\dot{H}^{t}\left(\mathbb{T}^{d}\right)$, i.e. Sobolev space of periodic functions with mean-zero and square-integrable derivatives up to $t$.
- On the other hand, if we choose $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ to be a wavelet basis, then the space $X^{t, q}$ represents the Besov space $B_{q q}^{t}$.

Then, using the random series which introduced in (2.7) with appropriate deterministic sequence $\gamma$ and random sequence $\xi$, one can endow the space $X^{t, q}$ with a probability measure. In this example, we take $\xi$ to be i.i.d with $\xi_{i}$ centred $q$-exponential distribution, that is

$$
\xi_{i} \sim c_{q} \mathrm{e}^{-|x|^{q} / 2}
$$

for some $q \in[1, \infty)$ and with $c_{q}$ the normalising constant. For example for $q=2$, we have that $\xi_{i}$ are Gaussian distributed and for $q=1, \xi_{i}$ are Laplace-distributed. Also, for $s, \delta>0$, we define the deterministic sequence $\gamma$ as follows:

$$
\gamma_{j}=j^{-\left(\frac{s}{d}+\frac{1}{2}-\frac{1}{q}\right)} \frac{1}{\delta^{1 / q}}
$$

According to Theorem 2.6 in Dashti and Stuart (2015), under the appropriate assumptions on $t, s, q$, we have that the support of the the push-forward measure emerging by (2.7) is contained in $X^{t, q}$.

An interesting example of $X^{t, q}$ is the 1-Besov priors with wavelets for $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ and $\xi$ are Laplace-distributed. According to Donoho and Johnstone (1998), $B_{11}^{t}$ contains functions with considerable spatial inhomogeneity, i.e. it is extremely spiky in some parts of its domain and in other parts is extremely smooth. Also, there is an appropriate basis $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ such that the most likely draws from the prior are described by relatively few non-zero
coefficients $u_{i}$ in basis $\left\{\phi_{i}\right\}_{i=1}^{\infty}$. These two properties are particularly interesting in the field of image processing and signal processing. In those fields, one needs to recover a solution which is rapidly changing its values, see for example ultrasound images. Those images are very smooth on some parts and it is changing rapidly on other parts.

Furthermore, using the same random series, we can endow Hölder spaces with a $q$ exponential probability measures. We only need to take a basis $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ which consists of bounded and $\alpha$-Hölder functions $\phi_{i}$, and both the bound of $\phi_{i}$ and its Lipschitz constant are growing with respect to $i$. Then, Theorem 2.8 in Dashti and Stuart (2015), implies that under appropriate conditions the support of the the push-forward measure emerging by $(2.7)$, is contained in $C^{0, \beta}\left(\mathbb{T}^{d}\right)$.

### 2.4 Well-posedess of Bayesian approach

This section presents a set of conditions that ensure the well-posedness of the Bayesian approach. Thus, the following results are divided as follows: the posterior is well-defined, i.e. it satisfies existence and uniqueness, and stability under an appropriate metric, that is, small variation in the observed data causes small changes in the posterior distribution.

Let us consider $X, Y$ to be separable Banach spaces equipped with the Borel $\sigma$-algebra, and $\mu_{0}$ is a measure on $X$. We also assume that $\mu^{y} \ll \mu_{0}$ and the Radon-Nikodym derivative of $\mu^{y}$ with respect to $\mu_{0}$ is given as follows

$$
\begin{equation*}
\frac{d \mu^{y}}{d \mu_{0}}(u)=\frac{1}{Z(y)} e^{-\Phi(u ; y)}, \quad \text { where } Z(y)=\int_{X} e^{-\Phi(u ; y)} \mu_{0}(d u) \tag{2.8}
\end{equation*}
$$

Assumption 2.4.1. Let $X^{\prime} \subseteq X$ and assume that $\Phi \in C\left(X^{\prime} \times Y ; \mathbb{R}\right)$. Assume further that there are functions $M_{i}:[0, \infty)^{2} \rightarrow[0, \infty), i=1,2$ monotonic nondecreasing separately in each argument, and with $M_{2}$ strictly positive, such that for all $u \in X^{\prime}, y, y_{1}, y_{2} \in$ $B_{Y}(0, r)$,

$$
\begin{gathered}
-M_{1}\left(r,\|u\|_{X}\right) \leq \Phi(u ; y) \\
\left|\Phi\left(u ; y_{1}\right)-\Phi\left(u ; y_{2}\right)\right| \leq M_{2}\left(r,\|u\|_{X}\right)\left\|y_{1}-y_{2}\right\|_{Y}
\end{gathered}
$$

Remark 2.4.1. Note that in the case of an inverse problem with finite dimension data and with Gaussian noise, we always have that the corresponding $\Phi(u ; y)$ satisfies the first inequality. For the second inequality, we need further to assume that the forward operator is Lipschitz, or even satisfies the condition of polynomial growth.

In the following theorem, we see that, under appropriate assumptions, for any $y \in Y$, there exists a unique posterior distribution $\mu^{y}$, the proof of this theorem can be found in Dashti and Stuart (2015).

Theorem 2.4.1. Let Assumption 2.4.1 hold. Assume that $\mu_{0}\left(X^{\prime}\right)=1$ and that $\mu_{0}\left(X^{\prime} \cap B\right)>$ 0 for some bounded set B in X. Assume additionally that, for every fixed $r>0$,

$$
e^{M_{1}\left(r,\|u\|_{X}\right)} \in L_{\mu_{0}}^{1}(X ; \mathbb{R})
$$

Then, for every $y \in Y, Z(y)$ given by (2.8) is positive and finite and the probability measure $\mu^{y}$ given by (2.8) is well-defined.

The following result is related to the stability of the posterior distribution $\mu^{y}$ which means that for $y^{\prime}$ in a small neighbourhood of $y$, i.e. for $0<\delta \ll 1, y^{\prime} \in B_{\|\cdot\|_{Y}}(y, \delta)$, the posterior $\mu^{y^{\prime}}$ is close to $\mu^{y}$. For the definition of this kind of stability, one needs to consider a metric on the probability space $\mathcal{M}(X):=\{$ probabilities $\pi$ defined on $(X, \mathcal{B}(X))\}$. In this case, we consider the Hellinger distance,

$$
d_{\text {Hell }}(\mu, \nu)^{2}:=\frac{1}{2} \int\left(\sqrt{\frac{d \mu}{d \zeta}}-\sqrt{\frac{d \nu}{d \zeta}}\right)^{2} d \zeta, \quad \text { where } \zeta \in M(X) \text { with } \mu, \pi \ll \zeta
$$

Then, we know that Hellinger distance defines the metric space ( $\left.M(X), d_{H e l l}\right)$. The following theorem provides the stability of the posterior distribution with respect to Hellinger distance and its proof can be found in Dashti and Stuart (2015).

Theorem 2.4.2. Let Assumption 2.4.1 hold. Assume that $\mu_{0}\left(X^{\prime}\right)=1$ and that $\mu_{0}\left(X^{\prime} \cap B\right)>$ 0 for some bounded set $B$ in $X$. Assume additionally that, for every fixed $r>0$,

$$
\begin{equation*}
e^{M_{1}\left(r,\|u\|_{X}\right)}\left(1+M_{2}\left(r,\|u\|_{X}\right)^{2}\right) \in L_{\mu_{0}}^{1}(X ; \mathbb{R}) \tag{2.9}
\end{equation*}
$$

Then there is $C=C(r)>0$ such that, for all $y, y^{\prime} \in B_{Y}(0, r)$

$$
d_{\text {Hell }}\left(\mu^{y}, \mu^{y^{\prime}}\right) \leq C\left\|y-y^{\prime}\right\|
$$

### 2.5 Approximations of the posterior

This section demonstrates a continuity property of the posterior distribution based on $\Phi$, see for example (2.5). The metric on the probability space $M(X)$ is considered to be the Hellinger distance.

In this case, we only need to focus on $X$, so we drop the subscript about the data $y$. Let us consider $X$ Banach space and $\mu_{0}$ prior defined on $X$. We consider $\mu$ and $\mu^{N}$ posterior distributions which are absolutely continuous with respect to $\mu_{0}$, and are given by the following two formulas

$$
\begin{align*}
\frac{d \mu}{d \mu_{0}}(u)= & \frac{1}{Z(y)} e^{-\Phi(u ; y)}, \quad \text { where } Z(y)=\int_{X} e^{-\Phi(u ; y)} \mu_{0}(d u) \\
& \frac{d \mu^{N}}{d \mu_{0}}(u)=\frac{1}{Z^{N}(y)} e^{-\Phi^{N}(u ; y)}, \quad \text { where } Z^{N}(y)=\int_{X} e^{-\Phi^{N}(u ; y)} \mu_{0}(d u) \tag{2.10}
\end{align*}
$$

As we see the following assumption is analogous to the one in the former section.

Assumption 2.5.1. Let $X^{\prime} \subseteq X$ and assume that $\Phi \in C\left(X^{\prime} ; \mathbb{R}\right)$. Assume further that there are functions $M_{i}:[0, \infty) \rightarrow[0, \infty), i=1,2$ monotonic nondecreasing, and with $M_{2}$ strictly positive, such that for all $u \in X^{\prime}$,

$$
\begin{gathered}
-M_{1}\left(\|u\|_{X}\right) \leq \Phi(u) \\
-M_{1}\left(\|u\|_{X}\right) \leq \Phi^{N}(u) \\
\left|\Phi(u)-\Phi^{N}(u)\right| \leq M_{2}\left(\|u\|_{X}\right) \psi(N) \quad \text { where } \psi(N) \rightarrow 0 \text { as } N \rightarrow \infty
\end{gathered}
$$

Notice that the important result in the following theorem is that $\mu^{N}$ can be used as an approximation for the posterior distribution of $\mu$, its proof can be found in Dashti and Stuart (2015).

Theorem 2.5.1. Let Assumptions (2.5.1) hold. Assume that $\mu_{0}\left(X^{\prime}\right)=1$ and that $\mu_{0}\left(X^{\prime} \cap B\right)>$ 0 for some bounded set $B$ in $X$. Assume additionally that, for every fixed $r>0$,

$$
e^{M_{1}\left(\|u\|_{X}\right)}\left(1+M_{2}\left(\|u\|_{X}\right)^{2}\right) \in L_{\mu_{0}}^{1}(X ; \mathbb{R})
$$

Then the probability measures $\mu$ and $\mu^{N}$ given by (2.10) are well-defined. Furthermore, there is a constant $C>0$ such that, for all $N$ sufficiently large, the following holds

$$
d_{\text {Hell }}\left(\mu, \mu^{N}\right) \leq C \psi(N)
$$

### 2.6 Monte Carlo approximation

In the previous framework, we start with a known prior probability and we are interested in approximating the posterior distribution. This approximation computes the posterior distribution indirectly. Essentially, we are interested in evaluating the so-called quantity of interest. Those quantities describe the statistical behaviour of the posterior distribution, for example they are: confidence intervals, mean values, variances, probabilities for certain events, etc. In most of the cases, those quantities are expected values of measurable functions with respect to the posterior distribution.

Consider a measurable function $\phi: D \rightarrow \mathbb{R}$, a probability space $(\Omega, \Sigma, \mathbb{P})$ and the random variable $X$ which is distributed uniformly on the set $D$, i.e. $X \sim U(D)$. Suppose, we want to compute the integral

$$
I(\phi, U(D))=\int_{D} \phi(x) d x=\int_{\Omega} \phi(X(\omega)) \mathbb{P}(d \omega)
$$

One way for the approximation of those quantities is to use Monte Carlo simulations. This method arises from probability theory and more precisely an inspiration about this theory comes from the law of large number.

Let us consider the following method, for given $X_{1}, \ldots X_{N}$ random variables independent and identically distributed by $X_{1} \sim U(D)$, we define the approximation $I_{N}$ as follows

$$
I_{N}(\phi, U(D))=\frac{1}{N} \sum_{n=1}^{N} \phi\left(X_{n}\right)
$$

For simplicity, let us now denote $I(\phi, U(D)), I_{N}(\phi, U(D))$ by $I, I_{N}$. According to the Strong law of large number, if $X_{1}, X_{2} \ldots$ is a sequence of independent and identically distributed with finite mean and finite variance then we have that

$$
I_{N}=\frac{1}{N} \sum_{n=1}^{N} \phi\left(X_{n}\right) \rightarrow \mathbb{E} \phi(X)=\int_{D} \phi(x) d x=I
$$

Thus, based on this, we can build the basic Monte Carlo method. Another important factor for an approximation method is to estimate its convergence rate, or in other words, how fast our method converges. The answer to that question is given by the central limit theorem,

$$
\sqrt{N}\left(I_{N}-I\right) \rightarrow N\left(0, \sigma^{2}\right), \quad \text { in distribution }
$$

where $\sigma^{2}=\operatorname{Var}(g(X))$. Notice that the central limit theorem does not depend on the dimension of $X$. Then, the convergence rate can be assessed and we get that the "error term" is of order $O(1 / \sqrt{N})$ regardless of the dimension of $X$.

Let us consider the Riemann approximation and compare it with the above mentioned method. First, we assume $D=[0,1]$ and define the Riemann approximation as follows,

$$
\tilde{I}_{N}:=\frac{1}{N} \sum_{n=1}^{N} \phi\left(y_{n}\right)
$$

where $y_{n}=n / N$. For a smooth function, one can take that the convergence rate for this approximation is of order $O(1 / N)$. Apparently, in this particular case the Riemann technique has better convergence rate in comparison to the Monte Carlo. On the other hand, deterministic approximations are not invariant to the change of the dimension. See for example that if we define the same technique on $D=[0,1]^{10}$, in order to achieve the same level of accuracy $O(1 / N)$, we need to evaluate $O\left(1 / N^{10}\right)$ points. Therefore, Monte Carlo simulation are more suitable for the computation of integrals in high-dimensional space.

The following example aims to present an idea for the acceleration of Monte Carlo based on a better sampling technique. Consider the function $\phi$ with support within the interval
$[a, b]$ and two probability measures $\mu, \pi$ with density functions $f_{\mu}, f_{\pi}$, respectively. The following two Figures2.1.(a) and 2.1.(b) consists of the graphs of $\phi, f_{\mu}$ and $f_{\pi}$. Notice that


Figure 2.1: The solid line refers to the function $\phi$ and the dashed line refers to the density function $\mu$ and $\pi$, respectively.
most of the mass of the probability $\mu$ is on the complement of the support of $\phi$, while in case of $\pi$, it happens quite the contrary. Similar to the above mentioned Monte Carlo, we define the approximations $I_{N}(\phi, \pi)$ and $I_{N}(\phi, \mu)$ which approximate the integrals $I(\phi, \pi)$ and $I_{N}(\phi, \mu)$, respectively. We observe that most of $X_{i}$, in the case of $I_{N}(\phi, \mu)$, takes values on $[a, b]^{c}$, while in case of $\pi$, it happens quite the contrary. Therefore, we have that $I_{N}(\phi, \pi)$ approaches $I(\phi, \pi)$ faster than $I_{N}(\phi, \mu)$ approaches $I(\phi, \mu)$.

The above example suggests that the acceleration of the computation of a Monte Carlo method can be achieved using a sampling technique that concentrates most of the drawn points in a region, where $\phi$ takes its largest values.

In the next section, we study the importance sampling method. In that method, we consider two different measures: the first is the one we want to approximate, i.e. $I(\cdot, \mu)$, and the other is the one, we draw the sample from, i.e. $I_{N}(\cdot, \pi)$, those are the so-called target measure and proposal measure, respectively. In addition, we observe that the definition of that method provides a more suitable framework for the approximation of the posterior distribution.

### 2.6.1 Importance sampling

Let us consider a probability measure $\mu$ defined on $(X, \mathcal{B}(X))$ and a $\mu$-integrable function $\phi: X \rightarrow \mathbb{R}$. The purpose of this method is the computation of the following integral using a similar probabilistic technique as the above relying on the (L.L.N.)

$$
\mu(\phi):=\int_{X} \phi(x) \mu(d x)
$$

In contrast with the above technique, the sample is not drawn directly from $\mu$, but instead from an appropriate probability $\pi$, the so-called proposal probability. Also, in this point
it is worth mentioning that $\mu$ is the so-called target probability measure.
The definition of the current method is based on the assumption that the RadonNikodym derivative of $\mu$ with respect to $\pi$, is known up to a multiplication constant

$$
\frac{d \mu}{d \pi}(u)=g(u) / \int_{X} g(x) \pi(d x)
$$

Since $\mu$ and $\pi$ are measures, then $g: X \rightarrow \mathbb{R}_{+}$is a non-negative function. Moreover, an equivalent condition for the existence of such $g$ is that $\mu$ is absolutely continuous with respect to $\pi$. Notice that

$$
\mu(\phi):=\int_{X} \phi(u) \frac{d \mu}{d \pi}(u) \pi(d u)=\int_{X} \phi(u) g(u) \pi(d u) / \int_{X} g(x) \pi(d x)=: \frac{\pi(\phi g)}{\pi(g)}
$$

which is basically the inspiration for the following definition.

Definition 2.6.1. The auto-normalised importance sampling estimator is given by:

$$
\begin{aligned}
\mu^{N}(\phi) & := & \frac{\frac{1}{N} \sum_{n=1}^{N} \phi\left(u^{n}\right) g\left(u^{n}\right)}{\frac{1}{N} \sum_{m=1}^{N} g\left(u^{m}\right)} & u^{n} \sim \pi i . i . d \\
& =\sum_{n=1}^{N} w_{n} \phi\left(u^{n}\right) & & \text { where } \quad w_{n}:=\frac{g\left(u^{n}\right)}{\sum_{m=1}^{N} g\left(u^{m}\right)}
\end{aligned}
$$

Next, we examine the convergence of the auto-normalised importance sampling estimator. These results are presented as follows. First, we study the estimator's asymptotic consistency, and then we provide bounds for the bias of the estimator and the mean square error (MSE). Note that the last two quantities quantify the accuracy of the given estimator. On the other hand, asymptotic consistency tells us that the distribution of the estimator becomes more and more concentrated around the true value of $\mu(\phi)$ as the sample size becomes larger, i.e. $N \gg 1$.

The convergence of estimator $\mu^{N}(\phi)$ to $\mu(\phi)$ is a consequence of (L.L.N.) and the following property,

$$
X_{n} \xrightarrow{\mathbb{P}} X, \quad Y_{n} \xrightarrow{\mathbb{P}} Y \quad \Rightarrow\left(X_{n}, Y_{n}\right) \xrightarrow{\mathbb{P}}(X, Y)
$$

Thus a sufficient condition for the convergence of the estimator is that both $\pi(g), \pi(\phi g)$ should be finite. Similarly, for the application of the central limit theorem, we use Slutsky's theorem, which says that

$$
X_{n} \xrightarrow{\text { in law }} X, \quad Y_{n} \xrightarrow{\mathbb{P}} c \quad \Rightarrow X_{n} / Y_{n} \xrightarrow{\text { in law }} X / c
$$

where $c$ is constant. Therefore a sufficient condition for the application of the central limit theorem is that $\pi\left(g^{2}\right)$ and $\pi\left(\phi^{2} g^{2}\right)$ are finite,

$$
\sqrt{N}\left(\mu^{N}(\phi)-\mu(\phi)\right) \xrightarrow{\text { in law }} N\left(0, \frac{\pi\left(g^{2}(\phi-\mu(\phi))^{2}\right)}{\pi(g)^{2}}\right)
$$

The following estimations about bias and MSE are obtained in Agapiou et al. (2017). Therein, the author emphasises the importance of the quantity $\rho$, which is defined as the second moment of the Radon-Nikodym derivative of the target measure with respect to the proposal, i.e.

$$
\rho=\frac{\pi\left(g^{2}\right)}{\pi(g)^{2}}
$$

It is also easy to see, using Cauchy-Schwarz inequality, that $\rho \geq 1$. The proof of the following theorem can be found in Agapiou et al. (2017), see Theorem 2.1.

Theorem 2.6.1. Assume that $\mu$ is absolutely continuous with respect to $\pi$, with squareintegrable density $g$, that is, $\pi\left(g^{2}\right)<\infty$. The bias and MSE of importance sampling over bounded test functions may be characterized as follows:

$$
\sup _{|\phi| \leq 1}\left|\mathbf{E}\left[\mu^{N}(\phi)-\mu(\phi)\right]\right| \leq \frac{12 \rho}{N}
$$

and

$$
\sup _{|\phi| \leq 1} \mathbf{E}\left[\mu^{N}(\phi)-\mu(\phi)\right]^{2} \leq \frac{4 \rho}{N}
$$

It is easy to see that the above estimates do not apply only to the case where $|\phi| \leq 1$, but they can be used as a general statement for bounded functions. The extension for any bounded $\phi$ can be shown by using the estimator definition and $\mu(\phi)$. In addition, Theorem 2.3 in the same paper provides us with bounds on the bias and MSE for given $\phi$ which is not necessarily bounded.

We remind the example of the last section, see Figure 2.1, its purpose is to highlight that an appropriate proposal distribution can accelerate the computation of the Monte Carlo estimates. Let us re-state that example in a way that matches with the definition of the importance sampling. Suppose we have a given function $\phi$ and probability $\mu$ that admits a density function $f_{\mu}$, then similarly to that example, we see that the best candidate for $f_{\pi}$ is a function in the shape of the product of $\phi$ and $f_{\mu}$.

Based on that example, we study the effective sample size (ess) which is defined as follows, see for instance Agapiou et al. (2017),

$$
\operatorname{ess}(N):=\left(\sum_{n=1}^{N}\left(w^{n}\right)^{2}\right)^{-1}=\frac{\left(\sum_{n=1}^{N} g\left(u^{n}\right)\right)^{2}}{\sum_{m=1}^{N} g\left(u^{m}\right)^{2}}=N \frac{\pi_{M C}^{N}(g)^{2}}{\pi_{M C}^{N}\left(g^{2}\right)}
$$

where $\pi_{M C}^{N}$ is the empirical Monte Carlo estimate

$$
\pi_{M C}^{N}(g):=\frac{1}{N} \sum_{n=1}^{N} g\left(u^{n}\right), \quad u^{n} \sim \pi
$$

The following inequality provide the range of ess, the right-hand side of the inequality is a result of the Cauchy-Schwarz, for the the other side, $w^{n}$ is less than or equal to 1

$$
1 \leq \operatorname{ess}(N) \leq N
$$

In order to see that ess $(N)$ quantifies the effectiveness of the sample, we show two extreme examples. Let us consider an $N$-sized sample ( $u_{1}, u_{2}, \ldots, u_{N}$ ). In the first case we assume that only one $w^{n}$ is non-zero, then by definition $\operatorname{ess}(N)=1$. On the other hand, we consider a sample that all weights are equal, so we get ess $(N)=N$. Observe that between the former two examples, the most efficient sample is the second one. The last example is given through the following Figure 2.2, observe that for a typical $N$-sample drawn from $\pi$, it is more likely for the ess $(N)$ of Figure 2.2(a) to be smaller than ess $(N)$ of Figure 2.2(b).


Figure 2.2: Notice that in both figures, there is a dashed line and a dot-dashed line, in order to spot the differences the dot-dashed line is chosen in both figure to be the lower function. The dashed line represent the density function of the target measure $\mu$, the dot-dashed line the proposal measure $\pi$ and the solid line represents the unnormalised Radon-Nikodym of $\mu \ll \pi$.

If we further assume that $\pi\left(g^{2}\right)<\infty$, then the Strong Law of the Large Number implies that

$$
\frac{\pi_{M C}^{N}(g)^{2}}{\pi_{M C}^{N}\left(g^{2}\right)} \xrightarrow{\text { a.s. }} \frac{1}{\rho}
$$

Or equivalently, we get that for sufficient large $N$, it holds that

$$
\operatorname{ess}(N) \approx \frac{N}{\rho} .
$$

Therefore, for sufficient large $N$, the MSE can be controlled using ess $(N)$

$$
\sup _{|\phi| \leq 1} \mathbf{E}\left[\mu^{N}(\phi)-\mu(\phi)\right]^{2} \lesssim \frac{4}{\operatorname{ess}(N)}
$$

### 2.6.1.1 High and infinite dimension case

The purpose of the following example is to highlight a particular behaviour of the RadonNikodym derivative, i.e. $g$, for probability measures $\mu, \pi$ defined in High-dimensional space.

Suppose two probability measures $\mu_{1}$ and $\pi_{1}$ are defined on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ with $g_{1}(u)=$ $e^{-h(u)}$ and $h: \mathbb{R} \rightarrow \mathbb{R}_{+}$. In addition, we assume that the mean and the variance of $\mu_{1}$ and $\pi_{1}$ are finite and also $h$ is not constant in order to avoid the trivial case $\mu_{1}=\pi_{1}$. Now, we consider the product probability measures $\mu_{n}$ and $\pi_{n}$ on $\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right)$ with

$$
\mu_{n}(d u):=\prod_{i=1}^{n} \mu_{1}\left(d u_{i}\right), \quad \pi_{n}:=\prod_{i=1}^{n} \pi_{1}\left(d u_{i}\right)
$$

The unnormalised Radon-Nikodym is given by

$$
g_{n}(u)=e^{-\sum_{i=1}^{n} h\left(u_{i}\right)}
$$

Since $h$ is non-negative, we have that has all the polynomial moments of $g_{n}$ under $\pi_{n}$ are finite. Moreover, we have that for every finite $n, \mu_{n} \ll \pi_{n}$, thus we can apply importance sampling on each one of them.

Let us define the set

$$
A_{\mu_{1}}=\left\{u \in \mathbb{R}^{\infty}: \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} u_{i}=\int x \mu_{1}(d x)\right\}
$$

and $\mu_{\infty}$ and $\pi_{\infty}$ are the limit probability measures of $\mu_{n}$ and $\pi_{n}$, respectively.
Next, we want to evaluate $\mu_{\infty}\left(A_{\mu_{1}}\right)$ and $\pi_{\infty}\left(A_{\mu_{1}}\right)$. Notice also that

$$
\int x \mu_{1}(d x)=\int x \frac{g_{1}(x)}{\pi_{1}\left(g_{1}\right)} \pi_{1}(d x) \neq \int x \pi_{1}(d x)
$$

Using the Strong Law of Large Number, one can prove that

$$
\mu_{\infty}\left(A_{\mu_{1}}\right)=1, \quad \pi_{\infty}\left(A_{\mu_{1}}\right)=0
$$

Thus, $\mu_{\infty}$ and $\pi_{\infty}$ are mutually singular. The above mentioned example taught as that any two measure $\mu_{\infty}$ and $\pi_{\infty}$ which differ, in the above sense, in infinite dimension without that difference is vanishing as long $n$ goes to infinity, then we will always have that those two measures, $\mu_{\infty}, \pi_{\infty}$, are mutually singular. Note that since $\mu_{\infty}$ and $\pi_{\infty}$ are mutually singular, thus there is no Radon-Nikodym derivative and hence importance sampling can not be defined.

Based on the singularity, it is worth investigating how this affects MSE as the dimension of the problem increases. Remember that $\rho / N$ controls MSE. Using that $h$ is not constant,
we get that $\rho_{1}>1$, and also due to the structure of $\mu_{n}$ and $\pi_{n}$, we have $\rho_{n}=\left(\rho_{1}\right)^{n}$. Let us say we are interested in achieving the same accuracy, i.e. MSE, as $n$ goes to infinity. In order to compensate the exponential growth of $\rho_{n}$, we need to increase the sample size exponentially with respect to $n$.

Essentially, the above example says that if each coordinate of $g$ plays a significant role for the construction of $\mu_{\infty}$, then the probability measures $\mu_{\infty}$ and $\pi_{\infty}$ are mutually singular. As a consequence, we have that for non-trivial probabilities $\mu$ and $\pi$ defined on the high dimensional space $X$ with $\mu \ll \pi$, the part of $X$ that contributes most to the evaluation, tends to be limited to a low-dimensional subspace.

Motivated by these considerations, we are interested in a distance that can quantify the significance of each coordinate of $g$. In order to determine that distance, we use the exponential structure of $\rho$ that emerges from the above example. Therefore, we introduce the so-called Kullback-Leibler divergence.

Let us assume two probability measures $\mu$ and $\pi$ are defined over the same measurable space $(X, \mathcal{B}(X))$. Then their Kullback-Leibler divergence is defined as follows

$$
\begin{equation*}
D_{K L}(\mu \| \pi)=\int \log \left(\frac{d \mu}{d \pi}\right) d \mu \tag{2.11}
\end{equation*}
$$

Notice that

$$
D_{K L}(\mu \| \pi)=\left\{\begin{array}{lc}
<\infty, & \mu \ll \pi \\
\infty, & \text { otherwise }
\end{array}\right.
$$

Thus it is obvious that Kullback-Leibler is not symmetric.
Using Jensen inequality, one can show that

$$
\begin{equation*}
D_{K L}(\mu \| \pi) \geq \log \left(\int \frac{d \mu}{d \pi} d \mu\right)=0 \tag{2.12}
\end{equation*}
$$

In addition, it may be shown that

$$
e^{D_{K L}(\mu \| \pi)} \leq \rho
$$

Let us recall that $\rho / N$ controls the MSE, see Theorem 2.6.1, thus we have that $N$ has to be at least exponentially larger than $D_{K L}(\mu \| \pi)$.

## Chapter 3

## Stochastic differential equations

In this chapter we discuss stochastic differential equations. We review the theory of existence of solutions and well-posedness and their corresponding forward and backward Kolmogorov equations. As we shall be considering these equations on bounded intervals later in the thesis, we shall also look at how the process is defined in a neighbourhood of the boundary points.

### 3.1 Existence and uniqueness in $\mathbb{R}$

We consider a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with a filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ that is rightcontinuous and $\mathcal{F}_{0}$ contains all $\mathbb{P}$-null sets. Also, $\left(W_{t}\right)_{t \geq 0}$ is a brownian motion defined on that space. Let consider $\mu:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ and $\sigma:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ to be measurable functions. Then, we can define a stochastic differential equation of Itô type with initial values, as follows

$$
\begin{align*}
& d X_{t}=\mu\left(t, X_{t}\right) d t+\sigma\left(t, X_{t}\right) d W_{t}, t \in[0, T]  \tag{3.1}\\
& X\left(t_{0}\right)=x_{0}
\end{align*}
$$

There are several frameworks that one consider in oder to define a solution to the above equation. Let start with the most common structure for a solution that satisfies (3.1) and summarise the structure in the following definition, this definition comes from Evans (2012) book.

Definition 3.1.1. A real-valued stochastic process $(X(t))_{t \in[0, T]}$ is called solution of (3.1) with initial value $X\left(t_{0}\right)=x_{0}$, if the following hold:
(i) $(X(t))_{t \in[0, T]}$ is continuous for a.e. path and $\mathcal{F}_{t}$ adapted
(ii) $\mathbb{E} \int_{0}^{T}\left|\mu\left(s, X_{s}\right)\right| d s<\infty$ and $\mathbb{E} \int_{0}^{T}\left|\sigma\left(s, X_{s}\right)\right|^{2} d s<\infty$
(iii) equation (3.1) holds for every $t \in[0, T]$ with probability 1 .

The question that naturally comes to a person who is interested in the solution of such equations is, whether there are more than one solution to this problem. There are several definitions about the uniqueness of such problems, but specifically in this framework the one we consider is the so-called path-wise uniqueness and it is given in the following terms:

We say that the solution of equation (3.1) is unique, if for any processes $(X(t))_{t \in[0, T]}$ and $(\bar{X}(t))_{t \in[0, T]}$ which solves equation (3.1) holds that

$$
\mathbb{P}(X(t)=\bar{X}(t), \forall t \in[0, T])=1
$$

The following theorem gives the most common assumptions under which equation (3.1) has a unique solution, for more details about its proof see for instance Theorem 3.1 in Mao (2007),

Theorem 3.1.1. Assume functions $\mu$ and $\sigma$ satisfy the following two properties:
(i) (Lipschitz condition) there exists a constant $C$ such that: $\forall x, y \in \mathbb{R}$ and $t \in[0, T]$

$$
|\mu(t, x)-\mu(t, y)|+|\sigma(t, x)-\sigma(t, y)| \leq C|x-y|
$$

(ii) (Linear growth condition) there exists a constant $C^{\prime}$ such that: $\forall x \in \mathbb{R}$ and $t \in[0, T]$

$$
|\mu(t, x)|+|\sigma(t, x)| \leq C^{\prime}(1+|x|)
$$

Then, there is a unique solution $X$ for equation (3.1).
For the purpose of the present thesis, we study the particular case,

$$
\begin{align*}
& d X_{t}=\mu\left(X_{t}\right) d t+\sqrt{\sigma\left(X_{t}\right)} d W_{t}, t \in[0, T]  \tag{3.2}\\
& X_{t_{0}}=x_{0}
\end{align*}
$$

where $\mu, \sigma$ are Lipschitz and $\sigma \geq 0$. As, we can see the so-called diffusion coefficients of (3.2) is $1 / 2$-Holder, so it does not fulfill the requirements of theorem 3.1.1. We can easily see that $\sqrt{\sigma(\cdot)}$ is $1 / 2$-Holder because it satisfies the following inequality,

$$
\begin{equation*}
|\sqrt{\sigma(x)}-\sqrt{\sigma(y)}| \leq \sqrt{|\sigma(x)-\sigma(y)|} \leq \sqrt{C} \sqrt{|x-y|} \tag{3.3}
\end{equation*}
$$

The following theorem will provide us with the existence of solutions to (3.2). Before that theorem, one needs to extend the definition provided above for the solution of equation (3.2). The following definition determines a weak solution, see for instance Karatzas and Shreve (2014).

Definition 3.1.2. A weak solution of (3.1) with initial condition $x$ is a stochastic process $(X(t))_{t \geq 0}$ on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$ such that for some Brownian motion $(W(t))_{t \geq 0}$ and some filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ with the usual condition ${ }^{1}, X$ satisfies the following:

[^2](i) $(X(t))_{t \geq 0}$ is continuous a.e. and $\mathcal{F}_{t}$ adapted
(ii) $\omega$-a.e., we have that: $\int_{0}^{T}\left|\mu\left(s, X_{s}\right)\right|+\int_{0}^{T}\left|\sigma\left(s, X_{s}\right)\right|^{2} d s<\infty$ for every $T>0$,
(iii) equation (3.1) holds for every $t \geq 0$ with probability 1 .

We see that the following theorem relaxes the condition for the existence of such a solution but also refers to a more general solution, for the proof of the following theorem, see page 60 of Skorokhod (1982).

Theorem 3.1.2. Consider equation (3.1) with coefficients $\mu, \sigma \in C([0, T] \times \mathbb{R})$ and assume that $\mu$ and $\sigma$ satisfy the linear growth condition from Theorem 3.1.1. Then, equation (3.1) has at least a solution which is bounded with probability 1.

Using inequality (3.3) and the Lipschitz continuity of $\mu$, we can obtain a constant $C>0$ in the following way

$$
|\mu(x)|+|\sqrt{\sigma(x)}| \leq \mu(0)+C_{\mu}|x|+\sigma(0)+\sqrt{C_{\sigma}} \sqrt{|x|} \leq C(1+|x|)
$$

Hence, we can see that the coefficients of equation (3.2) satisfy Theorem 3.1.3.
Let us now state the following theorem which provide us the uniqueness for the solution of equation (3.2), the proof of that Theorem can be found in Yamada and Watanabe (1971).

Theorem 3.1.3. Consider the equation,

$$
\begin{equation*}
d X=\mu\left(X_{t}\right) d t+\sigma\left(X_{t}\right) d W_{t} . \tag{3.4}
\end{equation*}
$$

Suppose that
(i) there exists a positive increasing function $\rho(x)$ for $x \in(0, \infty)$ such that:

$$
\begin{array}{r}
|\sigma(x)-\sigma(y)| \leq \rho(|x-y|), \quad \forall x, y \in \mathbb{R} \\
\text { and } \int_{0^{+}} \rho^{-2}(s) d s=+\infty
\end{array}
$$

(ii) there exists a positive increasing concave function $\kappa(x)$ for $x \in(0, \infty)$ such that:

$$
\begin{array}{r}
|\mu(x)-\mu(y)| \leq \kappa(|x-y|), \quad \forall x, y \in \mathbb{R} \\
\text { and } \int_{0^{+}} \kappa^{-1}(s) d s=+\infty .
\end{array}
$$

Then, the solution is pathwise unique.

### 3.2 SDEs on bounded sets

In this section, we consider processes which take values in an $I$ sub-interval of the real line. In particular, we have that the equation in (3.1) determines the behaviour of the
process only in the interior of interval $I$, where for the boundary, we need to take further assumptions.

According to Feller (1954a) and Feller (1954b), in one dimension, there are only four kinds of behaviours that a process can have on the boundary in order for this to have continuous paths:
(i) absorption: once the process reaches the boundary, it remains there.
(ii) instantaneous reflection: when the process reaches the boundary, it returns to the interior of the interval in a continuous way; moreover, the time that almost each path spends on the boundary is zero.
(iii) delayed reflection: similarly as the above, but instead of leaving instantaneously, it remains for a positive time, so for almost each path, we have that the time the process spends on the boundary is positive.
(iv) partial reflection: this is a combination of absorption and instantaneous reflection, which means that once the process reaches the boundary it either remains there, or reflects instantaneously.

In the case of an SDE with absorption on the boundary, this is the so-called SDE with absorbing barrier, Doob (1955) suggests that the solution of an SDE with absorbing barrier can be realised as the stopped process of the solution of the equation (3.1). In particular, the author defines the standard Itô process as the solution $X_{t}$ of equation (3.1) under the conditions that the coefficients: $\mu$ and $\sigma$ are Baire functions with respect to the pair $(t, x)$, also these are satisfying the Lipschitz and the linear growth conditions, see (3.1.1), and last $\sigma$ is positive. Then, if $X_{t}$ is a standard Itô process and $\tau$ is a stopping time, the process $X_{t \wedge \tau}$ is given by the following equation

$$
X(t \wedge \tau)-X(0)=\int_{0}^{t} \mu\left(s, X_{s}\right) 1(\tau>s) d s+\int_{0}^{t} \sigma\left(s, X_{s}\right) 1(\tau>s) d W_{s}
$$

Also, in the same paper, one can find the following theorem which provides the uniqueness conditions.

Theorem 3.2.1. Consider two standard Itô processes $\left(X_{1}(t)\right)_{t \in[0, T]}$ and $\left(X_{2}(t)\right)_{t \in[0, T]}$ with initial value $X_{i}(0)=x$ and coefficients $\mu_{i}$ and $\sigma_{i}$, for $i=1,2$, respectively. Assume that $X_{i}(t), i=1,2$ are defined with the same Brownian motion $W(t)$. Consider a closed interval $I$ (finite, or infinite) such that for every $t \in[0, T]$ and $y \in I, \mu_{i}$ coefficients coincide and similarly for $\sigma_{i}$, and, define the stopping times $\tau_{i}=\inf \left\{t: X_{i}(t) \in \partial I\right\}$. Then, if $x \in I$, we have that:

$$
\mathbb{P}\left(\tau_{1}=\tau_{2}\right)=1, \quad \mathbb{P}\left(X_{1}(t)=X_{2}(t), \forall t \leq \tau_{1}\right)=1
$$

For boundary cases (ii)-(iv) above, one can find the conditions for existence and uniqueness of the process in Skorokhod (1961) and Skorokhod (1962). The following is an example of a reflecting SDE with instantaneous reflection on the boundary, the so-called SDE with reflecting barrier. Let us consider the case, where the domain of the process is the half-line $\{x: x \geq 0\}$, and the boundary point is 0 . The above references suggest that the solution should be sought as a pair of two processes $(\xi, l)$ which satisfy the following equation

$$
\begin{equation*}
\xi(t)-\xi(0)=\int_{0}^{t} \mu\left(s, \xi_{s}\right) d s+\int_{0}^{t} \sigma\left(s, \xi_{s}\right) d W_{s}+l(s) \tag{3.5}
\end{equation*}
$$

where $l$ satisfy the following properties: for almost every path, $l$ is a continuous monotone function and the points of growth can only occur when the process $\xi$ attains the boundary, i.e. $\xi=0$, and the set $\{t: \xi(t)=0\}$ has Lebesgue measure 0. Also in Skorokhod (1962), we can find a different representation for the process $l$ from the one that follows in the next section.

In the following two subsections, we focus on the above example in order to develop some necessary tools that we need later for this thesis. In the first subsection, we introduce the Skorokhod problem and the corresponding Skorokhod map, while in the second subsection, we use that map in order to obtain an equivalent differential form of equation (3.5), where that new differential form looks similar to (3.1).

Our main interest is to focus on these two cases, so we are not going to provide any further details about boundaries as in case (iii), or (iv).

### 3.2.1 Skorokhod problem

In this problem, we consider a continuous function $f$ and we are interested to divide it in a unique way into the difference of two positive functions $g$ and $l$. The following is a more rigorous definition of that problem, see for instance in Pilipenko (2014).

Definition 3.2.1. For a given $f \in C([0, T])$ with $f(0) \geq 0$, a pair of continuous functions $g$ and $l$ are called a solution of the Skorokhod problem for $f$ if
(i) $g(t) \geq 0, t \in[0, T]$
(ii) $l(0)=0$ and $l$ is non-decreasing w.r.to $t$
(iii) $\int_{0}^{T} 1(g(s)>0) d l(s)=0$
(iv) $g(t)=f(t)+l(t), \quad \forall t \in[0, T]$

The following theorem provides the existence and uniqueness of the Skorokhod problem's solution; the proof is omitted but it can be found in Skorokhod (1962).

Theorem 3.2.2. Suppose $f \in C([0, T])$ and $f(0) \geq 0$. Then, the Skorokhod problem has a unique solution. Furthermore, the solution is given as it follows:

$$
\begin{array}{r}
l(t)=-\min _{s \in[0, t]}\{f(s) \wedge 0\}=\max _{s \in[0, t]}\{(-f(s)) \vee 0\} \\
g(t)=f(t)+l(t)=f(t)-\min _{s \in[0, t]}\{f(s) \wedge 0\}
\end{array}
$$

Before, we return in the case of the reflecting barrier, we define Skorokhod map as it follows:

$$
\begin{equation*}
g(\cdot)=\Gamma f(\cdot)=f(\cdot)-\min _{s \in[0,]}\{f(s) \wedge 0\} \tag{3.6}
\end{equation*}
$$

The following Lemma summarises some of the Skorokhod map properties, the proof of which is omitted, but it is easy to obtain and can be found in Pilipenko (2014).

Lemma 3.2.1. Let consider the Skorokhod map $\Gamma:(C([0, T]),\|\cdot\|) \rightarrow(C([0, T]),\|\cdot\|)$, where $\|f\|_{[0, t]}:=\sup _{s \in[0, t]}|f(s)|$. Then, the following holds:
(i) for every $f_{1}, f_{2} \in C([0, T])$ and $t \in[0, T]$

$$
\begin{aligned}
\left\|g_{1}-g_{2}\right\|_{[0, t]} & \leq 2\left\|f_{1}-f_{2}\right\|_{[0, t]} \\
\left\|l_{1}-l_{2}\right\|_{[0, t]} & \leq\left\|f_{1}-f_{2}\right\|_{[0, t]}
\end{aligned}
$$

where $g_{i}=\Gamma f_{i}$ and $l_{i}=f_{i}-g_{i}$ for $i=1,2$
(ii) for every $\delta>0$ and $f \in C([0, T])$ :

$$
\omega_{g}(\delta) \leq \omega_{f}(\delta), \quad \omega_{l}(\delta) \leq \omega_{f}(\delta)
$$

where $g=\Gamma f, l=f-g$ and $\omega_{f}(\delta):=\sup _{\substack{t, s \in[0, T] \\|t-s|<\delta}}|f(t)-f(s)|$
(iii) for every $f \in C([0, T])$ and $t \in[0, T]$

$$
\|\Gamma f\|_{[0, t]} \leq 2\|f\|_{[0, t)}, \quad\|l\|_{[0, t]} \leq\|f\|_{[0, t]}
$$

From point (i) of the above Lemma, it is immediate to conclude that Skorokhod map is continuous.

### 3.2.2 Existence and uniqueness of SDE's solution with reflecting barrier

Let us consider once again the example that introduced in (3.5),

$$
\begin{equation*}
d \xi_{t}=\mu\left(t, \xi_{t}\right) d t+\sigma\left(t, \xi_{t}\right) d W_{t}+d l_{t}, \quad t \geq 0 \tag{3.7}
\end{equation*}
$$

with reflection at 0 and initial condition $\xi(0)=\xi_{0}$.
The following definition summarises all the properties suggested in Skorokhod (1961) and can be found in Pilipenko (2014).

Definition 3.2.2. A pair of continuous $\mathcal{F}_{t}$-adapted processes $\left(\xi_{t}, l_{t}\right)_{t \geq 0}$ is called solution of the stochastic differential equation (3.7), if $\xi(t)$ and $l(t)$ satisfy the following:
(i) $\xi(t) \geq 0$ for $t \geq 0$
(ii) $l$ is non-decreasing and $l(0)=0$
(iii) $\int_{0}^{t} 1(\xi(s)>0) d l(s)=0, \quad t \geq 0$
(iv) For almost every $\omega$, we have that: for $t \geq 0$ it holds that

$$
\begin{equation*}
\xi(t)=\xi_{0}+\int_{0}^{t} \mu(s, \xi(s)) d s+\int_{0}^{t} \sigma(s, \xi(s)) d W_{s}+l(t) \tag{3.8}
\end{equation*}
$$

and all integrals are well-defined.

We now show that equation (3.7) and the Skorokhod problem can be combined in such a way that we can obtain an equivalent differential form to equation (3.8).

Let us assume that there exists a pair of processes following definition 3.2.2 and fix $\omega$ that satisfies equation (3.8), and define

$$
\begin{equation*}
Y(t)=\xi_{0}+\int_{0}^{t} \mu(s, \xi(s)) d s+\int_{0}^{t} \sigma(s, \xi(s)) d W_{s}, \quad t \geq 0 \tag{3.9}
\end{equation*}
$$

According to the definition 3.2.2, the integrals are well-defined which implies that the process $Y$ is continuous. Observe that for fixed $\omega$, we can apply Theorem 3.2.2. We only need to see that $\xi(t, \omega)$ satisfies the same assumption as the one considered for the function $g(t)$ in definition 3.2.1, and also the same holds for $l(t, \omega)$ and the corresponding $l(t)$ comes from the definition 3.2.1. The uniqueness of Theorem 3.2.2 provides us that there is a unique pair $(\xi(t, \omega), l(t, \omega))$ which satisfies the definition in 3.2.1 and defines $Y(t, \omega)$. Therefore, using the representation for the solution of the Skorokhod problem, we get that

$$
\xi(t, \omega)=\Gamma Y(t, \omega), t \geq 0
$$

Hence, equation (3.9) can be written as follows:

$$
\begin{equation*}
Y(t)=\xi_{0}+\int_{0}^{t} \mu(s, \Gamma Y(s)) d s+\int_{0}^{t} \sigma(s, \Gamma Y(s)) d W_{s}, t \geq 0 \tag{3.10}
\end{equation*}
$$

Conversely, assuming a process $Y$ that satisfies equation (3.10). The application of Theorem 3.2.2 on $Y$ provides us with such $\xi$ and $l$ which satisfy definition 3.2.2.

Since equations (3.8) and (3.10) are equivalent, it make sense to take the following notation: let consider equation (3.8) with coefficients $\mu(t, \cdot)$ and $\sigma(t, \cdot)$, then the coefficients of equation (3.10) can be denoted by $\tilde{\mu}(t, \cdot):=\mu\left(t, \Gamma(\cdot)_{t}\right)$ and $\tilde{\sigma}(t, \cdot):=\sigma\left(t, \Gamma(\cdot)_{t}\right)$. By using

Lemma 3.2.1, it is easy to see that if $\mu$ and $\sigma$ satisfy Lipschitz continuity and linear growth, as in Theorem 3.1.1, then $\tilde{\mu}$ and $\tilde{\sigma}$ satisfy similar properties:

$$
\begin{gathered}
\left|\tilde{\mu}\left(t, f_{1}\right)-\tilde{\mu}\left(t, f_{2}\right)\right|+\left|\tilde{\sigma}\left(t, f_{1}\right)-\tilde{\sigma}\left(t, f_{2}\right)\right| \leq 2 C\left\|f_{1}-f_{2}\right\|_{[0, t]} \quad \forall f, f_{1}, f_{2} \in C([0, T]) \text { and } t \in[0, T] \\
|\tilde{\mu}(t, f)|+|\tilde{\sigma}(t, f)| \leq 2 C^{\prime}\left(1+\|f\|_{[0, t]}\right)
\end{gathered}
$$

where the above $\|\cdot\|$ is the supremum-norm, the same as the one, we use in the last section. The following theorem is the analogue of Theorem 3.1.1, the proof of which is omitted, but we can find it in two different forms, either by using the above observation for the coefficients of equation (3.10) and then apply the proof of Theorem 2.2 on page 150 in Mao (2007), or we can use an alternative proof based on equation (3.8), see Theorem 1.2.1 in Pilipenko (2014).

Theorem 3.2.3. Let $\xi_{0}$ be a non-negative $\mathcal{F}_{0}$-adapted random variable and also assume functions $\mu$ and $\sigma$ satisfying the following two properties:
(i) (Lipschitz condition) there exists constant $C$ such that: $\forall x, y \in \mathbb{R}$ and $t \in[0, T]$

$$
|\mu(t, x)-\mu(t, y)|+|\sigma(t, x)-\sigma(t, y)| \leq C|x-y|
$$

(ii) (Linear growth condition) there exists constant $C^{\prime}$ such that: $\forall x \in \mathbb{R}$ and $t \in[0, T]$

$$
|\mu(t, x)|+|\sigma(t, x)| \leq C^{\prime}(1+|x|)
$$

Then, there exists a unique solution according to the definition 3.2.2.
Similarly, as in section 3.1, we are also interested to study the analogous equation to equation (3.2), i.e. the case where $\mu$ and $\sigma$ are Lipschitz, $\sigma \geq 0$ and $\xi, l$ satisfy the following equation:

$$
\begin{align*}
& d \xi_{t}=\mu\left(\xi_{t}\right) d t+\sqrt{\sigma\left(\xi_{t}\right)} d W_{t}+d l_{t}, t \in[0, T]  \tag{3.11}\\
& \xi(0)=\xi_{0}
\end{align*}
$$

By using the same notation for $\tilde{\mu}$ and $\tilde{\sigma}$, as the one is used earlier in this section, applying part (iii) of Lemma 3.2.1 and the Lipschitz property of $\mu$ and $\sigma$, we are able to obtain that $\tilde{\mu}$ and $\sqrt{\tilde{\sigma}}$ satisfy the linear growth condition:
$\left|\mu\left(\Gamma(Y)_{t}\right)\right|+\left|\sqrt{\sigma\left(\Gamma(Y)_{t}\right)}\right| \leq|\mu(0)|+|\sqrt{\sigma(0)}|+2 C\left(\left|\Gamma(Y)_{t}\right|+\left|\Gamma(Y)_{t}\right|^{1 / 2}\right) \leq \tilde{C}\left(1+\|Y\|_{[0, t \mid}\right)$ The following theorem provides us the uniqueness of the solution of equation (3.11) and its proof can be found in section 3.4.1 below. Therein, we combine the following two proofs: Theorems 1 from Yamada and Watanabe (1971) and Theorem 1.2.1 from Pilipenko (2014).

Theorem 3.2.4. Let $\xi_{0}$ be a non-negative $\mathcal{F}_{0}$-adapted random variable and $\mu$ and $\sigma$ from equation (3.11) satisfy the Lipschitz condition. Then, Equation 3.11 has a unique solution.

### 3.3 Fokker-Planck equation

The purpose of the current section is to introduce Fokker-Planck equations and associate them with the solution of parabolic and elliptic equation. We open this sections with the demonstration of the generic form of Kolmogorov equations, backward and forward. Then, an introduction to semigroups defined over a Markov process follows and then, we provide several examples of semigroups which represent the solution of parabolic and elliptic equations.

Let $X$ be the strong solution of equation (3.1), which also admits a transition probability density function $p(t, y ; s, x)$, i.e.

$$
\mathbb{P}\left(X_{t} \in d y \mid X_{s}=x\right):=p(t, y ; s, x) d y, \quad \text { for } s<t
$$

It is worth to point out that the transition probability density function $p$ has two set of variables $(t, y)$ and ( $s, x$ ) which represent the current position (at time $s$ ) and the future position, respectively. Therefore, a Kolmogorov equations is called backward, or forward respectively, based on which set of variables is differentiated. For a better visualisation of the two differential forms, we choose to omit the set of variables that does not contribute to the problem. A backward Kolmogorov equation is given in the following terms

$$
\begin{align*}
-\frac{\partial p(s, x)}{\partial s}= & \frac{1}{2} \sigma^{2}(s, x) \frac{\partial^{2} p(s, x)}{\partial x^{2}}+\mu(s, x) \frac{\partial p(s, x)}{\partial x}  \tag{3.12}\\
& \lim _{s \nearrow t} p(t, y ; s, x)=\delta(y-x)
\end{align*}
$$

A forward Kolmogorov equation, which also called Fokker-Planck equation, is given in the following terms

$$
\begin{align*}
\frac{\partial p(t, y)}{\partial t}= & \frac{1}{2} \frac{\partial^{2}}{\partial y^{2}}\left(\sigma^{2}(t, y) p(t, y)\right)-\frac{\partial}{\partial y}(\mu(t, y) p(t, y))  \tag{3.13}\\
& \lim _{t \searrow s} p(t, y ; s, x)=\delta(y-x)
\end{align*}
$$

Next, an example follows which aims to highlight the relation between solution of equation (3.1) and the backward Kolmogorov equation. Consider a differential operator in the form of $L(\cdot)=\mu(x) \frac{d}{d x}(\cdot)+\frac{1}{2} \sigma^{2}(x) \frac{d^{2}}{d x^{2}}(\cdot)$, a continuous function $f$ which is non-negative, or it has a polynomial growth, and also the following equation

$$
\begin{aligned}
-\frac{\partial u}{\partial t} & =L u, \quad \text { for } s \in[0, t), x \in \mathbb{R} \\
u(t, x) & =f(x)
\end{aligned}
$$

Let $p$ satisfy backward Kolmogorov equation. Next, we define $u$ to be given by the following expression, essentially $u$ is defined through the following semigroup which act over the
function $f$,

$$
u(s, x)=\int f(y) p(t, y ; s, x) d y
$$

Now, we take the derivative of $u$ with respect to $t$ and see that

$$
\begin{aligned}
-u_{s}(s, x) & =\int f(y)\left(-\frac{\partial p(t, y ; s, x)}{\partial s}\right) d y \\
& =\int f(y)\left(\frac{1}{2} \sigma^{2}(s, x) \frac{\partial^{2}}{\partial x^{2}} p(t, y ; s, x)+\mu(s, x) \frac{\partial}{\partial x} p(t, y ; s, x)\right) d y \\
& =L u(s, x)
\end{aligned}
$$

Notice that $\lim _{s^{\prime} \text { tt }} p(t, y ; s, x)=\delta(y-x)$ implies that

$$
\lim _{s \nearrow t} u(s, x)=f(x)
$$

The formula that relates the solution of equation (3.1) and of a parabolic equation is known as Feynman-Kac formula, for its proof see for instance the proof of Theorem 7.6 in Karatzas and Shreve (2014).

Next, a brief introduction of semigroups defined over homogeneous Markov process is presented, that builds a concept which can be applied on solutions of a homogeneous SDE, see for example (3.4). This concept can also be extended in order to cover the solutions of SDEs in the generic form of (3.1).

### 3.3.1 Markov process and semigroups

Let us consider a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a Markov Process $X_{t}$ which takes values on $X$, where $(X, \mathcal{B}(X))$ is a measurable space, with transition probability

$$
P(t, \Gamma ; s, x):=\mathbb{P}\left(X_{t} \in \Gamma \mid X_{s}=x\right), \quad \text { for } 0<s<t, \Gamma \in \mathcal{B}(X)
$$

We consider that the transition probability is stationary, that means

$$
P(t, \Gamma ; s, x)=: P(t-s, x, \Gamma) .
$$

We also say that a transition probability is stochastically continuous, if for any $x \in X$ and any neighbourhood $\Gamma$ contains $x$ holds,

$$
P(t, x, \Gamma) \rightarrow 1, \quad t \downarrow 0 .
$$

Also, Markov property provides us with the so-called Chapman-Kolmogorov identity,

$$
P(t+s, x, \Gamma)=\int_{X} P(s, y, \Gamma) P(t, x, d y)
$$

Let us denote $B$ to be the Banach space of bounded measurable functions on $X$ endowed with the supremum-norm $\|f\|=\sup _{x \in X}|f(x)|$. Now, we can associate a Markov process with a family of operators $T_{t}$ acting over the space $B$, for $t \geq 0$, in the following way,

$$
T_{t} f(x)=\mathbb{E}_{x} f\left(X_{t}\right)=\int_{X} f(y) P(t, x, d y), \quad \forall f \in B
$$

As we can see, $T_{t}$ is a contraction linear map ${ }^{2}$ and satisfies the semigroup property ${ }^{3}$, the latter being a direct consequence of Chapman-Kolmogorov identity. Similarly, we denote $V$ to be the Banach space of finite and finitely additive measures on $\mathcal{B}(X)$, the norm of $V$ is the total variation, and then, we can define the semigroup $U_{t}$ acting over the space $V$, as follows

$$
\left(U_{t} \mu\right)(\Gamma)=\int_{X} P(t, x, \Gamma) \mu(d x), \quad \forall \mu \in V, \Gamma \in \mathcal{B}(X)
$$

As we can see $V$ is the dual space of $B$, so the following equality comes to highlight that $T_{t}$ and $U_{t}$ are conjugate operators

$$
\int_{X} T_{t} f(x) \mu(d x)=\int_{X} f(x)\left(U_{t} \mu\right)(d x), \quad f \in B, \mu \in V
$$

Let us now focus on $T_{t}$ semigroup and define its infinitesimal generator $A$

$$
A f:=\lim _{t \downarrow 0} \frac{1}{t}\left(T_{t} f-f\right)
$$

where the limit is with respect to the norm of $B$, i.e. $\lim _{t \downarrow 0}\left\|\frac{1}{t}\left(T_{t} f-f\right)-A f\right\|=0$. As, we observe in order to define $A f$, we need at least to be restricted on those $f$ which satisfy $\lim _{t \downarrow 0}\left\|T_{t} f-f\right\|=0$

$$
B_{0}:=\left\{f \in B: \lim _{t \downarrow 0}\left\|T_{t} f-f\right\|=0\right\}
$$

Let us now denote with $D(A)$ the domain of the infinitesimal generator $A$. Then, we know the following about it: $D(A)$ is a vector space and it is everywhere dense in the space $B_{0}$, see for instance Theorem 1.4 in Dynkin (1965). In the same book Theorem 2.3 states that every stochastically continuous $P$ is uniquely determined by its infinitesimal $A$. Also, we have that for every for every $f \in D(A)$, the corresponding Cauchy problem,

$$
\begin{align*}
\frac{\partial u_{t}(x)}{\partial t} & =A u_{t}(x), \quad \text { where } u_{t}(x)=u(t, x)  \tag{3.14}\\
\lim _{t \downarrow 0} u(t, x) & =f(x)
\end{align*}
$$

has a unique solution within the class of bounded functions: $u(t, x)=T_{t} f(x)$, see Theorem 1.3 in Dynkin (1965).

[^3]Similarly, we can define the infinitesimal generator $A^{*}$ for the semigroup $U_{t}$, for a $\mu \in$ $D\left(A^{*}\right)$, we can define a function $\nu_{t}(\Gamma)=U_{t} \mu(\Gamma)$ which is the solution of the corresponding Cauchy problem.

### 3.3.2 Association between diffusion processes and differential equations

In diffusion theory one usually considers that the transition probability $P(t, x, \Gamma)$, as above, with a density function $p(t, x, y)$ that for fixed $y$ satisfy the backward equation (3.12). A rigorous definition about the Diffusion process can be found on page 12 in Bogachev et al. (2015) and also in the same page we have Proposition 1.3.1 which says that the transition probability of such process is the solution of the corresponding Fokker-Planck, see for instance (3.13).

Let now take an Itô diffusion $X$, the solution of equation (3.4) with coefficients which satisfy the Lipschitz condition. We also know that an Itô diffusions satisfy the strong Markov property, admits an infinitesimal generator and characteristic operator, see for instance Chapter 7 in $\emptyset$ ksendal (2010). Let take a function $f \in C_{c}^{2}(\mathbb{R})$ and apply Itô's formula, see for instance Theorem 6.2 in Mao (2007)

$$
f\left(X_{t}\right)-f(x)=\int_{0}^{t} f^{\prime}\left(X_{s}\right) \mu\left(X_{s}\right)+\frac{1}{2} f^{\prime \prime}\left(X_{s}\right) \sigma^{2}\left(X_{s}\right) d s+\int_{0}^{t} f^{\prime}\left(X_{s}\right) \sigma\left(X_{s}\right) d W_{s}
$$

Let denote by $L$, the following differential form

$$
L(\cdot)=\mu(x) \frac{d}{d x}(\cdot)+\frac{1}{2} \sigma^{2}(x) \frac{d^{2}}{d x^{2}}(\cdot)
$$

Let consider again the semigroup $T_{t}$, as in the preceding section. In this case, the limit in the definition of the infinitesimal generator understood point-wise, with respect to $x$, and the domain $D(A)$ is the set of $f$ where the limit exist for every $x \in \mathbb{R}$. Let consider the following abbreviation $T_{t} f(x)=\mathbb{E}_{x} f\left(X_{t}\right)^{4}$ and proceed with the calculation of the infinitesimal generator

$$
A f(x)=\lim _{t \downarrow 0} \frac{1}{t} \mathbb{E}_{x}\left(f\left(X_{t}\right)-f\left(X_{0}\right)\right)=\lim _{t \downarrow 0} \frac{1}{t} \mathbb{E}_{x}\left(\int_{0}^{t} L f\left(X_{s}\right) d s\right)=L f(x)
$$

In the above calculation, we use that the expectation of the above stochastic integral is zero, the continuity and the boundedness of $L f(x)$, which comes from $f \in C_{c}^{2}(\mathbb{R})$. Using the fundamental theorem of calculus combined with the dominated convergence theorem, we obtain the above limit.

Notice that $A$ is an extension of the differential operator $L$, also as we mention in the previous section $f \in D(A),\left(C_{c}^{2}(\mathbb{R}) \subset D(A)\right)$ then $u(t, x):=\mathbb{E}_{x} f\left(X_{t}\right)$ is the unique

[^4]solution of (3.14) within the space of bounded functions, therefore if there is a classical solution for the problem
\[

$$
\begin{aligned}
\frac{\partial u(t, x)}{\partial t} & =L u(t, x), \quad x \in \mathbb{R}, t>0 \\
u(0, x) & =f(x), \quad x \in \mathbb{R}
\end{aligned}
$$
\]

it holds that $u(t, x):=\mathbb{E}_{x} f\left(X_{t}\right)$ is its solution.
Similarly, let consider the following Cauchy problem

$$
\begin{aligned}
\frac{\partial u(t, x)}{\partial t} & =L u(t, x)+c(x) u(t, x), & & x \in \mathbb{R}, t>0 \\
u(0, x) & =f(x) & & x \in \mathbb{R}
\end{aligned}
$$

where $c(x) \leq 0$ bounded uniformly continuous function, and $L$, as before, with the extra property that its coefficients are bounded.

If we define the following map $\tilde{T}_{t} f(x):=\mathbb{E}_{x} f\left(X_{t}\right) e^{\int_{0}^{t} c\left(X_{s}\right) d s}$ acting over $B$. It is easy to see that $\tilde{T}_{t} f$ is a semigroup. Let us denote by $\tilde{A}$ the infinitesimal generator of $\tilde{T}_{t} f$. See that Lemma 3.4.1 implies that $\tilde{A} f(x)=A f(x)+c(x)$ for every $f \in C_{c}^{2}(\mathbb{R})$. This implies that the solution of the above Cauchy problem can be written as follows

$$
u(t, x):=\tilde{T}_{t} f(x)=\mathbb{E}_{x} f\left(X_{t}\right) e^{\int_{0}^{t} c\left(X_{s}\right) d s}
$$

One can also prove that the solution of the non-homogeneous parabolic equation:

$$
\begin{array}{r}
\frac{\partial v(t, x)}{\partial t}=L v(t, x)+c(x) v(t, x)+f(x), \quad x \in \mathbb{R}, t>0 \\
v(0, x)=0
\end{array}
$$

it is given in the following form,

$$
v(x, t):=\mathbb{E}_{x} \int_{0}^{t} f\left(X_{s}\right) e^{\int_{0}^{s} c\left(X_{u}\right) d u} d s
$$

Before, we derive the solution of elliptic problem, let us go back to the definition of a diffusion process. According to Feller (1954a), a process is called of diffusion type, if it is a Markov process which satisfy Kolmogorov backward equation (3.12) and also, if we define the Laplace Transformation over the semigroup $T_{t} f$

$$
F_{\lambda}(x)=\int_{0}^{\infty} e^{-\lambda t} T_{t} f(x) d t, \quad \lambda>0
$$

is a solution of the differential equation,

$$
\lambda F_{\lambda}(x)-L F_{\lambda}(x)=f(x)
$$

Taking this into account, we can now move on the elliptic problem. Also, in what follows, we present examples which are defined on an open bounded interval $D$ with boundary $\partial D$.
$\underline{\text { Example(Dirichlet problem): }}$

$$
\begin{array}{rr}
L u(x)-c(x) u(x)=f(x), & x \in D \\
u(x)=\psi(x), & x \in \partial D
\end{array}
$$

where $c(x), f(x)$ and $\psi(x)$ are bounded continuous functions and $c(x), \psi(x)$ are nonnegative. Let us also consider operator $L$ with coefficients which satisfy Lipschitz condition and $\sigma$ has a positive lower bound for $x \in \bar{D}$, closure of $D$. Next, let us define the first exit from the boundary with $\tau=\inf \left\{t \geq 0: X_{t} \notin D\right\}$, if $D$ is open then we have that $\tau$ is a stopping time, see for instance Example 7.2.2. in $\varnothing$ ksendal (2010).

Thus it is obvious that, we should start by applying the Itô formula to $u\left(X_{t}\right) e^{Y_{t}}$, where $Y_{t}=-\int_{0}^{t} c\left(X_{s}\right) d s$ and $u$ is a solution of Dirichlet problem. See also that the process $Y_{t}$ is monotone, so using a similar version to Theorem 7.14 in Mörters and Peres (2010), we get that

$$
u\left(X_{t}\right) e^{Y_{t}}-u(x)=\int_{0}^{t} e^{Y_{s}} u^{\prime}\left(X_{s}\right) \sigma\left(X_{s}\right) d W_{s}+\int_{0}^{t} e^{Y_{s}}\left(L u\left(X_{s}\right)-u\left(X_{s}\right) c\left(X_{s}\right)\right) d s
$$

Next, we have that for $t<\tau$, it holds that $L u\left(X_{s}\right)-u\left(X_{s}\right) c\left(X_{s}\right)=f\left(X_{s}\right)$. Also, we have that under the above conditions that $\mathbb{E}_{x} \tau<\infty$ and according to the definition 5.15 in Mao (2007), we have that

$$
\mathbb{E}_{x} \int_{0}^{t \wedge \tau} e^{Y_{s}} u^{\prime}\left(X_{s}\right) \sigma\left(X_{s}\right) d W_{s}=0
$$

Therefore, we have that $u$ satisfies the following equation

$$
u(x)=\mathbb{E}_{x} \psi\left(X_{\tau}\right) e^{-\int_{0}^{\tau} c\left(X_{s}\right) d s}-\mathbb{E}_{x} \int_{0}^{\tau} f\left(X_{s}\right) e^{-\int_{0}^{s} c\left(X_{s}\right) d s} d s
$$

Let us consider a simpler elliptic equation with Neumann boundary conditions. Suppose that $\lambda>0$ and $\psi$ and $L$ as in the last example,

$$
\begin{array}{cr}
L u-\lambda u=0, & x \in D \\
u^{\prime}(x)=\psi(x), & x \in \partial D
\end{array}
$$

has a unique solution. Next, let us take the reflected SDE, see for instance (3.11),

$$
d \xi_{t}=\mu\left(\xi_{t}\right) d t+\sigma\left(\xi_{t}\right) d W_{t}+d l_{s}, \quad \xi_{0}=x
$$

Considering the function $e^{-\lambda t} u(x)$ and applying Itô's formula, we get that

$$
\begin{array}{r}
\mathbb{E}_{x} u\left(\xi_{t}\right) e^{-\lambda t}-u(x)=\mathbb{E}_{x} \int_{0}^{t} e^{-\lambda s}(L-\lambda I) u\left(\xi_{s}\right) d s+\int_{0}^{t} e^{-\lambda s} u^{\prime}\left(\xi_{s}\right) d l_{s}  \tag{3.15}\\
\\
=\mathbb{E}_{x} \int_{0}^{t} e^{-\lambda s} \psi\left(\xi_{s}\right) d l_{s}
\end{array}
$$

For the last equality, we use part (iii) in definition 3.2 .2 , which provide us that $\xi_{s}$ does not sticky on the boundary for positive time, therefore, we can use that $(L-\lambda) u=0$. For the following we use the boundedness of $u$, similarly with the last example $u$ assumed to be the solution of the elliptic problem on a bounded interval. According to the last equality, we have that $u(x)$ satisfies the above equation for each $t$, thus, by letting $t$ goes to infinite, and applying the Dominated convergence theorem on the right-hand side and the monotone convergence theorem on the left hand-side we have that

$$
u(x)=-\mathbb{E}_{x} \int_{0}^{\infty} e^{-\lambda s} \psi\left(\xi_{s}\right) d l_{s}
$$

Let us now take an open bounded interval $D$, the boundary consists of two components $\partial D_{1}$ and $\partial D_{2}$, also $\psi$ and $\lambda$ are defined as above,

$$
\begin{array}{ll}
L u-\lambda u=0, & x \in D \\
u(x)=0, & x \in \partial D_{1} \\
u^{\prime}(x)=\psi(x), & x \in \partial D_{2}
\end{array}
$$

Let $u$ has a unique solution $u$. Let again consider the first exit from the boundary $\partial D_{1}$ and denote it by $\tau$. Similarly, we get that that equation (3.15) holds also for this case, so we have that

$$
\mathbb{E}_{x} u(\xi(t \wedge \tau)) e^{-\lambda(t \wedge \tau)}-u(x)=\mathbb{E}_{x} \int_{0}^{t \wedge \tau} e^{-\lambda s} \psi\left(\xi_{s}\right) d l_{s}
$$

Similar to the previous example, we get that

$$
u(x)=\mathbb{E}_{x} u(\xi(\tau)) e^{-\lambda \tau}-\mathbb{E}_{x} \int_{0}^{\tau} \psi\left(\xi_{s}\right) d l_{s}
$$

The last example is for mixed boundary value problem, for $\lambda$ and $\psi$ as above, we consider the problem,

$$
\begin{array}{r}
L u=0, \quad x \in D \\
u^{\prime}-\lambda u=g, \quad x \in \partial D
\end{array}
$$

Let $u$ be the unique solution and define

$$
Y_{t}=u\left(\xi_{t}\right)-\int_{0}^{t} u^{\prime}\left(\xi_{s}\right) d l_{s}
$$

$Y_{t}$ is martingale ${ }^{5}$, next apply Itô's formula for the product $Y_{t} e^{-\lambda l_{t}}$,

$$
d\left(Y_{t} e^{-\lambda l_{t}}\right)=e^{-\lambda l_{t}}\left(u^{\prime}\left(\xi_{t}\right) \sigma\left(\xi_{t}\right) d W_{t}-\lambda Y_{t} d l_{t}\right)
$$

[^5]equivalently,
\[

$$
\begin{aligned}
d\left(u\left(\xi_{t}\right) e^{-\lambda l_{t}}\right)-d & \left(e^{-\lambda l_{t}} \int_{0}^{t} u^{\prime}\left(\xi_{s}\right) d l_{s}\right) \\
& =e^{-\lambda l_{t}}\left(u^{\prime}\left(\xi_{t}\right) \sigma\left(\xi_{t}\right) d W_{t}-\lambda u\left(\xi_{t}\right) d l_{t}+\lambda \int_{0}^{t} u^{\prime}\left(\xi_{s}\right) d l_{s} d l_{t}\right)
\end{aligned}
$$
\]

equivalently ${ }^{6}$,

$$
d\left(u\left(\xi_{t}\right) e^{-\lambda l_{t}}\right)=\left(u^{\prime}\left(\xi_{t}\right)-\lambda u\right)\left(\xi_{t}\right) e^{-\lambda l_{t}} d l_{t}+e^{-\lambda l_{t}} u^{\prime}\left(\xi_{t}\right) \sigma\left(\xi_{t}\right) d W_{t}
$$

Similar as before, we have

$$
\begin{equation*}
u\left(\xi_{t}\right) e^{-\lambda l_{t}}-u\left(\xi_{0}\right) e^{-\lambda l_{0}}=\int_{0}^{t} \psi\left(\xi_{s}\right) e^{-\lambda l_{s}} d l_{s}+\int_{0}^{t} e^{-\lambda l_{s}} u^{\prime}\left(\xi_{t}\right) \sigma\left(\xi_{t}\right) d W_{t} \tag{3.16}
\end{equation*}
$$

Under the assumption that $\sigma$ is uniformly positive, we can show that: $l_{t} \rightarrow \infty$ as $t \rightarrow \infty$ and so to obtain that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbb{E}_{x} e^{-\lambda l_{t}}=0 \tag{3.17}
\end{equation*}
$$

In order to prove it, one can for instance use equation (21) in Anderson and Orey (1976), in that paper, the authors consider an open set $U_{0}$ inside the interval $D$ and defines two sequences of stopping times: $S_{0}=0, S_{1}=\inf \left\{t: X \in U_{0}\right\}, T_{1}=\inf \left\{t>S_{1}: X \in \partial D\right\}$, $\ldots S_{k}=\inf \left\{t>T_{k-1}: X \in U_{0}\right\}, T_{k}:=\inf \left\{t>S_{k}: X \in \partial D\right\}$, then shows that there exists positive $c$ such that for every $k \geq 1$ the following hold

$$
\mathbb{P}\left(l_{S_{k+1}}-l_{S_{k}}>c \mid \mathcal{F}_{S_{k}}\right)>\frac{1}{4}
$$

Using the last inequality, the authors prove that for every $M>0$ and every $n \geq 8 M / c$, one can conclude that:

$$
\mathbb{P}\left(\sum_{k=1}^{n}\left(l_{S_{k+1}}-l_{S_{k+1}}\right)<M\right) \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

from that point, it is easy to obtain our claim.
Next, we apply the expectation on the formula (3.16) and take the limits for $t$ to $\infty$, using that $u$ is bounded and the limit (3.17), we get that:

$$
u(x)=-\mathbb{E}_{x} \int_{0}^{\infty} \psi\left(\xi_{t}\right) e^{-\lambda l_{t}} d l_{t}
$$

### 3.4 Proof for Theorem 3.2.4 and Lemma 3.4.1

Lemma 3.4.1. Suppose that $X$ is a solution of equation (3.4) with uniformly bounded coefficients $\mu$ and $\sigma$ which satisfy Lipschitz and linear growth properties. Consider a bounded

[^6]and uniformly continuous function $c(x) \leq 0$ and define $\tilde{T}_{t} f(x):=\mathbb{E}_{x} f\left(X_{t}\right) e^{\int_{0}^{t} c\left(X_{s}\right) d s}$ over the set of bounded measurable functions with its infinitesimal generator denoted by $\tilde{A}$. Let us also denote by $A$ the infinitesimal generator of $T_{t} f(x):=\mathbb{E}_{x} f\left(X_{t}\right)$. Then, we have that for every $f \in C_{c}^{2}(\mathbb{R})$, it holds that
$$
\tilde{A} f(x)=A f(x)+c(x) f(x)
$$

Proof.

$$
\begin{aligned}
\tilde{A} f(x) & =\lim _{t \downarrow 0} \frac{1}{t} \mathbb{E}_{x}\left(f\left(X_{t}\right) e^{\int_{0}^{t} c\left(X_{s}\right) d s}-f(x)\right) \\
& =\lim _{t \downarrow 0} \frac{1}{t} \mathbb{E}_{x} \int_{0}^{t} d\left(f\left(X_{q}\right) e^{\int_{0}^{q} c\left(X_{s}\right) d s}\right) \\
& =\lim _{t \downarrow 0} \frac{1}{t} \mathbb{E}_{x} \int_{0}^{t} e^{\int_{0}^{q} c\left(X_{s}\right) d s}\left(f\left(X_{q}\right) c\left(X_{q}\right)+f^{\prime}\left(X_{q}\right) \mu\left(X_{q}\right)+\frac{1}{2} f^{\prime \prime}\left(X_{q}\right) \sigma^{2}\left(X_{q}\right)\right) d q \\
& =\lim _{t \downarrow 0} \frac{1}{t} \mathbb{E}_{x} \int_{0}^{t} e^{\int_{0}^{q} c\left(X_{s}\right) d s}\left(f\left(X_{q}\right) c\left(X_{q}\right)+L f\left(X_{q}\right)\right) d q
\end{aligned}
$$

Note also that, from $c(x) \leq 0$, we have that $e^{\int_{0}^{q} c\left(X_{s}\right) d s} \leq 1$, also since $f \in C_{c}^{2}(\mathbb{R})$, we get the continuity and the boundedness of $f\left(X_{q}\right), L f\left(X_{q}\right)$ and also by definition, we have that $c(x)$ is also bounded.

Using the dominated convergence theorem, we have that

$$
\begin{aligned}
\tilde{A} f(x) & =\mathbb{E}_{x} \lim _{t \downarrow 0} \frac{1}{t} \int_{0}^{t} e^{\int_{0}^{q} c\left(X_{s}\right) d s}\left(f\left(X_{q}\right) c\left(X_{q}\right)+L f\left(X_{q}\right)\right) d q \\
& =f(x) c(x)+L f(x)
\end{aligned}
$$

the last equality is a consequence of fundamental theorem of calculus and the continuity $f\left(X_{q}\right) c\left(X_{q}\right)+L f\left(X_{q}\right)$ with respect to $q$.

### 3.4.1 Uniqueness for reflecting barrier

In this proof, we consider an increasing sequence of $C^{2}(\mathbb{R})$ functions denoted by $\phi_{k}(x)$, such that its limit converges in the absolute value of x , i.e. $|\cdot|$. Using that sequence, we can show that for any two ( $\xi_{1}, l_{1}$ ) and ( $\xi_{2}, l_{2}$ ) satisfying equation (3.11), it holds that $\mathbb{P}\left(\xi_{1}(t)=\xi_{2}(t), \forall t \geq 0\right)=1$.

First, let build the sequence of those $\phi_{k}$ :
We have that for every $T>0$, it holds that $\int_{0}^{T} 1 / u d u=\infty$. Hence, we can choose a positive decreasing sequence of $a_{k}$ that goes to zero such that: $\int_{a_{k}}^{a_{k-1}} 1 / u d u=k$. Let take a sequence of $\phi_{k} \in C^{2}\left(\mathbb{R}^{+}\right)$with the following properties:

$$
\phi_{k}(0)=0, \quad \phi_{k}(u)^{\prime}:=\left\{\begin{array}{lr}
0, & u \in\left[0, a_{k}\right] \\
{[0,1],} & u \in\left(a_{k}, a_{k-1}\right), \\
1, & u \in\left[a_{k-1}, \infty\right)
\end{array} \quad \phi_{k}(u)^{\prime \prime}:= \begin{cases}0, & u \in\left[0, a_{k}\right] \\
{\left[0, \frac{2}{k u}\right],} & u \in\left(a_{k}, a_{k-1}\right) \\
0, & u \in\left[a_{k-1}, \infty\right)\end{cases}\right.
$$

Once, we have $\phi_{k}$ for $x \geq 0$, they can be extended on $\mathbb{R}$ in the following way: $\phi_{k}(u)=\phi_{k}(|u|)$. Therefore, it is easy to see that: $\phi_{k}^{\prime}(u)=-\phi_{k}^{\prime}(-u)$ and $\phi_{k}(u) \nearrow|u|$.

Since, $\phi_{k}$ are twice differentiable, we can apply Itô's formula, see for instance Theorem 6.2 at page 32 Mao (2007),

$$
\begin{aligned}
\phi_{k}\left(\xi_{1}(t)-\xi_{2}(t)\right)=\int_{0}^{t} & \phi_{k}^{\prime}\left(\xi_{1}-\xi_{2}\right)\left(\mu\left(\xi_{1}\right)-\mu\left(\xi_{2}\right)\right) d s+\frac{1}{2} \int_{0}^{t} \phi_{k}^{\prime \prime}\left(\xi_{1}-\xi_{2}\right)\left(\sqrt{\sigma\left(\xi_{1}\right)}-\sqrt{\sigma\left(\xi_{2}\right)}\right)^{2} d s \\
& +\int_{0}^{t} \phi_{k}^{\prime}\left(\xi_{1}-\xi_{2}\right)\left(\sqrt{\sigma\left(\xi_{1}\right)}-\sqrt{\sigma\left(\xi_{2}\right)}\right) d W_{s}+\int_{0}^{t} \phi_{k}^{\prime}\left(\xi_{1}-\xi_{2}\right) d\left(l_{1}-l_{2}\right)
\end{aligned}
$$

Let us denote the above integrals by $I_{1}, \ldots I_{4}$, respectively. Using the properties of $\phi_{k}$ and also Lipschitz conditions of $\mu$ and $\sigma$, we get

$$
\begin{gathered}
I_{1} \leq K_{\mu} \int_{0}^{t}\left|\xi_{1}-\xi_{2}\right| d s \\
I_{2} \leq \frac{1}{k} \int_{0}^{t} 1\left(\left|\xi_{1}-\xi_{2}\right| \in\left(a_{k}, a_{k-1}\right)\right) \frac{\left|\sigma\left(\xi_{1}\right)-\sigma\left(\xi_{2}\right)\right|}{\left|\xi_{1}-\xi_{2}\right|} d s \leq \frac{1}{k} K_{\sigma} t
\end{gathered}
$$

According to the definition of $l_{i}$, see part (iii) 3.2.1, we have the last integral

$$
\begin{aligned}
I_{4} & =\int_{0}^{t} 1\left(\xi_{1}=0\right) \phi_{k}^{\prime}\left(\xi_{1}-\xi_{2}\right) d l_{1}(s)-\int_{0}^{t} 1\left(\xi_{2}=0\right) \phi_{k}^{\prime}\left(\xi_{1}-\xi_{2}\right) d l_{2}(s) \\
& =-\left(\int_{0}^{t} 1\left(\xi_{1}=0\right) \phi_{k}^{\prime}\left(\xi_{2}\right) d l_{1}(s)+\int_{0}^{t} 1\left(\xi_{2}=0\right) \phi_{k}^{\prime}\left(\xi_{1}\right) d l_{2}(s)\right) \leq 0
\end{aligned}
$$

The last equality holds because $\phi_{k}^{\prime}$ is an odd function. Also, the last part is non-positive because $\xi_{i}$ are non-negative, thus $\phi_{k}^{\prime}\left(\xi_{i}\right)$ are non-negative, furthermore $l_{i}$ are increasing functions, thus the integrals with respect to $d l_{i}(s)$ over a non-negative function are also non-negative.

Let fix $n$ and denote the stopping time:

$$
\tau_{n}=\inf \left\{t \geq 0:\left|\xi_{1}\right| \wedge\left|\xi_{2}\right| \geq n\right\}
$$

So, we have

$$
\begin{aligned}
& \mathbb{E} \phi_{k}\left(\xi_{1}\left(t \wedge \tau_{n}\right)-\xi_{2}\left(t \wedge \tau_{n}\right)\right) \lesssim \mathbb{E} \int_{0}^{t \wedge \tau_{n}}\left|\xi_{1}-\xi_{2}\right|(s) d s+\frac{1}{k} \mathbb{E} t \wedge \tau_{n} \\
&+\mathbb{E} \int_{0}^{t \wedge \tau_{n}} \phi_{k}^{\prime}\left(\xi_{1}-\xi_{2}\right)\left(\sqrt{\sigma\left(\xi_{1}\right)}-\sqrt{\sigma\left(\xi_{2}\right)}\right) d W_{s}
\end{aligned}
$$

We have that: $\int_{0}^{t} \phi_{k}^{\prime}\left(\xi_{1}-\xi_{2}\right)\left(\sqrt{\sigma\left(\xi_{1}\right)}-\sqrt{\sigma\left(\xi_{2}\right)}\right) 1\left(s<\tau_{n}\right) d W_{s}$ is martingale, so the last term is zero. In this point, we need to mention that the proportionality of the above inequality does not depend on the choice of $k$. Therefore, using the monotonicity of $\phi_{k}$

$$
\begin{gathered}
\mathbb{E}\left|\xi_{1}-\xi_{2}\right|\left(t \wedge \tau_{n}\right)=\lim _{k} \mathbb{E} \phi_{k}\left(\xi_{1}\left(t \wedge \tau_{n}\right)-\xi_{2}\left(t \wedge \tau_{n}\right)\right) \lesssim \limsup _{k}\left(\mathbb{E} \int_{0}^{t \wedge \tau_{n}}\left|\xi_{1}-\xi_{2}\right|(s) d s+\frac{t \wedge \tau_{n}}{k}\right) \\
=\mathbb{E} \int_{0}^{t \wedge \tau_{n}}\left|\xi_{1}-\xi_{2}\right|(s) d s \leq \int_{0}^{t} \mathbb{E}\left|\xi_{1}-\xi_{2}\right|\left(s \wedge \tau_{n}\right) d s
\end{gathered}
$$

Using Grönwall's inequality, one can see that:

$$
\mathbb{E}\left|\xi_{1}-\xi_{2}\right|\left(t \wedge \tau_{n}\right)=0, \quad \forall t \geq 0
$$

Therefore, we have that: $\forall t \geq 0$ and $n$, it holds $\mathbb{P}\left(\xi_{1}\left(t \wedge \tau_{n}\right)=\xi_{2}\left(t \wedge \tau_{n}\right)\right)=1$, the monotonicity of $\tau_{n}$ implies that: $\forall t \geq 0$, it holds $\mathbb{P}\left(\xi_{1}(t)=\xi_{2}(t)\right)=1$. Last, the continuity of $\xi_{i}$ provides us the following:

$$
\begin{aligned}
\mathbb{P}\left(\xi_{1}(t)\right. & \left.=\xi_{2}(t), \forall t \geq 0\right)=\mathbb{P}\left(\xi_{1}(t)=\xi_{2}(t), \forall t \in \mathbb{Q}_{+}\right) \\
& =\lim _{m \rightarrow \infty} \mathbb{P}\left(\xi_{1}(t)=\xi_{2}(t), \forall t \in \mathcal{P}_{m}\right)=1
\end{aligned}
$$

where $\mathcal{P}_{m}$ is an increasing sequence of partition of $\mathbb{Q}_{+}$and $m$ is the cardinality of that set. The first equality holds because $\mathbb{Q}_{+}$is dense in $\mathbb{R}_{+}$and a.e. path of $\xi_{i}$ is continuous, where for the second equality use $\mathcal{P}_{m}$ is an increasing sequence and also holds that $\mathbb{P}\left(\xi_{1}(t)=\xi_{2}(t), \forall t \in \mathcal{P}_{m}\right)=1$ for every $m$.

Last, the uniqueness of $l_{i}$ follows from equation (3.11)

$$
l_{1}(t)=\xi_{1}(t)-\xi_{0}-\int_{0}^{t} a\left(\xi_{1}(s)\right) d s-\int_{0}^{t} b\left(\xi_{1}(s)\right) d W_{s}=l_{2}(t), \forall t \geq 0 \text { a.s. }
$$

## Chapter 4

## Dimension reduction for exponential priors

### 4.1 Introduction

In this chapter, we consider probabilities $\mu$ and $\pi$ with the assumption that the RadonNikodym derivative of $\mu$ with respect to $\pi$, similar to Section 2.6.1, is given, up to a multiplication constant. Here $\mu$ and $\pi$ are defined on a finite but high-dimensional space $\mathbb{R}^{d}$. We consider a methodology for the identification of the optimal subspace for sampling in the case of exponential priors. That methodology was first proposed in Zahm et al. (2021), and recovers a subspace that contains the most weight of the prior distribution based on Kullback-Leibler divergence. The methodology is based on the logarithmic Sobolev inequality. The logarithmic Sobolev inequality can be obtained for Gaussian measures, and then can be extend also in the of sub-Gaussians. Therefore, the methodology depends on the prior distribution.

Observe that 1-exponential probabilities measures have heavier tails, i.e. the tails tend to 0 slower than the tails of Gaussian and also that logarithmic Sobolev inequality does not apply to 1 -exponential probabilities measures. Therefore, the extension of that methodology is based on a modified logarithmic Sobolev inequality, see in LEDOUX (1997). My main contribution for this extension is Theorem 4.4.3, which allows us to extend the methodology proposed in Zahm et al. (2021) in the case of 1-exponential prior measures. Then the identification and recovery of the optimal subspace come from Proposition 4.4.1, where we can also find the error estimates of that method with respect to Kullback Leibler divergence. In addition, using the proof in LEDOUX (1997), we obtain a local version of the modified logarithmic Sobolev inequality. That local version aims to provide some
further control of the method based on the local properties of the likelihood.

### 4.2 The general methodology

Suppose, we have a probability $\pi$ which is defined on $\left(\mathbb{R}^{d}, \mathcal{B}\left(\mathbb{R}^{d}\right)\right)$ and a non-negative integrable function $f$ with respect to $\pi$, i.e. $f \in L^{1}(\pi) \cap\{f \geq 0\}$. Also, we have a probability $\mu$ which is defined through the following expression:

$$
\begin{equation*}
\frac{d \mu}{d \pi}(u) \propto f(u) \tag{4.1}
\end{equation*}
$$

Observe that the above expression follows the same framework as in Section 2.6.1.
We first review the methodology suggested by Zahm et al. (2021) for approximation of $\mu$ on an appropriate subspace of dimension $r<d$. The core idea of this method is the approximation of $\mu$ using probabilities which are defined as follows,

$$
\begin{equation*}
\frac{d \mu_{r}}{d \pi}(u) \propto g \circ P_{r}(u) \tag{4.2}
\end{equation*}
$$

where $P_{r}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a linear projection with rank $r$, i.e. $\operatorname{Im}\left(P_{r}\right) \cong \mathbb{R}^{r}$ which satisfies the property $P_{r}^{2}=P_{r}$, and $g: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$is a Borel function. At this point, it is worth mentioning that $P_{r}$ is not necessarily an orthogonal matrix. Let us now observe the following decomposition: for every $x \in \mathbb{R}^{d}$, we have that

$$
x=\left(I_{d}-P_{r}\right) x+P_{r} x=x_{\perp}+x_{r}
$$

where $x_{\perp} \in \operatorname{ker}\left(P_{r}\right)$ and $x_{r} \in \operatorname{Im}\left(P_{r}\right)$, i.e. $\mathbb{R}^{d}=\operatorname{ker}\left(P_{r}\right) \oplus \operatorname{Im}\left(P_{r}\right)$. This method aims to identify an $r$ dimensional subspace of $\mathbb{R}^{d}$, i.e. $\operatorname{Im}\left(P_{r}\right)$, which contains 'most' of the weight of the measure $\mu$. Intuitively speaking, the structure of $P_{r}$ implies that probability $\mu_{r}$ replaces the function $f$ with a function in the form of $g \circ P_{r}(x)=g\left(x_{r}\right)$, where $x_{r} \in \operatorname{Im}\left(P_{r}\right) \cong \mathbb{R}^{r}$.

Therefore, we are looking for a probability $\mu^{g, P_{r}}$ which minimises the distance to $\mu$. The suggested distance for this methodology is the Kullback-Leibler divergence, denoted by $D_{K L}(\cdot \| \cdot)$ and it is defined as follows

$$
\begin{equation*}
D_{K L}(\mu \| \pi)=\int \log \left(\frac{d \mu}{d \pi}\right) d \mu . \tag{4.3}
\end{equation*}
$$

Let us now denote by $\mathcal{P}_{r}$ the collection of candidate projections $P_{r}$

$$
\begin{equation*}
\mathcal{P}_{r}=\left\{P_{r} \in \mathbb{R}^{d \times d} \mid \operatorname{Im}\left(P_{r}\right) \cong \mathbb{R}^{r}, P_{r}^{2}=P_{r}\right\} \tag{4.4}
\end{equation*}
$$

Then the minimisation problem can be written in the following form:

$$
\mu_{r}^{*}=\underset{\mu_{r} \in \mathcal{M}_{\mathcal{P}_{r}}}{\operatorname{argmin}} D_{K L}\left(\mu \| \mu_{r}\right)
$$

where $\mathcal{M}_{\mathcal{P}_{r}}$ is defined as follows

$$
\mathcal{M}_{\mathcal{P}_{r}}=\left\{\begin{array}{l|c}
\mu_{r} \text { defined on } \mathcal{B}\left(\mathbb{R}^{d}\right) & g: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+} \text {is a Borel function, } \\
P_{r} \in \mathcal{P}_{r}, \frac{d \mu_{r}}{d \pi}(u) \propto g \circ P_{r}
\end{array}\right\}
$$

The above minimisation problem can also be written in terms of $g \circ P_{r}$ as follows

$$
\begin{equation*}
\left(g \circ P_{r}\right)^{*}=\underset{\mu_{r} \in \mathcal{M}_{\mathcal{P}_{r}}}{\operatorname{argmin}} D_{K L}\left(\mu \| \mu_{r}\right) . \tag{4.5}
\end{equation*}
$$

### 4.3 Optimal $g$

In this section, we fix the projection $P_{r}$ and find the solution of problem (4.5) only with respect to $g$.

The notation $\sigma\left(P_{r}\right)$ is used for the $\sigma$-algebra generated by $P_{r}$, or in other words, is defined as the smallest $\sigma$-algebra which includes the collection $\left\{P_{r}^{-1} A\right.$ : for some $\left.A \in \mathcal{B}\left(\mathbb{R}^{d}\right)\right\}$. According to Lemma 2.2 in Zahm et al. (2021), which is a special case of Doob-Dynkin's Lemma, for a given projection $P_{r} \in \mathbb{R}^{d \times d}$, the following two assertions hold:

$$
\begin{equation*}
g \circ P_{r} \text { is a } \sigma\left(P_{r}\right) \text {-measurable function } \tag{4.6}
\end{equation*}
$$

and conversely, for a given $\sigma\left(P_{r}\right)$-measurable function $h$, there exists a measurable function $g$ defined on $\mathbb{R}^{d}$ such that

$$
\begin{equation*}
h=g \circ P_{r} \tag{4.7}
\end{equation*}
$$

for the general statement of Doob-Dynkin's Lemma, see for instance Lemma 1.13 in Kallenberg and Kallenberg (1997). Essentially, the Lemma allows us to replace $g \circ P_{r}$ with any $\sigma\left(P_{r}\right)$-measurable function. Hence, our first consideration is on the conditional expectation of $f$ given $\sigma\left(P_{r}\right)$ under the distribution $\pi$, denoted by $\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)$, that defines a real valued function on $\mathbb{R}^{d}$. A property of the conditional expextation is that $\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)$ is the unique $\sigma\left(P_{r}\right)$ measurable function which for every $\sigma\left(P_{r}\right)$-measurable function $h$, satisfies

$$
\begin{equation*}
\int f h d \pi=\int \mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right) h d \pi . \tag{4.8}
\end{equation*}
$$

We can now state the following result by Zahm et al. (2021).
Lemma 4.3.1. Suppose $P_{r}$ and consider the following minimisation problem

$$
\underset{g \text { Borel function }}{\operatorname{argmin}} D_{K L}\left(\mu \| \mu^{g \circ P_{r}}\right)
$$

Then, we have that the above problem attains its optimal solution at $\tilde{\mu}_{r}$ given by

$$
\begin{equation*}
\frac{d \tilde{\mu}_{r}}{d \pi}(u) \propto \mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right) . \tag{4.9}
\end{equation*}
$$

Proof. Given $\mu^{g, P_{r}}$ we evaluate the following difference,

$$
\begin{aligned}
D_{K L}\left(\mu \| \mu^{g, P_{r}}\right)-D_{K L}\left(\mu \| \tilde{\mu}_{r}\right) & =\int \log \left(\frac{Z_{g \circ P_{r}}}{Z_{\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)}} \frac{\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)}{g \circ P_{r}}\right) \frac{f}{Z_{f}} d \pi \\
& =\int \log \left(\frac{Z_{g \circ P_{r}}}{Z_{f}} \frac{\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)}{g \circ P_{r}}\right) \frac{\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)}{Z_{f}} d \pi=D_{K L}\left(\tilde{\mu}_{r} \| \mu^{g, P_{r}}\right)
\end{aligned}
$$

where $Z_{g \circ P_{r}}, Z_{\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)}$, and $Z_{f}$ are the normalisation constants. Using (4.8) we have

$$
Z_{f}:=\int f d \pi=\int \mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right) d \pi=Z_{\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)}
$$

The second equality follows from (4.8), observe that the logarithm is a $\sigma\left(P_{r}\right)$-measurable function. According to (2.12), we have that the Kullback-Leibler divergence is nonnegative, so using it in the above difference, we have that

$$
D_{K L}\left(\mu \| \tilde{\mu}_{r}\right) \leq D_{K L}\left(\mu \| \mu^{g, P_{r}}\right)
$$

giving the result.

### 4.3.1 Properties of conditional expectation on $P_{r}$

We start with showing that the sets in the collection $\left\{P_{r}^{-1} A\right.$ : for some $\left.A \in \mathcal{B}\left(\mathbb{R}^{d}\right)\right\}$ have the following form

$$
\begin{equation*}
B+\operatorname{ker}\left(P_{r}\right), \quad \text { where } B \subseteq \operatorname{Im}\left(P_{r}\right) \text {. } \tag{4.10}
\end{equation*}
$$

Consider $x_{r} \in \operatorname{Im}\left(P_{r}\right), x_{\perp} \in \operatorname{ker}\left(P_{r}\right) \backslash\{0\}$. We have

$$
P_{r}^{-1}\{0\}=\operatorname{ker}\left(P_{r}\right), \quad P_{r}^{-1}\left\{x_{r}\right\}=\operatorname{ker}\left(P_{r}\right)+\left\{x_{r}\right\}, \quad P_{r}^{-1}\left\{x_{\perp}+x_{r}\right\}=\emptyset .
$$

Notice that the above formula for $\left\{x_{r}\right\}$ comes from the property $P_{r}^{2}=P_{r}$. Hence, every set from the above collection is written in the form of (4.10). In addition, we have that $\sigma\left(P_{r}\right)$ is the smallest $\sigma$-algebra generated by sets of the form (4.10).

Therefore, it is natural to construct a map $U$ which separates $\mathbb{R}^{d}$ in the following two subspace $\operatorname{Im}\left(P_{r}\right)$ and $\operatorname{ker}\left(P_{r}\right)$. Thus, we consider the invertible matrix $U=\left(U_{r} \mid U_{\perp}\right)$ : $\mathbb{R}^{r} \times \mathbb{R}^{d-r} \rightarrow \mathbb{R}^{d}$, such that $U\left(\mathbb{R}^{r} \times\{0\}\right)=\operatorname{Im}\left(P_{r}\right)$ and $U\left(\{0\} \times \mathbb{R}^{d-r}\right)=\operatorname{ker}\left(P_{r}\right)$. Based on that matrix, Proposition 2.4 in Zahm et al. (2021) provides a representation for the conditional expectation of $f$ given $\sigma\left(P_{r}\right)$ under the probability measure $\pi$. We recall it here.

Proposition 4.3.1. For any probability measure $\pi$ which admits a probability density function $\rho$, i.e. $\pi(d x)=\rho(x) d x$, and for any $r$-rank projector $P_{r}$, consider the matrix
$U_{\perp} \in \mathbb{R}^{d \times(d-r)}$ with columns consisting of vectors that form a basis on $\operatorname{ker}\left(P_{r}\right)$. Let $p_{\perp}$ be the conditional probability density on $\mathbb{R}^{d-r}$, defined by

$$
\begin{equation*}
p_{\perp}\left(\xi_{\perp} \mid P_{r} x\right)=\frac{\rho\left(P_{r} x+U_{\perp} \xi_{\perp}\right)}{\int_{\mathbb{R}^{d-r}} \rho\left(P_{r} x+U_{\perp} \xi_{\perp}^{\prime}\right) \mathrm{d} \xi_{\perp}^{\prime}} \tag{4.11}
\end{equation*}
$$

for every $\xi_{\perp} \in \mathbb{R}^{d-r}$ and $x \in \mathbb{R}^{d}$, under the convention that $p_{\perp}\left(\xi_{\perp} \mid P_{r} x\right)=0$ whenever the denominator of (4.11) is zero. Then, for any Borel function $f$, the conditional expectation $\mathbb{E}_{\mu}\left(f \mid \sigma\left(P_{r}\right)\right)$ is given us as follows

$$
\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)(x):=\int_{\mathbb{R}^{d-r}} f\left(P_{r} x+U_{\perp} \xi_{\perp}\right) p_{\perp}\left(\xi_{\perp} \mid P_{r} x\right) \mathrm{d} \xi_{\perp}
$$

Remark 4.3.1. i) Looking at the proof of the above Proposition (Zahm et al. (2021)), one can define the following integration rule that applies to every Borel function $f$ :

$$
\begin{align*}
f(x) \pi(d x) & =f(x) \rho(x) d x=f \circ U(\xi)|U| \rho(U \xi) d \xi \\
& =f \circ U(\xi) \frac{\rho\left(U_{r} \xi_{r}+U_{\perp} \xi_{\perp}\right)}{\int \rho\left(U_{r} \xi_{r}+U_{\perp} \xi_{\perp}^{\prime}\right) d \xi_{\perp}^{\prime}} d \xi_{\perp}\left(|U| \int \rho\left(U_{r} \xi_{r}+U_{\perp} \xi_{\perp}^{\prime \prime}\right) d \xi_{\perp}^{\prime \prime}\right) d \xi_{r} \\
& =f \circ U(\xi) p_{\perp}\left(\xi_{\perp} \mid U_{r} \xi_{r}\right) d \xi_{\perp} p_{r}\left(\xi_{r}\right) d \xi_{r}=f \circ U(\xi) \pi_{\perp}\left(d \xi_{\perp} \mid \xi_{r}\right) \pi_{r}\left(d \xi_{r}\right) \tag{4.12}
\end{align*}
$$

where $\xi_{r}, \xi_{\perp}$ take values in $\mathbb{R}^{r}$ and $\mathbb{R}^{d-r}$, respectively, $\xi=\binom{\xi_{r}}{\xi_{\perp}}$ and the probabilities $\pi_{\perp}\left(\cdot \mid \xi_{r}\right), \pi_{r}(\cdot)$ are defined through the probability density functions $p_{\perp}\left(\cdot \mid U_{r} \xi_{r}\right), p_{r}(\cdot)$ on the following Borel $\sigma$-algebras $\mathcal{B}\left(\mathbb{R}^{d-r}\right)$ and $\mathcal{B}\left(\mathbb{R}^{r}\right)$, respectively.

Since $P_{r}$ is a projection hence $P_{r}^{2}=P_{r}$, and by definition of $U_{r}$ and $U_{\perp}$, which says that every column vector of $U_{r}$ and $U_{\perp}$ form a basis for $\operatorname{Im}\left(P_{r}\right)$ and $\operatorname{Ker}\left(P_{r}\right)$ respectively, we get that $P_{r} U=P_{r} U_{r}=U_{r}$. Therefore, the above mentioned representation of $\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)$ can be written as follows

$$
\begin{equation*}
\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)\left(U_{r} \xi_{r}+U_{\perp} \xi_{\perp}^{\prime}\right):=\int_{\mathbb{R}^{d-r}} f\left(U_{r} \xi_{r}+U_{\perp} \xi_{\perp}\right) p_{\perp}\left(\xi_{\perp} \mid P_{r} x\right) \mathrm{d} \xi_{\perp} \tag{4.13}
\end{equation*}
$$

ii) Another interesting property of the conditional expectation given a $\sigma$-algebra generated by a projection is that: for any two projections $Q_{r}, P_{r}$ with $\operatorname{ker}\left(Q_{r}\right)=\operatorname{ker}\left(P_{r}\right)$, the following holds

$$
\begin{equation*}
\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)=\mathbb{E}_{\pi}\left(f \mid \sigma\left(Q_{r}\right)\right) . \tag{4.14}
\end{equation*}
$$

To see that let us consider $Q_{r}, P_{r}$ as above, then we have that $Q_{r} \circ P_{r}=Q_{r}$ and $P_{r} \circ Q_{r}=P_{r}$, see for instance the proof of Proposition 2.2 in Zahm et al. (2019). Let now use the last observation in combination with (4.6) and (4.7), we are able to get
that every $\sigma\left(P_{r}\right)$-measurable function is $\sigma\left(Q_{r}\right)$-measurable, and conversely. Hence, for any $h \sigma\left(P_{r}\right)$-measurable, or $\sigma\left(Q_{r}\right)$-measurable, we have

$$
\int f h d \pi=\int \mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right) h d \pi=\int \mathbb{E}_{\pi}\left(f \mid \sigma\left(Q_{r}\right)\right) h d \pi
$$

the uniqueness of such a function implies that (4.14) holds.

### 4.4 Constructing $P_{r}$

In this section, we complete the theoretical part of the method, by minimising an upper bound on the distance between $\mu$ and $\tilde{\mu}_{r}$ given in (4.2) and (4.9) respectively. More precisely, we first obtain an upper bound on the the Kullback-Leibler divergence of $\mu$ and $\tilde{\mu}_{r}$ in terms of the projection $P_{r}$. We then obtain a $P_{r}$ which minimises this upper bound.

By Lemma 4.3.1 the optimal $g \circ P_{r}$ is attained at $\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)$ and we hence have

$$
\begin{equation*}
D_{K L}\left(\mu \| \tilde{\mu}_{r}\right)=\int \log \left(\frac{f}{\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)}\right) \frac{f}{Z_{f}} d \pi . \tag{4.15}
\end{equation*}
$$

According to (4.13), for the calculation of denominator of the above logarithm, we have that as long as $P_{r}$ is a projection and $\pi$ admits a Lebesgue density, we can define the conditional probability density $p_{\perp}$ as in equation (4.11). More precisely, using the integration rule as it is stated in (4.12), we can define the probability measures $\pi_{\perp}\left(d \xi_{\perp} \mid \xi_{r}\right)$ and $\pi_{r}\left(d \xi_{r}\right)$ which, for every Borel function $f$, satisfy the following equality

$$
\int_{\mathbb{R}^{d}} f(x) \pi(d x)=\int_{\mathbb{R}^{r}} \int_{\mathbb{R}^{d-r}} f\left(U_{r} \xi_{r}+U_{\perp} \xi_{\perp}\right) \pi_{\perp}\left(d \xi_{\perp} \mid \xi_{r}\right) \pi_{r}\left(d \xi_{r}\right) .
$$

Applying the integration rule together with the representation of $\mathbb{E}_{\pi}\left(f \mid \sigma\left(P_{r}\right)\right)$, see (4.13), on the above mentioned Kullback Leibler divergence, we get that

$$
\begin{align*}
& Z_{f} D_{K L}\left(\mu| | \tilde{\mu}_{r}\right)= \int f \log \left(\frac{f}{\mathbb{E}_{\pi_{m, B}}\left(f \mid \sigma\left(P_{r}\right)\right)}\right) d \pi_{m, B} \\
&=\iint f \circ U(\xi) \log \left(\frac{f \circ U(\xi)}{\int f \circ U(\tilde{\xi}) \pi_{\perp}\left(d \tilde{\xi}_{\perp} \mid \xi_{r}\right)}\right) \pi_{\perp}\left(d \xi_{\perp} \mid \xi_{r}\right) \pi_{r}\left(d \xi_{r}\right)  \tag{4.16}\\
&=\int E n t_{\pi_{\perp}\left(\cdot \mid \xi_{r}\right)}(f \circ U) \pi_{r}\left(d \xi_{r}\right)
\end{align*}
$$

where $\tilde{\xi}=\binom{\xi_{r}}{\xi_{\perp}}$ and the last equality emerges from the definition of the entropy of $f \circ U$ under the probability $\pi_{\perp}\left(d \xi_{\perp} \mid \xi_{r}\right)$ given below.

Definition 4.4.1. Suppose a probability $\pi$ and a non-negative function $h$ with $\mathbb{E}_{\pi} h \log ^{+}(h)<$ $\infty$. Then we define the entropy of $h$ under the probability $\pi$ as follows,

$$
\begin{equation*}
\operatorname{Ent}_{\pi}(h):=\mathbb{E}_{\pi} h \log (h)-\mathbb{E}_{\pi} h \log \left(\mathbb{E}_{\pi} h\right) . \tag{4.17}
\end{equation*}
$$

Therefore, the suggested minimisation of $D_{K L}\left(\mu \| \tilde{\mu}_{r}\right)$ is based on some entropy inequality, or more precisely, on the logarithmic Sobolev inequality.

Let us denote the Lebesgue measure with $\lambda$. Then, we say that $\lambda$ satisfies the logarithmic Sobolev inequality, if for every smooth function $f$, the following inequality holds

$$
\int f^{2}(x) \log \left(\frac{f^{2}(x)}{\int f^{2} d \lambda}\right) \lambda(d x) \leq C \int\|\nabla f(x)\|_{2}^{2} \lambda(d x)
$$

The above inequality emerges from Sobolev inequalities, a proof for the Lebesgue measure is given in Gentil (2003), also, we can show that $C$ is independent from the choice of $f$ and the dimension of $\mathbb{R}^{d}$.

An analogous inequality for Gaussian measures, $\gamma(d x)=\frac{1}{(2 \pi)^{n / 2}} e^{-\|x\|_{2}^{2}} \lambda(d x)$, has been proved in Gross (1975). In addition, paper Zahm et al. (2021) summarises some conditions on the probability $\pi$ that imply that $\pi$ satisfies LSI. Those conditions are the following: probability $\pi$ needs to have convex support $K=\operatorname{supp}(\pi) \subseteq \mathbb{R}^{d}$ and its density function $\rho$ should satisfy $\rho(x) \propto e^{-(V(x)+\Psi(x))}$, where $V \in C^{2}(K)$ is a strongly convex function on $K$ and $\Psi$ is bounded in $K$. More precisely, the above assumptions imply the existence of a positive definite matrix $\Gamma$ and a constant $\kappa \geq 1$ such that

$$
\nabla^{2} V(x)-\Gamma, \text { is a positive semi-definite matrix } \forall x \in \mathbb{R}^{d}
$$

and

$$
e^{\sup \Psi-\inf \Psi} \leq \kappa
$$

Then, such probabilities satisfy the following inequality for a sufficiently smooth $f$

$$
\int f^{2}(x) \log \left(\frac{f^{2}(x)}{\int f^{2} d \pi}\right) \pi(d x) \leq 2 \kappa \int\|\nabla f(x)\|_{\Gamma^{-1}}^{2} \pi(d x)
$$

where $\Gamma^{-1}$-norm is defined through the following inner product, $\|x\|_{\Gamma^{-1}}=\left(\Gamma^{-1} x, x\right)$. The above assumptions are the result of the Bakry-Émery Theorem Bakry and Émery (1985); Bobkov and Ledoux (2000); Otto and Villani (2000) and the Holley-Stroock perturbation Lemma Holley and Stroock (1986).

Observe that the last two assumptions for the density function of the prior probability $\pi$ cover quite a wide class of probabilities, essentially this class contains the Sub-Gaussian distributions, i.e. distributions decaying to zero at least as fast as the Gaussian tails. Examples include uniform and $q$-Besov measures, whenever $q \geq 2$, see for instance Section 2.3.1.

A very interesting case of Besov priors not satisfying the above assumptions is the case where $q=1$. These are of interest especially for the field of signal processing because
of their edge-preserving and sparsity-promoting properties, see e.g. Leporini and Pesquet (2001); Kolehmainen et al. (2012); Jia et al. (2016); Tan Bui-Thanh (2015); Rantala et al. (2006). The edge-preserving property is useful when the function of interest has spatial inhomogeneity, i.e. it is extremely spiky in some parts of its domain and in other parts is extremely smooth. These priors are said to be sparsity-promoting property since they promotes solutions that under an appropriate expansion, see for instance equation (2.7), can be represented by a small number of coefficients. That is, there is an appropriate basis $\left\{\phi_{i}\right\}_{i=1}^{\infty}$ such that the most likely draws from the prior are described by relatively few non-zero coefficients $u_{i}$ in basis $\left\{\phi_{i}\right\}_{i=1}^{\infty}$.

As we mention in Section 2.3.1, the construction of 1-Besov prior is based on 1exponential probabilities. The considerations presented in the previous paragraph motivate our work in this chapter in extending the approximation methodology of Zahm et al. (2021) to the case of 1-exponential probabilities. Let us recall the formula for the density of 1 -exponential measures in $\mathbb{R}^{d}$

$$
\begin{equation*}
\pi_{m, B}(d x):=e^{-\left\|B^{-1}(x-m)\right\|_{1}} \frac{d x}{2^{d}|\operatorname{det}(B)|} \tag{4.14}
\end{equation*}
$$

where $m$ is the mean value, $B$ is an invertible matrix on $\mathbb{R}^{d \times d}$ and $\|\cdot\|_{1}$ is the 1-norm defined on $\mathbb{R}^{d}$, i.e. $\|x\|_{1}=\sum_{i=1}^{d}\left|x_{i}\right|$. We note that in the case of 1-Besov priors, as explained in Section 2.3.1, by construction $B$ is a diagonal matrix.

For establishing a logarithmic Sobolev inequality for the 1-exponential probability measures, we follow the approach by LEDOUX (1997). Therein, the author provides a simplified version of the proof of the concentration property for the 1-exponential probability measures which has been previously proved in Talagrand (1991). The concentration property for the 1 -exponential probability measure $\pi_{0, I_{d}}$ is given as follows: for every Borel set $A$ with $\pi_{0, I_{d}}(A) \geq \frac{1}{2}$ and for every $r \geq 0$, it holds that

$$
\pi_{0, I_{d}}\left(A+\sqrt{r} B_{2}+r B_{1}\right) \geq 1-\mathrm{e}^{-\frac{r}{K}}
$$

for some $K>0$, where $B_{2}$ is the Euclidean unit ball and $B_{1}$ is the $l^{1}$ unit ball in $\mathbb{R}^{d}$, i.e.

$$
B_{1}=\left\{x \in \mathbb{R}^{d}: \sum_{i=1}^{d}\left|x_{i}\right|<1\right\}
$$

At this point, it is worth mentioning that a probability measure $\pi$ which satisfies a logarithmic Sobolev inequalities, also satisfies a concentration property. This can be shown by using the Herbst argument, see for instance section 2.3 LEDOUX (1997).

We state Theorem 4.2 of LEDOUX (1997) here, which provides us with the modified logarithmic Sobolev inequality for the 1 -exponential probability measures. For the sake of
completeness, we include the proof of that theorem in Section 4.5. In what follows, we call a positive function $h: \mathbb{R}^{d} \rightarrow \mathbb{R}$ log-Lipschitz, if there exists a constant $L$ such that every $x, y \in \mathbb{R}^{d}$

$$
|\log (h(x))-\log (h(y))| \leq L\|x-y\| .
$$

We denote the induced operator norms for a matrix $A$ by $\|A\|_{1}^{*}$ and $\|A\|_{\infty}^{*}$ for $l^{1}$ and $l^{\infty}$ vector norms respectively.

Theorem 4.4.1 (LEDOUX (1997)). Consider the probability $\pi_{m, B}$, as defined in (4.18). Let $h: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be log-Lipschitz and suppose that $K:=\|\nabla \log (h)\|_{\infty}<1 /\|B\|_{\infty}^{*}$. Then,

$$
\operatorname{Ent}_{\pi_{m, B}}(h) \leq \frac{2}{1-\left(\|B\|_{\infty}^{*} K\right)} \int h\left\|B^{T} \nabla \log (h)\right\|_{2}^{2} d \pi_{m, B} .
$$

Using the ideas of the proof of the above theorem, we also prove another modified version that can be found in the next section. The purpose of the modified version is to address the case where $K:=\|\nabla \log (h)\|_{\infty}$ is very close to $1 /\|B\|_{\infty}^{*}$. Then, Theorem 4.4.3 is an application of Theorems 4.4.1 and 4.4.2 on a subspace, which essentially provide us a bound for the Kullback-Leibler divergence, through the expression in (4.16).

Due to limitations of the one-exponential probability measures, we need to re-consider the minimisation problem and more specifically the collection of candidate projections. In case of a Gaussian, or a sub-gaussian, measure the collection $\mathcal{P}_{\pi, r}$, as it is stated in (4.4), works perfectly, see for instance Theorem 2.9 in Zahm et al. (2021). In contrast with the Gaussian case, in order to define the minimisation problem for the one-exponential probability measure $\pi_{m, B}$, we need to restrict ourselves to the following sub-collection

$$
\overline{\mathcal{P}}_{\pi_{m, B}, r}=\left\{\begin{array}{l|l}
P_{r} \in \mathbb{R}^{d \times d} & \begin{array}{l}
\operatorname{Im}\left(P_{r}\right) \cong \mathbb{R}^{r}, P_{r}^{2}=P_{r}, \exists P \text { permutation } \\
\text { such that: } \operatorname{ker}\left(P_{r}\right)=B P\left(\{0\}^{r} \times \mathbb{R}^{d-r}\right)
\end{array}
\end{array}\right\} .
$$

Let us highlight two properties that contribute in the definition of the above collection. Firstly, we observe that Gaussian probabilities are invariant under any rotation, where in this case the probabilities are only invariant under permutation, i.e. $\left\|\left(x_{1}, x_{2}\right)\right\|_{1}=$ $\left\|\left(x_{2}, x_{1}\right)\right\|_{1}$. Essentially, the permutation matrix $P$ is used in such way that the conditional probability emerging from the integration rule stated in (4.12), i.e. $\pi_{\perp}\left(\cdot \mid \xi_{r}\right)$, is independent from the choice of $\xi_{r}$. Secondly, the kernel property that is stated in the above collection can be explained as follows. Let us consider two projections $P_{r}, Q_{r}$, where their kernels coincide, and define probability measures $\tilde{\mu}_{r}, \bar{\mu}_{r}$ according to formula (4.9) based on the projections $P_{r}, Q_{r}$, respectively. Then, applying the property in (4.14), one can get that $D_{K L}\left(\mu \| \tilde{\mu}_{r}\right)=D_{K L}\left(\mu \| \bar{\mu}_{r}\right)$.

Therefore, the proposed minimisation problem for the case of 1-exponential probability is summarised as follows,

$$
\mu_{r}^{*}=\underset{\mu_{r} \in \mathcal{M}_{\overline{\mathcal{D}}_{\pi_{m, B}, r}}^{\operatorname{argmin}}}{\operatorname{argL}} D_{K L}\left(\mu \| \mu_{r}\right)
$$

### 4.4.1 Local versions of LSI for 1-exponential priors

The following two theorems give local versions of the modified LSI. Hence, the solution of the minimisation problem emerging from this section also depends on the properties of a given set $C$ in combination with the function $f$.

In the following we call a convex set $C \subseteq \mathbb{R}^{d}$ a cube, if we can define $d$ connected intervals $C_{i} \subseteq \mathbb{R}$ such that $C$ can be written in the following way

$$
C=C_{1} \times C_{2} \times \cdots \times C_{d}
$$

An example of such a cube on $\mathbb{R}^{d}$ is the set $C=\left\{x \in \mathbb{R}^{d}:\|x\|_{\infty} \leq 1\right\}$. Let us also observe that the above definition is invariant with respect to translations, see for instance that for a given cube $C \subset \mathbb{R}^{d}$ and a point $x \in \mathbb{R}^{d}$, we have that $(C-x)$ is cube.

The following theorem provides a bound for the entropy of $1(\cdot \in C) h$ under the 1 exponential probability, the proof of which can be found in Section 4.5 and is an extension of the proof of Theorem 4.2 in LEDOUX (1997).

Theorem 4.4.2 (Local version of Modified LSI). Consider the probability $\pi_{m, B}$, as defined in (4.18) and a convex set $C$. Let $h$ be a log-Lipschitz function with positive $c:=\inf \{h(x): x \in \bar{C}\}$. Then the following inequality holds

$$
\int_{C} h \log \left(\frac{h}{\int_{C} h d \pi_{m, B}}\right) d \pi_{m, B} \leq \frac{2}{c} \int_{C}\left\|B^{T} \nabla h\right\|_{2, d}^{2} d \pi_{m, B}+\tilde{M} \pi_{m, B}\left(C^{c}\right)
$$

where $M:=\sup \{h(x): x \in \bar{C}\}, \tilde{M}:=d \cdot M$. In addition, if $B^{-1}(C)$ is a cube, we have that $\tilde{M}:=M$. In the particular case where $C=\mathbb{R}^{d}$, the above inequality is given as follows

$$
\int h \log \left(\frac{h}{\int h d \pi_{m, B}}\right) d \pi_{m, B} \leq \frac{2}{c} \int\left\|B^{T} \nabla h\right\|_{2, d}^{2} d \pi_{m, B}
$$

Having obtained a local version of the modified Logarithmic Sobolev inequality for the 1-exponential probabilities, we use equation (4.16) and the probability defined in there, $\pi_{\perp}\left(d \xi_{\perp} \mid \xi_{r}\right)$, to get an upper bound for the Kullback Leibler divergence. The following theorem provides us with sufficient assumptions needed in order to be able to apply the modified LSI on the probability $\pi_{\perp}\left(d \xi_{\perp} \mid \xi_{r}\right)$. The result of the following theorem lets us control $D_{K L}\left(\mu \| \tilde{\mu}_{r}\right)$ in a way that allows us to identify the directions in $\mathbb{R}^{d}$ that contribute the most to the evaluation of the probability $\mu$ for a given probability $\pi_{m, B}$. The proof of
the following theorem can be found in Section 4.5. In what follows the standard basis of $\mathbb{R}^{d}$ is represented by $\left\{e_{i}\right\}_{i=1}^{d}$

Theorem 4.4.3. Consider the probability $\pi_{m, B}$, as in (4.18) and a projection $P_{r} \in \overline{\mathcal{P}}_{\pi_{m, B}, r}$ and its corresponding permutation $P$. Let $f$ be a log-Lipschitz function and $C$ a convex set such that $c:=\inf \{f(x): x \in \bar{C}\}$ is positive.
i) Assume $\Lambda$ to be a convex subset of $C$ such that $B^{-1}(\Lambda)$ is a cube. Then

$$
\int f \log \left(\frac{f}{\mathbb{E}_{\pi_{m, B}}\left(f \mid \sigma\left(P_{r}\right)\right)}\right) \pi_{m, B}(d x) \leq \frac{2}{c} \int_{C}\left\|U_{\perp}^{T} \nabla f(x)\right\|_{2, d-r}^{2} \pi_{m, B}(d x)+R_{f, C, \pi_{m, B}}
$$ where

$$
\begin{aligned}
& R_{f, C, \pi_{m, B}}:=\max \left\{\tilde{M}, M_{C^{c}}(d-r)\left(\frac{K\left\|U_{\perp}\right\|_{1}^{*}}{1-\beta}+\log \left(K\left\|U_{\perp}\right\|_{1}^{*}+1\right)\right), M_{C^{c}} \log \left(\frac{M_{C c}}{c \lambda}\right)\right\} \pi_{m, B}\left(C^{c}\right) \\
& \text { with } U_{\perp}=B P\left(e_{r+1}, \ldots, e_{d}\right), M_{A}:=\sup _{x \in \bar{A}} f(x) \text { for } A \subset \mathbb{R}^{d}, K=\|\nabla \log (f)\|_{\infty}, \tilde{M}:= \\
& d M_{C}, \beta:=\pi_{0, I_{d-r}}\left(C_{d-r}^{T} U^{-1}(C \backslash \Lambda-m)\right) \text {, and } \tilde{\lambda} \geq \min \left\{\pi_{0,1}\left(e_{i}^{T} B^{-1}(\Lambda-m)\right)\right\}^{d-r} .
\end{aligned}
$$ In addition, if $B^{-1}(C)$ is cube, we choose $\Lambda=C$ and then we have that $\tilde{M}:=M$ and the term $\frac{K\left\|U_{\perp}\right\|_{1}^{*}}{1-\beta}$ is becoming $K\left\|U_{\perp}\right\|_{1}^{*}$. In the particular case where $C=\mathbb{R}^{d}$, then $R_{f, C, \pi_{m, B}}$ is equal to zero.

ii) If $f$ is log-Lipschitz with $K=\left\|U_{\perp}^{T}\right\|_{\infty}^{*}\|\nabla \log (f)\|_{L^{\infty}\left(\pi_{m, B}\right), \infty}<1$, then it holds that

$$
\int f \log \left(\frac{f}{\mathbb{E}_{\pi_{m, B}}\left(f \mid \sigma\left(P_{r}\right)\right)}\right) d \pi_{m, B} \leq \frac{2}{1-K} \int\left\|U_{\perp}^{T} \nabla \log (f)\right\|_{2, d-r}^{2} f d \pi_{m, B}
$$

Observe that the first bound requires $f$ to be bounded, except in the case where $C=\mathbb{R}^{d}$. On the other hand for the second bound it is not necessary to assume that $f$ is bounded.

### 4.4.2 Bounding the error of approximated posterior and constructing $P_{r}$

The augmented logarithmic Sobolev inequlaities given in Theorem 4.4.3 result in corresponding bounds on $D_{K L}\left(\mu \| \tilde{\mu}_{r}\right)$ given in the following theorem. The proof is given in Section 4.5.

Theorem 4.4.4. We consider the same assumptions as in Theorem 4.4.3. We also have that for any $P_{r} \in \overline{\mathcal{P}}_{\pi_{m, B}, r}$ there is a permutation matrix $P$ and for that specific $P$, there exists a bijective function $\sigma_{P}:\{1, \ldots d\} \rightarrow\{1, \ldots d\}$ such that $P=\left(e_{\sigma_{P}(1)}, \ldots, e_{\sigma_{P}(d)}\right)$. Then the next two bounds on $D_{K L}\left(\mu \| \tilde{\mu}_{r}\right)$ are respectively corresponding to part (i) and (ii) of Theorem 4.4.3.
i) $D_{K L}\left(\mu \| \tilde{\mu}_{r}\right) \leq \operatorname{tr}\left(Q^{T} A Q\right)+R_{f, C, \pi_{m, B}}$

$$
\text { where } Q=\left(e_{\sigma_{P}(r+1)}, \ldots, e_{\sigma_{P}(d)}\right) \text { and } A=B^{T} H_{C} B \text { with } H_{C}:=\frac{2}{Z_{f} c} \int_{C} \nabla f(\nabla f)^{T} d \pi_{m, B} .
$$

ii) $D_{K L}\left(\mu \| \tilde{\mu}_{r}\right) \leq \operatorname{tr}\left(Q^{T} A Q\right)$
where $Q=\left(e_{\sigma_{P}(r+1)}, \ldots, e_{\sigma_{P}(d)}\right)$ and $A=B^{T} H B$ with $H=\frac{2}{1-K} \int \nabla \log (f)(\nabla \log (f))^{T} d \mu$.

The result of the following proposition together with the second bound of the above corollary, gives an upper bound for the following minimisation problem,

$$
\min _{\mu_{r} \in \mathcal{\mathcal { M } _ { \mathcal { P } _ { m , B } } , r}} D_{K L}\left(\mu \| \mu_{r}\right) \leq \min _{\substack{P \in \mathbb{R}^{d \times d} \text { permutation } \\ Q=P\left(e_{r+1}, \ldots, e_{d}\right)}} \operatorname{tr}\left(Q^{T} A Q\right) .
$$

Indeed it gives a projection $P_{r}$ which minimises the trace term in the right-hand side.
Proposition 4.4.1. For the matrix $A=\left(a_{i j}\right) \in \mathbb{R}^{d \times d}$, we have

$$
\min _{\substack{P \in \mathbb{R}^{d \times d} \text { permutation } \\ Q=P\left(e_{r+1}, \ldots, e_{d}\right)}} \operatorname{tr}\left(Q^{T} A Q\right)=\sum_{i=1}^{d-r} a_{\tau_{A}(i), \tau_{A}(i)}
$$

where $\tau_{A}:\{1, \ldots d\} \rightarrow\{1, \ldots d\}$ is a bijective function which satisfies the following property $a_{\tau_{A}(1), \tau_{A}(1)} \leq \cdots \leq a_{\tau_{A}(d), \tau_{A}(d)}$.

Furthermore, the projection

$$
P_{r}=I-\sum_{j=1}^{d-r} y_{j} y_{j}^{T}
$$

where $y_{j}=\frac{u_{j}}{\left\|u_{j}\right\|_{2}}$ with $u_{j}=v_{j}-\left(\sum_{i=1}^{j-1} \operatorname{proj}_{u_{j}}\left(v_{i}\right)\right), v_{i}=B e_{\tau_{A}(i)}$ and $\operatorname{proj}_{u}(v):=\frac{(u, v)}{(u, u)} u$, is a minimiser of $\operatorname{tr}\left(Q^{T} A Q\right)$.

### 4.5 Proofs of dimension reduction for exponential priors

Proof of Theorem 4.4.2 The proof is built in the following way: In the first part, we show the result for $\pi_{0,1}$, the one-exponential probability measure on the real-line. Next, in the second part, we extend the inequality to probability measures $\pi_{0, I_{d \times d}}$ defined on a $d$-dimensional euclidean space as product measure of $d$ copies of i. i. d measures with density $\pi_{0,1}$. As we see below, the entropy under a product measure can be written in terms of the entropy of the individual measures of that product. The last part is a direct application of Integration by Substitution for the extension to general one-exponential probability measure.

For simplicity, we replace the left hand side of the original inequality with the notation of Entropy, see for instance (4.17) and we also use the notation $\pi$ instead of the probability
$\pi_{(\cdot,)}$, whenever it is necessary.
 with $\mathcal{I}\left(\pi_{0,1}\right)$ the following collection of differentiable functions,

$$
\mathcal{I}\left(\pi_{0,1}\right):=\left\{h: \mathbb{R} \rightarrow \mathbb{R}_{+} \left\lvert\, \begin{array}{c}
\text { continuous, differentiable almost everywhere } \\
\text { with } \int|h| d \pi<\infty, \int\left|h^{\prime}\right| d \pi<\infty, \lim _{x \rightarrow \pm \infty} h(x) e^{-|x|}=0
\end{array}\right.\right\}
$$

Notice that using the Integration by parts formula, we can easily show that the following expression holds for any $h \in \mathcal{I}\left(\pi_{0,1}\right)$,

$$
\begin{equation*}
\int h d \pi_{0,1}=h(0)+\int \operatorname{sgn}(x) h^{\prime}(x) \pi_{0,1}(d x) \tag{4.19}
\end{equation*}
$$

Since $h$ is log-Lipschitz, we have that $h$ is differentiable almost everywhere, see for instance Theorem 6 on page 281 in Evans (1998). In addition, a necessary condition for $h \in \mathcal{I}\left(\pi_{0,1}\right)$ is to assume that for sufficient large $x,\left|\log (h)^{\prime}\right|$ to be uniformly strictly bounded below to 1 , i.e. $\exists x_{0} \gg 1$ such that $z:=\sup _{|x| \geq x_{0}}\left|\log (h(x))^{\prime}\right|<1$. In order to show that we only need to observe that $\max \left\{h(x) e^{-|x|}, \log (h(x))^{\prime} h(x) e^{-|x|}\right\} \lesssim e^{(z-1)|x|}$ with $z-1<0$.

For the local version of this theorem, we consider the interval $C=(a, b)$, since $C$ is not necessarily bounded we have that $a, b \in \mathbb{R} \cup\{ \pm \infty\}$. Similar to (4.19), we have that the integral of $h$ over the set $C$ can be written as follows,

$$
\int_{a}^{b} h d \pi_{0,1}=\mathcal{A}_{\pi_{0,1}}(h, a, b)+\int_{a}^{b} \operatorname{sgn}(x) h^{\prime}(x) \pi_{0,1}(d x)
$$

where $\mathcal{A}_{\pi_{0,1}}(h, a, b)$ denotes the boundary term that emerges from the integration by part formula. In order to avoid dealing with the term $\mathcal{A}_{\pi_{0,1}}(h, a, b)$ where is necessary, we can use Lemma 4.5.1.

We begin the proof with the estimation of the following entropy,

$$
E n t_{\pi}(1(\cdot \in C) H)=\mathbb{E}_{\pi}(1(\cdot \in C) H \log (H))-\mathbb{E}_{\pi}(1(\cdot \in C) H) \log \left(\mathbb{E}_{\pi} 1(\cdot \in C) H\right)
$$

where $q:=\operatorname{argmin}_{x \in \bar{C}}|x|$ and $H(x):=h(x) / h(q)$. In addition, we observe that for every $u \geq 0$, we have that

$$
u-1 \leq u \log (u)
$$

By applying the above inequality to the entropy, we get that

$$
\operatorname{Ent}_{\pi}(1(\cdot \in C) H) \leq \mathbb{E}_{\pi} 1(\cdot \in C)(H \log (H)-H+1)+\pi\left(C^{c}\right)
$$

For simplicity, we consider the measure $\pi(\cdot \cap C)$ and use the notation $\mathbb{E}_{\pi(\cdot \cap C)}(h)$ as an abbreviation for $\mathbb{E}_{\pi}(1(\cdot \in C) h)$. Notice also that $H \log (H)-H+1 \in \mathcal{I}\left(\pi_{0,1}\right)$ and
$H(q) \log (H(q))-H(q)+1=0$, thus we can apply Lemma 4.5.1 on that function,

$$
\mathbb{E}_{\pi(\cdot \cap C)}(H \log (H)-H+1) \leq \int_{C} \operatorname{sgn}(x) H^{\prime}(x) \log (H(x)) \pi(d x)
$$

Using Cauchy-Schwarz inequality on the right hand side of the above inequality, we get that

$$
\begin{equation*}
\left.\mathbb{E}_{\pi(\cdot \cap C)}(H \log (H)-H+1) \leq\left\|H^{\prime}\right\|_{L^{2}(\pi(\cdot \cap C)}\right)\|\log (H)\|_{L^{2}(\pi(\cdot \cap C))} \tag{4.20}
\end{equation*}
$$

Similar to the above two inequalities, it is easy to show that $\log (H)^{2} \in \mathcal{I}\left(\pi_{0,1}\right)$ and $\log (H(q))^{2}=0$, so we can apply Lemma 4.5.1 on $\log (H)^{2}$. Then, repeating the last two steps for the function $\log (H)^{2}$, we get that

$$
\begin{equation*}
\mathbb{E}_{\pi(\cdot \cap C)} \log (H)^{2} \leq 2\|\log (H)\|_{L^{2}(\pi(\cdot \cap C))}\left\|\log (H)^{\prime}\right\|_{L^{2}(\pi(\cdot \cap C))} \tag{4.21}
\end{equation*}
$$

Applying inequality (4.21) to the inequality (4.20), we get that

$$
E n t_{\pi(\cdot \cap C)}(H) \leq 2\left\|H^{\prime}\right\|_{L^{2}(\pi(\cdot \cap C))}\left\|\log (H)^{\prime}\right\|_{L^{2}(\pi(\cdot \cap C))}+\pi\left(C^{c}\right)
$$

Since $H(x):=h(x) / h(q)$, we have that

$$
\operatorname{Ent}_{\pi}(1(\cdot \in C) h) \leq 2| | h^{\prime}\left\|_{L^{2}(\pi(\cdot \cap C))}\right\| \log (h)^{\prime} \|_{L^{2}(\pi(\cdot \cap C))}+h(q) \pi\left(C^{c}\right)
$$

Using the positivity of $c$, we obtain that $\left|\log (h(x))^{\prime}\right| \leq \frac{\left|h(x)^{\prime}\right|}{c}$ for every $x \in C$. Thus, we have that

$$
\begin{equation*}
\operatorname{Ent}_{\pi}(1(\cdot \in C) h) \leq \frac{2}{c} \int_{I}\left(h^{\prime}\right)^{2} d \pi+h(q) \pi\left(C^{c}\right) \tag{4.22}
\end{equation*}
$$

Notice also that the above inequality holds even in the case where $C$ is unbounded. Step 2: we consider probability $\pi_{0, I}$ on the product space $\mathbb{R} \times \ldots \mathbb{R}$, this probability can be written as product of probabilities $\pi_{0,1}$ as it follows

$$
\pi_{0, I}\left(d x_{1} \otimes \cdots \otimes d x_{d}\right)=\pi_{1}\left(d x_{1}\right) \cdot \ldots \pi_{d}\left(d x_{d}\right), \quad \text { where } \pi_{i}\left(d x_{i}\right)=\pi_{0,1}\left(d x_{i}\right)
$$

Since $\pi_{0, I}$ is product measure, the entropy of $\pi_{0, I}$ satisfies the following inequality, see for instance Proposition 2.2 in LEDOUX (1997),

$$
\begin{equation*}
\operatorname{Ent}_{\pi_{0, I}}(h) \leq \sum_{i=1}^{d} \mathbb{E}_{\pi_{0, I}}\left(\operatorname{Ent}_{\pi_{i}}(h)\right) \tag{4.23}
\end{equation*}
$$

where $E n t_{\pi_{i}}(h)$ is defined as follows
$\operatorname{Ent}_{\pi_{i}}(h)\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots x_{d}\right):=\int h\left(\ldots, x_{i}, \ldots\right) \log \left(\frac{h\left(\ldots, x_{i}, \ldots\right)}{\int h\left(\ldots, x_{i}, \ldots\right) \pi_{0,1}\left(d x_{i}\right)}\right) \pi_{0,1}\left(d x_{i}\right)$
The next step is to apply the inequality obtained in the first part of this proof on the above inequality, but first, we need to introduce the following notation that allows us to cut a
given convex set $C$ into slices. In particular, those slices are based on the standard basis of $\mathbb{R}^{d}$, i.e. $e_{i}=(0, \ldots, 1 \ldots, 0)^{T}$.

Let us consider the permutation map $g_{i}: \mathbb{R}^{d-1} \times \mathbb{R} \rightarrow \mathbb{R}^{d}$ defined as follows $g_{i}\left(x^{i}, x_{i}\right)=$ $\left(x_{1}^{i}, \ldots, x_{i}, \ldots x_{d-1}^{i}\right)$. It is obvious that $g_{i}$ can be represented by a permutation matrix $P$. In addition, it is known that every permutation map is an invertible matrix ${ }^{1}$, so the inverse map $g_{i}^{-1}(x)=\left(x^{i}, x_{i}\right)$ is well-defined. Using functions $g_{i}$, we can define the following two sets

$$
C^{i}=\left\{x^{i} \in \mathbb{R}^{d-1}: \exists x_{i} \in \mathbb{R} \text { such that } g_{i}\left(x^{i}, x_{i}\right) \in C\right\}
$$

and then, for every $x^{i} \in C^{i}$ we define

$$
C\left(x^{i}\right)=\left\{x_{i} \in \mathbb{R}: g_{i}\left(x^{i}, x_{i}\right) \in C\right\}
$$

For a given set $C$ and using the above notation, we have that the indicator function of $C$ can be written as follows,

$$
1(x \in C)=1\left(x^{i} \in C^{i}, x_{i} \in C\left(x^{i}\right)\right)
$$

In addition, let us consider the following notation $h_{i}\left(x_{i}\right)\left(x^{i}\right):=h \circ g\left(x^{i}, x_{i}\right)$. Then, the entropy $\operatorname{Ent}_{\pi_{i}}(h)$, which comes from the inequality (4.23), can be rewritten as follows

$$
\operatorname{Ent}_{\pi_{i}}(h)_{\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots x_{d}\right)}=\operatorname{Ent}_{X_{i} \sim \pi_{0,1}}\left(h \circ g\left(x^{i}, X_{i}\right)\right)
$$

Using the above notations, we have that the right hand side of (4.23) can be written in the following way, $\mathbb{E}_{\pi_{0, I}}\left(E n t_{\pi_{i}}(h)\right)=\mathbb{E}_{g_{i}\left(X^{i}, X_{i}\right) \sim \pi_{0, I}}\left(E n t_{\pi_{i}}\left(h_{i}\right)\left(X^{i}\right)\right)$. Therefore, the entropy of $1(\cdot \in C) h$ under the probability $\pi_{0, I}$ is given as follows

$$
E n t_{\pi_{0, I}}(1(\cdot \in C) h) \leq \sum_{i=1}^{d} \mathbb{E}_{g_{i}\left(X^{i}, X_{i}\right) \sim \pi_{0, I}}\left\{1\left(X^{i} \in C^{i}\right) \operatorname{Ent}_{\pi_{i}}\left(1\left(\cdot \in C\left(X^{i}\right)\right) h_{i}\right)\left(X^{i}\right)\right\}
$$

It is easy to see that for a given convex set $C$ and $x^{i} \in C^{i}$, the $C\left(x^{i}\right)$ is an interval. To see that let us consider the set $\tilde{C}\left(x^{i}\right):=\left\{x \in C: \exists x_{i} \in C\left(x_{i}\right)\right.$ such that $\left.x=g_{i}\left(x^{i}, x_{i}\right)\right\}$. Since $\tilde{C}\left(x^{i}\right)$ is defined as the intersection of a line and a convex set $C$, we have that $\tilde{C}\left(x^{i}\right)$ defines a line segment. Moreover, we have that $C\left(x^{i}\right)$ is the projection of the line segment $\tilde{C}\left(x^{i}\right)$ on the axis of $e_{i}$. The continuity of the last projection combined with that the $\tilde{C}\left(x^{i}\right)$ defines a line segment, we have that for every $x^{i} \in C^{i}, C\left(x^{i}\right)$ is a connected set.

[^7]Therefore, we can apply the inequality (4.22) to the entropy appearing in the last inequality. For the application of that inequality, the original $q$ and $c$ will be replaced by $q_{x^{i}}=\operatorname{argmin}\left\{\left|x_{i}\right|: x_{i} \in C\left(x^{i}\right)\right\}$ and $c_{x^{i}}=\inf \left\{h \circ g_{i}\left(x^{i}, x_{i}\right): x_{i} \in \overline{C\left(x^{i}\right)}\right\}$, respectively. See also that for every $x^{i} \in C^{i}$, we have that $c_{x^{i}} \geq c=\inf \{h(x): x \in \bar{C}\}$. The application of this gives us the following inequality

$$
\begin{aligned}
& \text { Ent }_{\pi_{0, I_{d}}}(1(\cdot \in C) h) \leq \\
& \qquad \begin{aligned}
\frac{2}{c} \sum_{i=1}^{d} \mathbb{E}_{g_{i}\left(X^{i}, X_{i}\right) \sim \pi_{0, I}} & \left\{1\left(X^{i} \in C^{i}\right) \mathbb{E}_{Y_{i} \sim \pi_{0,1}} 1\left(Y_{i} \in C\left(X^{i}\right)\right)\left(\partial_{i} h\right)^{2}\left(g_{i}\left(X^{i}, Y_{i}\right)\right)\right\} \\
& +\sum_{i=1}^{d} \mathbb{E}_{g_{i}\left(X^{i}, X_{i}\right) \sim \pi_{0, I}} 1\left(X^{i} \in C^{i}, X_{i} \notin C\left(X^{i}\right)\right) h_{i} \circ g_{i}\left(X^{i}, q_{X^{i}}\right)
\end{aligned}
\end{aligned}
$$

Notice that $q_{x^{i}}$ takes values either from the boundary of $C\left(x^{i}\right)$, or it takes zero in case of $\tilde{C}\left(x^{i}\right) \cap\{0\} \neq \emptyset$. Thus, we can bound $h_{i} \circ g_{i}\left(X^{i}, q_{X^{i}}\right)$, which appears on the right hand side of the above inequality, by $M=\sup \{h(x): x \in \bar{C}\}$. We also notice that the first expectation on the right hand side of the above inequality does not involve the random variable $X_{i}$. Using that $\pi_{0, I_{d}}$ is a product of $\pi_{i}$, we have that

$$
\begin{array}{rl}
\operatorname{Ent}_{\pi_{0, I}}(1(\cdot \in C) h) \leq \frac{2}{c} \int_{C}\|\nabla h\|_{2}^{2} & d \pi_{0, I_{d}} \\
& +M \sum_{i=1}^{d} \mathbb{E}_{g_{i}\left(X^{i}, X_{i}\right) \sim \pi_{0, I}} 1\left(X^{i} \in C^{i}, X_{i} \notin C\left(X^{i}\right)\right) \tag{4.24}
\end{array}
$$

Next, we want to estimate the sum in the last inequality:
For generic $C$, the following holds

$$
\mathbb{E}_{\left(X^{i}, X_{i}\right) \sim \pi_{0, I}} 1\left(X^{i} \in C^{i}, X_{i} \notin C\left(X^{i}\right)\right) \leq \pi_{0, I}\left(C^{c}\right)
$$

Let us consider the specific case, where $C$ is cube, then it is easy to show that:

$$
\sum_{i=1}^{d} \mathbb{E}_{\left(X^{i}, X_{i}\right) \sim \pi_{0, I}} 1\left(X^{i} \in C^{i}, X_{i} \notin C\left(X^{i}\right)\right) \leq \pi_{0, I}\left(C^{c}\right)
$$

See for example that

$$
\begin{array}{r}
\mathbb{E} 1\left(\left(X_{1}, X_{2}\right) \notin C_{1} \times C_{2}\right)=\mathbb{E}\left(1\left(X_{1} \notin C_{1}, X_{2} \notin C_{2}\right)+1\left(X_{1} \notin C_{1}, X_{2} \in C_{2}\right)+1\left(X_{1} \in C_{1}, X_{2} \notin C_{2}\right)\right) \\
\geq \mathbb{E}\left(1\left(X_{1} \notin C_{1}, X_{2} \in C_{2}\right)+1\left(X_{1} \in C_{1}, X_{2} \notin C_{2}\right)\right)
\end{array}
$$

It can be easily seen that $\pi_{0, I}$ is invariant under permutations $g_{i}$, i.e. $\pi_{0, I}=g_{i} \# \pi_{0, I}$, where $g \# \pi_{0, I}(\cdot)$ is the so-called push forward of $\pi_{0, I}$ and it is defined through the following formula ${ }_{g \#} \pi_{0, I}(\cdot)=\pi_{0, I} \circ g^{-1}(\cdot)$. Hence, the above observation about $\left(X^{i}, X_{i}\right) \sim \pi_{0, I}$ can be applied also to the sum in inequality (4.24). Therefore, we get that

$$
\begin{equation*}
E n \pi_{\pi_{0, I}}(1(\cdot \in C) h) \leq \frac{2}{c} \mathbb{E}_{\pi_{0, I}} 1(\cdot \in C)\|\nabla h\|_{2}^{2}+\tilde{M} \pi_{0, I}\left(C^{c}\right) \tag{4.25}
\end{equation*}
$$

where $c:=\inf \{h(x): x \in \bar{C}\}, M:=\sup \{h(x): x \in \bar{C}\}, a:=\left\{\begin{array}{ll}1, & \text { if } C \text { is cube } \\ d, & \text { otherwise }\end{array}\right.$, and $\tilde{M}:=a M$

Step 3: We now extend the above inequality to probabilities $\pi_{m, B}$ using integration by substitution.

Since $B$ is invertible, we can define the affine map $g(x):=B x+m$. Using the Integration by substitution, we have that $\mathbb{E}_{Y \sim \pi_{m, B}} h(Y)=\mathbb{E}_{X \sim \pi_{0, I}} h \circ g(X)$. Also, the linearity of $g(x)-m$ implies that the inverse image of a convex set is also convex, thus we have that

$$
\begin{aligned}
\operatorname{Ent}_{\pi_{m, B}}(1(\cdot \in C) h) & =\operatorname{Ent}_{\pi_{0, I}}\left(1\left(\cdot \in g^{-1}(C)\right) h \circ g\right) \\
& \leq \frac{2}{c} \int_{g^{-1}(C)}\|\nabla(h \circ g)\|_{2}^{2} d \pi_{0, I}+\tilde{M} \pi_{0, I}\left(g^{-1}(C)\right) \\
& =\frac{2}{c} \int_{g^{-1}(C)}\left\|B^{T}(\nabla h) \circ g\right\|_{2}^{2} d \pi_{0, I}+\tilde{M} \pi_{m, B}(C) \\
& =\frac{2}{c} \int_{C}\left\|B^{T} \nabla h\right\|_{2}^{2} d \pi_{m, B}+\tilde{M} \pi_{m, B}\left(C^{c}\right)
\end{aligned}
$$

where $M:=\sup \left\{h \circ g(x): x \in \overline{g^{-1}(C)}\right\}=\sup \{h(x): x \in \bar{C}\}$, this holds due to the continuity of $g$, similar with $M$, we get that $c=\inf \{h(x): x \in \bar{C}\}, a:=\left\{\begin{array}{ll}1, & \text { if } g^{-1}(C) \text { is cube } \\ d, & \text { otherwise },\end{array}\right.$, and $\tilde{M}:=a M$.

Proof of Theorem 4.4.1 All the following steps are similar to the Proof of Theorem 4.4.2 except some minor changes that needs to be made. The part for $\pi_{0,1}$ is the original proof as it stated in LEDOUX (1997).

Let us start with the probability measure $\pi_{0,1}$. Here, we consider $H(x)=h(x) / h(0)$ and using the inequality $u-1 \leq u \log (u)$ for $u \geq 0$, we have that

$$
E n t_{\pi}(H) \leq \int \operatorname{sgn}(x) H^{\prime}(x) \log (H(x)) \pi(d x) \leq\|\sqrt{H} \log (H)\|_{L^{2}(\pi)}\left\|\sqrt{H} \log (H)^{\prime}\right\|_{L^{2}(\pi)}
$$

also for the last inequality, we use Cauchy-Schwarz inequality. Next, an evaluation follows for the term $\|\sqrt{H} \log (H)\|_{L^{2}(\pi)}^{2}$, see that $H \log (H)^{2} \in \mathcal{I}\left(\pi_{0,1}\right)$ and $H(0) \log (H(0))^{2}=0$, so the integration by part formula stated in (4.19) implies that

$$
\begin{aligned}
& \mathbb{E}_{\pi} H \log (H)^{2}= 2 \int \operatorname{sgn}(x) H(x)(\log (H(x)))^{\prime} \log (H(x)) \pi(d x) \\
&+\int \operatorname{sgn}(x) H^{\prime}(x) \log (H(x))^{2} \pi(d x) \\
& \leq 2\left\|\sqrt{H} \log (H)^{\prime}\right\|_{L^{2}(\pi)}\|\sqrt{H} \log (H)\|_{L^{2}(\pi)}+K\|\sqrt{H} \log (H)\|_{L^{2}(\pi)}^{2}
\end{aligned}
$$

the last inequality holds due to Cauchy-Schwarz inequality for the first term, for the second term see that $H^{\prime}=H \log (H)^{\prime}$, using the hypothesis for the derivative of $\log (H)$, we have
that $\left\|\log (H)^{\prime}\right\|_{L^{\infty}(\pi)}<1$ and for this part of the proof, we denote $\left\|\log (H)^{\prime}\right\|_{L^{\infty}(\pi)}$ by $K$. The above inequality is equivalent to

$$
\|\sqrt{H} \log (H)\|_{L^{2}(\pi)} \leq \frac{2}{1-K}\left\|\sqrt{H} \log (H)^{\prime}\right\|_{L^{2}(\pi)}
$$

Therefore, we obtain that

$$
E n t_{\pi}(H) \leq \frac{2}{1-K}\left\|\sqrt{H} \log (H)^{\prime}\right\|_{L^{2}(\pi)}^{2}
$$

Using that $H(x)=h(x) / h(0)$, we have that

$$
E n t_{\pi}(h) \leq \frac{2}{1-K} \int h\left(\log (h)^{\prime}\right)^{2} \pi(d x)
$$

For the next step, we consider $\pi_{0, I}$ and apply Proposition 2.2 in LEDOUX (1997). If we further assume that $K=\|\nabla \log (h)\|_{\infty}=\max _{1 \leq i \leq d}\left\|\partial_{i} \log (h)\right\|_{\infty}<1$, we have that

$$
E n t_{\pi_{0, I}}(h) \leq \sum_{i=1}^{d} \mathbb{E}_{\pi_{0, I}}\left(E n t_{\pi_{i}}(h)\right) \leq \frac{2}{1-K} \int h\|\nabla \log (h)\|_{2}^{2} \pi(d x)
$$

For the last step, we extend the last inequality which is obtained for $\pi_{0, I}$ to the probability measure $\pi_{m, B}$, applying a change of variable in the same way as we did in the previous proof. Employing the affine map $g(x):=B x+m$ and assuming that $K=\|\nabla \log (h \circ g)\|_{\infty}<1$, we get that

$$
\begin{aligned}
\operatorname{Ent}_{\pi_{m, B}}(h)=\operatorname{Ent}_{\pi_{0, I}}(h \circ g) & \leq \frac{2}{1-K} \int h \circ g\|\nabla \log (h \circ g)\|_{2}^{2} d \pi_{0, I} \\
& =\frac{2}{1-K} \int h\left\|B^{T} \nabla \log (h)\right\|_{2}^{2} d \pi_{m, B}
\end{aligned}
$$

Let us denote by $b^{i}$ the columns of $B$, i.e. $B=\left(b^{1}, \ldots b^{d}\right)$. Then using the chain rule, we get that $K$ can be written as follows,

$$
K=\max \left\{\left\|\left(b^{i}, \nabla \log (h)\right)\right\|_{\infty}: i \in\{1, \ldots, d\}\right\}
$$

Now, let us consider the vector infinite-norm which is defined on $\mathbb{R}^{d}$ and denote it by $\|\cdot\|_{\infty, d}$. Next, we define its dual norm $\|\cdot\|_{\infty, d}^{*}$ through the following expression $\|b\|_{\infty, d}^{*}=$ $\sup _{\|x\|_{\infty, d}=1}|(b, x)|$. Also, notice that $\|\cdot\|_{\infty, d}^{*}=\|\cdot\|_{1, d}$, thus we have that

$$
\left\|\left(b^{i}, \nabla \log (h)\right)\right\|_{\infty} \leq\left\|b^{i}\right\|_{\infty}^{*}\|\nabla \log (h)\|_{\infty}=\left\|b^{i}\right\|_{1, d}\|\nabla \log (h)\|_{\infty}
$$

See for example that the induced matrix norm by the vector norm $\|\cdot\|_{\infty, d}^{*}$ of the matrix $B^{T}$ is equal to $\left\|B^{T}\right\|_{\infty}^{*}=\max \left\{\left\|b^{i}\right\|_{1}: i \in\{1, \ldots d\}\right\}$. Thus, we get that

$$
K \leq\left\|B^{T}\right\|_{\infty}^{*}\|\nabla \log (h)\|_{\infty}
$$

Proof of Theorem 4.4.3 Let us consider the matrix $U=B P$, where $P$ corresponds to the permutation matrix considered from the definition of $P_{r} \in \mathcal{P}_{\pi_{m, B}, r}$. In addition, we consider the standard basis of $\mathbb{R}^{d}$ denoted by $e_{i}$, i.e. $e_{i}$ is the d-vector with zero everywhere except in the i-th coordinate which take the value 1, then, we define matrices $C_{r}:=\left(e_{1}, \ldots e_{r}\right)$ and $C_{d-r}:=\left(e_{r+1}, \ldots e_{d}\right)$. Furthermore, we can define the matrices $U_{r}:=U C_{r}$ and $U_{\perp}:=U C_{d-r}$, see also that "it holds" $U=\left(U_{r} \mid U_{\perp}\right)$.

Observe also that the columns of the matrices $U_{r}$ and $U_{\perp}$ forms a basis of the subspaces $\operatorname{Im}\left(P_{r}\right)$ and $\operatorname{Ker}\left(P_{r}\right)$, respectively. Therefore, the matrices $U_{r}$ and $U_{\perp}$ satisfies the assumptions stated in Section 4.3.1 and in particular for the construction of the probability measures $\pi_{\perp}\left(\cdot \mid \xi_{r}\right)$ and $\pi_{r}(\cdot)$, as it is stated in the integration rule (4.12).

An advantage of choosing that particular $U$ is that $\pi_{\perp}\left(d \xi_{\perp} \mid \xi_{r}\right)$ is independent of the choice of $\xi_{r}$. In order to show our claim, we observe that for every $\xi:=\binom{\xi_{r}}{\xi_{\perp}} \in \mathbb{R}^{d}$, where $\xi_{r} \in \mathbb{R}^{r}$ and $\xi_{\perp} \in \mathbb{R}^{d-r}$, we have that

$$
\left\|B^{-1} U(\xi-\tilde{m})\right\|_{1, d}=\left\|C_{r}^{T} P B^{-1} U_{r}\left(\xi_{r}-\tilde{m}_{r}\right)\right\|_{1, r}+\left\|C_{d-r}^{T} P B^{-1} U_{\perp}\left(\xi_{\perp}-\tilde{m}_{\perp}\right)\right\|_{1, d-r}
$$

where $\tilde{m}:=U^{-1} m, \tilde{m}_{r}:=C_{r}^{T} \tilde{m}, \tilde{m}_{\perp}:=C_{\perp}^{T} \tilde{m}$ and $\|\cdot\|_{1, n}$ is the 1-norm is defined on $\mathbb{R}^{n}$, i.e. $\|x\|_{1, n}:=\sum_{i=1}^{n}\left|x_{i}\right|$. Note that the last equality, is obtained readily by observing the following matrix

$$
P^{T} B^{-1} U=\left(\begin{array}{c|c}
I_{r} & \mathbf{0}  \tag{4.26}\\
\hline \mathbf{0} & I_{d-r}
\end{array}\right)
$$

where $I_{r}$ and $I_{d-r}$ are the corresponding identity matrices. Hence, we have that $C_{r}^{T} P^{T} B^{-1} U=$ $\left(I_{r} \mid 0\right)$. Next, using the definition of $\pi_{\perp}\left(d \xi_{\perp} \mid \xi_{r}\right)$ and the expression for the conditional expectation $p_{\perp}$, see expression (4.11), we get that

$$
\pi_{\perp}\left(d \xi_{\perp} \mid \xi_{r}\right)=p_{\perp}\left(\xi_{\perp} \mid U_{r} \xi_{r}\right) d \xi_{\perp}=\frac{e^{-\left\|C_{r}^{T} P^{T} B^{-1} U_{\perp}\left(\xi_{\perp}-\tilde{m}_{\perp}\right)\right\|_{1, d-r}}}{\int_{\mathbb{R}^{d-r}} e^{-\left\|C_{r}^{T} P^{T} B^{-1} U_{\perp}\left(\xi_{\perp}-\tilde{m}_{\perp}\right)\right\|_{1, d-r} \mathrm{~d} \xi_{\perp}^{\prime}}}
$$

Therefore the structure of $U$ combined with the assumption on the projection $P_{r}$ implies that $\pi_{\perp}\left(d \xi_{\perp} \mid \xi_{r}\right)$ is independent of the choice of $\xi_{r}$, i.e. $\pi_{\perp}\left(d \xi_{\perp} \mid \xi_{r}\right)=\pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right)$.

For the purpose of this proof, the quantity of interest is divided into the following two integrals,

$$
\begin{align*}
\int f \log \left(\frac{f}{\mathbb{E}_{\pi_{m, B}}\left(f \mid \sigma\left(P_{r}\right)\right)}\right) d \pi_{m, B}=\int_{C} f & \log \left(\frac{f}{\mathbb{E}_{\pi_{m, B}}\left(f \mid \sigma\left(P_{r}\right)\right)}\right) d \pi_{m, B}  \tag{4.27}\\
& +\int_{C^{c}} f \log \left(\frac{f}{\mathbb{E}_{\pi_{m, B}}\left(f \mid \sigma\left(P_{r}\right)\right)}\right) d \pi_{m, B}
\end{align*}
$$

For the estimation of the first integral, we apply the local version of the modified LSI which is obtained in Theorem 4.4.2. Observe that the probability $\pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right)$ admits the assumptions of that Theorem. But first, let us consider the set $C$ and define the set $\tilde{C}^{r}$ and $\tilde{C}\left(\xi_{r}\right)$ as follows,

$$
\tilde{C}^{r}:=\left\{\xi_{r} \in \mathbb{R}^{r}: \exists \xi_{\perp}, U\binom{\xi_{r}}{\xi_{\perp}} \in C\right\}=C_{r}^{T} U^{-1}(C)
$$

and for a given $\xi_{r} \in \tilde{C}^{r}$

$$
\tilde{C}\left(\xi_{r}\right):=\left\{\xi_{\perp} \in \mathbb{R}^{d-r}: U\binom{\xi_{r}}{\xi_{\perp}} \in C\right\}
$$

Using the integration rule (4.12) in a similar way as we use it for getting the expression in (4.16), we get that

$$
\int_{C} f \log \left(\frac{f}{\mathbb{E}_{\pi_{m, B}}\left(f \mid \sigma\left(P_{r}\right)\right)}\right) d \pi_{m, B} \leq \int_{\tilde{C}^{r}} \operatorname{Ent}_{\pi_{\tilde{m}_{\perp}, I_{d-r}}}\left(1\left(\cdot \in \tilde{C}\left(\xi_{r}\right)\right) f \circ U\right) \pi_{r}\left(d \xi_{r}\right)
$$

for getting the above inequality, we only needs to apply the following inequality, for every $\xi_{r} \in \tilde{C}^{r}$, we have that

$$
\int_{\tilde{C}\left(\xi_{r}\right)} f \circ U\binom{\xi_{r}}{\xi_{\perp}} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \leq \int f \circ U\binom{\xi_{r}}{\xi_{\perp}} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right)
$$

For simplicity, let us denote $g\left(\xi_{\perp}\right)=f\left(U_{r} \xi_{r}+U_{\perp} \xi_{\perp}\right)$ and apply theorem 4.4.2 on $\pi_{\tilde{m}_{\perp}, I_{d-r}}$, we have that
$E n t_{\pi_{\tilde{m}_{\perp}, I_{d-r}}}\left(1\left(\cdot \in \tilde{C}\left(\xi_{r}\right)\right) g\right) \leq \frac{2}{c_{\xi_{r}}} \int_{\tilde{C}\left(\xi_{r}\right)}\left\|\nabla g\left(\xi_{\perp}\right)\right\|_{2, d-r}^{2} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right)+\tilde{M}_{\xi_{r}} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(\tilde{C}\left(\xi_{r}\right)^{c}\right)$
where $\tilde{M}_{\xi_{r}}:=a_{\xi_{r}} M_{\xi_{r}}$ and $c_{\xi_{r}}, a_{\xi_{r}} M_{\xi_{r}}$ are given in the following forms,

$$
\begin{aligned}
& c_{\xi_{r}}=\inf \left\{f \circ U\binom{\xi_{r}}{\xi_{\perp}}: \xi_{\perp} \in \overline{\tilde{C}\left(\xi_{r}\right)}\right\} \\
& M_{\xi_{r}}:=\sup \left\{f \circ U\binom{\xi_{r}}{\xi_{\perp}}: \xi_{\perp} \in \tilde{\tilde{C}\left(\xi_{r}\right)}\right\} \\
& a_{\xi_{r}}:=\left\{\begin{array}{cc}
1, & \text { if } \tilde{C}\left(\xi_{r}\right)-\tilde{m}_{\perp} \text { is cube } \\
d, & \text { otherwise }
\end{array}\right.
\end{aligned}
$$

It is obvious that the definition of cube is invariant under permutations and translations, i.e. if $C \subset \mathbb{R}^{d}$ is cube, $P \in \mathbb{R}^{d \times d}$ permutation matrix and $m \in \mathbb{R}^{d}$, we have that $P(C-m)$ is cube. Notice that if $B^{-1}(C)$ is cube, then we have that $U^{-1}(C)$ is cube, so there exist $A \subseteq \mathbb{R}^{r}$ and $B \subseteq \mathbb{R}^{d-r}$ such that $U^{-1}(C)=A_{r} \times A_{\perp}$. See also that by definition of $\tilde{C}^{r}$ and $\tilde{C}\left(\xi_{r}\right), U^{-1}(C)$ can be written as follows

$$
U^{-1}(C):=\left\{\binom{\xi_{r}}{\xi_{\perp}}: \xi_{r} \in \tilde{C}^{r}, \xi_{\perp} \in \tilde{C}\left(\xi_{r}\right)\right\}
$$

Therefore, if $B^{-1}(C)$ is cube, we have that for every $\xi_{r} \in \tilde{C}^{r}$, the set $\tilde{C}\left(\xi_{r}\right)=A_{\perp}$, see also that $A_{\perp}$ is cube by definition. That implies that $\sup \left\{a_{\xi_{r}}: \xi_{r} \in \tilde{C}^{r}\right\} \leq a$, where $a$ is defined as follows,

$$
a:= \begin{cases}1, & \text { if } B^{-1}(C) \text { is cube } \\ d, & \text { otherwise }\end{cases}
$$

See also that

$$
\begin{gathered}
\inf \left\{c_{\xi_{r}}: \xi_{r} \in \tilde{C}^{r}\right\} \geq \inf \left\{f \circ U\binom{\xi_{r}}{\xi_{\perp}}: \xi_{r} \in \tilde{C}^{r}, \xi_{\perp} \in \overline{\tilde{C}\left(\xi_{r}\right)}\right\} \\
\geq \inf \{f(x): x \in \bar{C}\}=c
\end{gathered}
$$

Similar to the lower bound of $c_{\xi_{r}}$, we have that

$$
\sup \left\{c_{\xi_{r}}: \xi_{r} \in \tilde{C}^{r}\right\} \leq \sup \{f(x): x \in \bar{C}\}=M
$$

Let us substitute $g$ with $f \circ U$, also see that using the the chain rule, we have that $\nabla g\left(\xi_{\perp}\right):=U_{\perp}^{T} \nabla f\left(U_{r} \xi_{r}+U_{\perp} \xi_{\perp}\right)$,

$$
\begin{aligned}
\operatorname{Ent}_{\pi_{\tilde{m}_{\perp}, I_{d-r}}} & \left(1\left(\cdot \in \tilde{C}\left(\xi_{r}\right)\right) f \circ U\right) \\
& \leq \frac{2}{c} \int_{\tilde{C}\left(\xi_{r}\right)}\left\|U_{\perp}^{T} \nabla f\left(U_{r} \xi_{r}+U_{\perp} \xi_{\perp}\right)\right\|_{2, d-r}^{2} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right)+\tilde{M} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(\tilde{C}\left(\xi_{r}\right)^{c}\right)
\end{aligned}
$$

Let us integrate the above inequality with respect to $\pi_{r}\left(d \xi_{r}\right)$ over the set $\tilde{C}^{r}$,

$$
\begin{aligned}
& \int_{\tilde{C}^{r}} E n t_{\tilde{m}_{\perp}, I_{d-r}}\left(1\left(\cdot \in \tilde{C}\left(\xi_{r}\right)\right) f \circ U\right) \pi_{r}\left(d \xi_{r}\right) \\
& \leq \frac{2}{c} \int_{\tilde{C}^{r}} \int_{\tilde{C}\left(\xi_{r}\right)}\left\|U_{\perp}^{T}(\nabla f)\left(U_{r} \xi_{r}+U_{\perp} \xi_{\perp}\right)\right\|_{2, d-r}^{2} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \pi_{r}\left(d \xi_{r}\right) \\
&+\tilde{M} \int_{\tilde{C}^{r}} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(\tilde{C}\left(\xi_{r}\right)^{c}\right) \pi_{r}\left(d \xi_{r}\right) \\
& \quad= \frac{2}{c} \int_{C}\left\|U_{\perp}^{T}(\nabla f)(x)\right\|_{2, d-r}^{2} \pi_{m, B}(d x)+\tilde{M} \pi_{m, B}\left(C^{c}\right)
\end{aligned}
$$

In the following part of the proof, we estimate the second term of (4.27) which is an integral involving the values of $f$ over the set $C^{c}$. By applying the integration rule which is given in (4.12), we obtain the following

$$
\begin{aligned}
& \int_{C^{c}} f \log \left(\frac{f}{\mathbb{E}_{\pi_{m, B}}\left(f \mid \sigma\left(P_{r}\right)\right)}\right) d \pi_{\mathrm{m}, \mathrm{~B}}= \\
& \quad \iint_{\left(U^{-1} C\right)^{c}} f \circ U \log \left(\frac{f \circ U}{\mathbb{E}_{\pi_{m, B}}\left(f \mid \sigma\left(P_{r}\right)\right) \circ U}\right) \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \pi_{r}\left(d \xi_{r}\right)
\end{aligned}
$$

It is easy to see that the above integral over $\left(U^{-1} C\right)^{c}$, it is bounded by the following two integrals,

$$
\begin{align*}
\int_{\tilde{C}^{r}} \int_{\tilde{C}\left(\xi_{r}\right)^{c}} f \circ U \log \left(\frac{f \circ U}{\int f \circ U d \pi_{\tilde{m}_{\perp}, I_{d-r}}}\right) & \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \pi_{r}\left(d \xi_{r}\right)+  \tag{4.28}\\
& \int_{\left(\tilde{C}^{r}\right)^{c}} E n t_{\pi_{\tilde{m}_{\perp}, G}}(f \circ U) \pi_{r}\left(d \xi_{r}\right)
\end{align*}
$$

Before, we start with the estimation of the last two integrals, we use the log-Lipschitz condition of $f$ to obtain a bound for the Logarithm that appears in the above two integrals. Since $f$ is $\log$-Lipschitz, we have that $\|\nabla \log (f)\|_{L^{\infty}\left(\pi_{m, B}\right), \infty}$ is finite. In addition, the definition of log-Lipschitz for positive functions implies that for every $x, y \in \mathbb{R}^{d}$, it holds

$$
f(y) e^{-K\|x-y\|_{1}} \leq f(x) \leq f(y) e^{K\|x-y\|_{1}}
$$

where $K=\|\nabla \log (f)\|_{L^{\infty}\left(\pi_{m, B}\right), \infty}$.
Let us also consider the following notation, for every $\xi_{\perp}, \xi_{\perp}^{\prime} \in \mathbb{R}^{d-r}$ and $\xi_{r} \in \mathbb{R}^{r}$, we denote with $\xi, \xi^{\prime} \in \mathbb{R}^{d}$ the following two vectors $\binom{\xi_{r}}{\xi_{\perp}},\binom{\xi_{r}}{\xi_{\perp}^{\prime}}$, respectively. Then, we have that for every $\xi_{r} \in \mathbb{R}^{r}$ and $\xi_{\perp} \in \mathbb{R}^{d-r}$, it holds

$$
\begin{aligned}
& \int \frac{f \circ U\left(\xi^{\prime}\right)}{f \circ U(\xi)} \pi_{\tilde{m}_{\perp}, G}\left(d \xi_{\perp}^{\prime}\right) \geq \int e^{-K\left\|U_{\perp}\left(\xi_{\perp}-\xi_{\perp}^{\prime}\right)\right\|_{1}} \pi_{\tilde{m}_{\perp}, G}\left(d \xi_{\perp}^{\prime}\right) \\
& \geq \int e^{-K\left\|U_{\perp}\right\|_{1}^{*}\left\|\xi_{\perp}-\xi_{\perp}^{\prime}\right\|_{1}} \pi_{\tilde{m}_{\perp}, G}\left(d \xi_{\perp}^{\prime}\right)
\end{aligned}
$$

where $\left\|U_{\perp}\right\|_{1}^{*}$ is the dual-norm of $U_{\perp}$ with respect to $\|\cdot\|_{1}$, i.e. $\left\|U_{\perp}\right\|_{1}^{*}=\sup _{\xi_{\perp} \in \mathbb{R}^{d-r}} \frac{\left\|U_{\perp} \xi_{\perp}\right\|_{1, d}}{\left\|\xi_{\perp}\right\|_{1, d-r}}$. Then, using the triangular inequality on the logarithm of (4.28), we have that

$$
\begin{align*}
\log \left(\frac{f \circ U}{\int f \circ U d \pi_{\tilde{m}_{\perp}, I_{d-r}}}\right) & \leq K\left\|U_{\perp}\right\|_{1}^{*}\left\|\xi_{\perp}-\tilde{m}_{\perp}\right\|_{1}+\log \left(\frac{1}{\int e^{-K\left\|U_{\perp}\right\|_{1}^{1}\left\|\xi_{\perp}^{\prime}-\tilde{m}_{\perp}\right\|_{1}} \pi_{\tilde{m}_{\perp}, G}\left(d \xi_{\perp}^{\prime}\right)}\right) \\
& =K\left\|U_{\perp}\right\|_{1}^{*}\left\|\xi_{\perp}-\tilde{m}_{\perp}\right\|_{1}+(d-r) \log \left(K\left\|U_{\perp}\right\|_{1}^{*}+1\right) \tag{4.29}
\end{align*}
$$

the last equality holds, since for any positive $\alpha$ we have

$$
\int_{\mathbb{R}^{d-r}} e^{-\alpha\left\|\tilde{\xi}_{\perp}-\tilde{m}_{\perp}\right\|_{1, d-r}} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right)=\frac{1}{(\alpha+1)^{d-r}}
$$

Next, by applying the inequality (4.29) on the second integral of (4.28), we have that

$$
\begin{align*}
& \int_{\left(\tilde{C}^{r}\right)^{c}} E n t_{\xi_{\perp} \sim \pi_{\tilde{m}_{\perp}, G}}(f \circ U(\xi)) \pi_{r}\left(d \xi_{r}\right) \\
& =\int_{\left(\tilde{C}^{r}\right)^{c}} \int_{\mathbb{R}^{d-r}} f \circ U(\xi) \log \left(\frac{f \circ U(\xi)}{\int f \circ U\left(\xi^{\prime}\right) \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}^{\prime}\right)}\right) \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \pi_{r}\left(d \xi_{r}\right) \\
& \leq M_{C^{c}} \int_{\left(\tilde{C}^{r}\right)^{c}} \int_{\mathbb{R}^{d-r}} K\left\|U_{\perp}\right\|_{1}^{*}\left\|\xi_{\perp}-\tilde{m}_{\perp}\right\|_{1}+(d-r) \log \left(K\left\|U_{\perp}\right\|_{1}^{*}+1\right) \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \pi_{r}\left(d \xi_{r}\right) \\
& =M_{C^{c}}(d-r)\left(K\left\|U_{\perp}\right\|_{1}^{*}+\log \left(K\left\|U_{\perp}\right\|_{1}^{*}+1\right)\right) \int_{\left(\tilde{C}^{r}\right)^{c}} \int_{\mathbb{R}^{d-r}} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \pi_{r}\left(d \xi_{r}\right) \tag{4.30}
\end{align*}
$$

where $M_{C^{c}}=\sup \left\{f(x): x \in C^{c}\right\}$ and the last equality holds, since we have that

$$
\begin{equation*}
\int_{\mathbb{R}^{d-r}}\left\|\tilde{\xi}_{\perp}-\tilde{m}_{\perp}\right\|_{1, d-r} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right)=d-r \tag{4.31}
\end{equation*}
$$

For the estimation of the first integral of (4.28), we consider $\Lambda$ similar to the one is assumed in the theorem and then we define sets $\tilde{\Lambda}^{r}, \tilde{\Lambda}\left(\xi_{r}\right)$ similar to the definition of $\tilde{C}^{r}, \tilde{C}\left(\xi_{r}\right)$.

Let us consider the case where $\xi_{r} \in \tilde{C}^{r} \backslash \tilde{\Lambda}^{r}$. Applying the inequality (4.29) on the following integral, we get that

$$
\begin{aligned}
\int_{\tilde{C}\left(\xi_{r}\right)^{c}} f \circ U \log \left(\frac{f \circ U}{\int f \circ U d \pi_{\tilde{m}_{\perp}, I_{d-r}}}\right) \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \\
\quad \leq M_{C^{c}} \int_{\tilde{C}\left(\xi_{r}\right)^{c}} K\left\|U_{\perp}\right\|_{1}^{*}\left\|\xi_{\perp}-\tilde{m}_{\perp}\right\|_{1}+(d-r) \log \left(K\left\|U_{\perp}\right\|_{1}^{*}+1\right) \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right)
\end{aligned}
$$

Notice that

$$
\left\{\binom{\xi_{r}}{\xi_{\perp}}: \xi_{r} \in \tilde{C}^{r} \backslash \tilde{\Lambda}^{r}, \xi_{\perp} \in \tilde{C}\left(\xi_{r}\right)\right\} \subseteq U^{-1}(C \backslash \Lambda)
$$

Then, it is obvious that for every $\xi_{r} \in \tilde{C}^{r}$, we have that $\tilde{C}\left(\xi_{r}\right) \subseteq C_{d-r}^{T} U^{-1}(C \backslash \Lambda)$. Thus, the following holds

$$
\begin{aligned}
\sup \left\{\pi_{\tilde{m}_{\perp}, I_{d-r}}\left(\tilde{C}\left(\xi_{r}\right)\right): \xi_{r} \in \tilde{C}^{r} \backslash \tilde{\Lambda}^{r}\right\} & \leq \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(C_{d-r}^{T} U^{-1}(C \backslash \Lambda)\right) \\
& =\pi_{0, I_{d-r}}\left(C_{d-r}^{T} U^{-1}(C \backslash \Lambda-m)\right)=: \beta
\end{aligned}
$$

which implies that

$$
\sup _{\xi_{r} \in \tilde{C}^{r} \backslash \tilde{\Lambda}^{r}} \frac{\pi_{\tilde{m}_{\perp}, I_{d-r}}\left(\tilde{C}\left(\xi_{r}\right)\right)}{\pi_{\tilde{m}_{\perp}, I_{d-r}}\left(\tilde{C}\left(\xi_{r}\right)^{c}\right)} \leq \frac{\beta}{1-\beta}
$$

Combining the above inequality with the integral of (4.31), we obtain that

$$
\int_{\tilde{C}\left(\xi_{r}\right)^{c}}\left\|\tilde{\xi}_{\perp}-\tilde{m}_{\perp}\right\|_{1, d-r} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \leq \frac{d-r}{1-\beta} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(\tilde{C}\left(\xi_{r}\right)^{c}\right)
$$

Hence, integrating with respect to $\pi_{r}\left(d \xi_{r}\right)$ over the set $\tilde{C}^{r} \backslash \tilde{\Lambda}^{r}$, we get that

$$
\begin{align*}
& \int_{\tilde{C}^{r} \backslash \tilde{\Lambda}^{r}} \int_{\tilde{C}\left(\xi_{r}\right)^{c}} f \circ U \log \left(\frac{f \circ U}{\int f \circ U d \pi_{\tilde{m}_{\perp}, I_{d-r}}}\right) \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \pi_{r}\left(d \xi_{r}\right) \\
& \quad \leq M_{C^{c}}(d-r)\left(\frac{K\left\|U_{\perp}\right\|_{1}^{*}}{1-\beta}+\log \left(K\left\|U_{\perp}\right\|_{1}^{*}+1\right)\right) \int_{\tilde{C}^{r} \backslash \tilde{\Lambda}^{r}} \int_{\tilde{C}\left(\xi_{r}\right)^{c}} \pi_{\tilde{m}_{\perp}, G}\left(d \xi_{\perp}\right) \pi_{r}\left(d \xi_{r}\right) \tag{4.32}
\end{align*}
$$

Next, we consider the case where $\xi_{r} \in \tilde{\Lambda}^{r}$ and define the following constant

$$
\tilde{\lambda}:=\inf \left\{\pi_{\tilde{m}_{\perp}, I_{d-r}}\left(\tilde{\Lambda}\left(\xi_{r}\right)\right): \xi_{r} \in \tilde{\Lambda}^{r}\right\}=\inf \left\{\pi_{0, I_{d-r}}\left(\tilde{\Lambda}\left(\xi_{r}\right)-\tilde{m}_{\perp}\right): \xi_{r} \in \tilde{\Lambda}^{r}\right\}
$$

Using the definition of $\tilde{\Lambda}\left(\xi_{r}\right)$ and $U$, we have that

$$
\begin{aligned}
\pi_{0, I_{d-r}}\left(\tilde{\Lambda}\left(\xi_{r}\right)-\tilde{m}_{\perp}\right) & =\pi_{0, I_{d-r}}\left(\left\{\xi_{\perp}-\tilde{m}_{\perp} \in \mathbb{R}^{d-r}:\binom{\xi_{r}-\tilde{m}_{r}}{\xi_{\perp}-\tilde{m}_{\perp}} \in P^{T} B^{-1}(\Lambda-m)\right\}\right) \\
& \geq \min \left\{\pi_{0,1}\left(e_{i}^{T} B^{-1}(\Lambda-m)\right): e_{i} \text { is the standard basis of } \mathbb{R}^{d}\right\}^{d-r}
\end{aligned}
$$

for the last inequality, we only need to use that $\pi_{0, I_{d-r}}$ is the product of $\pi_{0,1}$ over $\operatorname{span}\left\{e_{1}, \ldots e_{d}\right\}$. Next, using that $B^{-1}(\Lambda)$ is cube and $P$ is the permutation matrix, we get that $U^{-1}(\Lambda-m)=P B^{-1}(\Lambda-m)$ is cube. Thus, it is obvious that for every $e_{i}$,
$\pi_{0,1}\left(e_{i}^{T} B^{-1}(\Lambda-m)\right)$ is positive, and so, it follows that $\tilde{\lambda}>0$. Then, the first term of (4.28) can be bounded as follows

$$
\begin{aligned}
& \int_{\tilde{C}\left(\xi_{r}\right)^{c}} f \circ U \log \left(\frac{f \circ U}{\int f \circ U d \pi_{\tilde{m}_{\perp}, I_{d-r}}}\right) \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \\
& \quad \leq \int_{\tilde{C}\left(\xi_{r}\right)^{c}} f \circ U \log \left(\frac{f \circ U}{\int_{\tilde{\Lambda}\left(\xi_{r}\right)} f \circ U d \pi_{\tilde{m}_{\perp}, I_{d-r}}}\right) \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \\
& \quad \leq \int_{\tilde{C}\left(\xi_{r} c^{c}\right.} f \circ U \log \left(\frac{M_{C^{c}}}{c \tilde{\lambda}}\right) \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right)
\end{aligned}
$$

Let us integrate the above inequality with respect to $\pi_{r}\left(d \xi_{r}\right)$ over the set $\tilde{\Lambda}^{r}$,

$$
\begin{align*}
& \int_{\tilde{\Lambda}^{r}} \int_{\tilde{C}\left(\xi_{r}\right)^{c}} f \circ U \log \left(\frac{f \circ U}{\int f \circ U d \pi_{\tilde{m}_{\perp}, I_{d-r}}}\right) \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \pi_{r}\left(d \xi_{r}\right) \leq \\
& M_{C^{c}} \max \left\{\log \left(\frac{M_{C^{c}}}{c \tilde{\lambda}}\right), 0\right\} \int_{\tilde{\Lambda}^{r}} \int_{\tilde{C}\left(\xi_{r}\right)^{c}} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \pi_{r}\left(d \xi_{r}\right) \tag{4.33}
\end{align*}
$$

Applying inequalities (4.30), (4.32) and (4.33) on the relation (4.28), we obtain that

$$
\begin{aligned}
& \int_{C^{c}} f \log \left(\frac{f}{\mathbb{E}_{\pi_{m, B}}\left(f \mid \sigma\left(P_{r}\right)\right)}\right) d \pi_{\mathrm{m}, \mathrm{~B}} \\
& \quad \leq M_{C^{c}} \max \left\{(d-r)\left(\frac{K\left\|U_{\perp}\right\|_{1}^{*}}{1-\beta}+\log \left(K\left\|U_{\perp}\right\|_{1}^{*}+1\right)\right), \log \left(\frac{M_{C^{c}}}{c \tilde{\lambda}}\right), 0\right\} \pi_{m, B}\left(C^{c}\right)
\end{aligned}
$$

Therefore, we have that

$$
\begin{aligned}
& \int f \log \left(\frac{f}{\mathbb{E}_{\pi_{m, B}}\left(h \mid \sigma\left(P_{r}\right)\right)}\right) \pi_{m, B}(d x) \leq \frac{2}{c} \int_{C}\left\|U_{\perp}^{T} \nabla f(x)\right\|_{2, d-r}^{2} \pi_{m, B}(d x) \\
& +\max \left\{\tilde{M}, M_{C^{c}}(d-r)\left(\frac{K\left\|U_{\perp}\right\|_{1}^{*}}{1-\beta}+\log \left(K\left\|U_{\perp}\right\|_{1}^{*}+1\right)\right), M_{C^{c}} \log \left(\frac{M_{C^{c}}}{c \tilde{\lambda}}\right)\right\} \pi_{m, B}\left(C^{c}\right)
\end{aligned}
$$

This complete proves the first two inequalities of the theorem.
The last inequality is a consequence of Theorem 4.4.1. So, proceeding similarly as above, we fix $\xi_{r} \in \mathbb{R}^{r}$ and consider the function $g\left(\xi_{\perp}\right)=f\left(U_{r} \xi_{r}+U_{\perp} \xi_{\perp}\right)$. Next, using the chain rule, we have that $\nabla \log \left(g\left(\xi_{\perp}\right)\right)=\left.U_{\perp}^{T} \nabla \log (f(x))\right|_{x=U_{r} \xi_{r}+U_{\perp} \xi_{\perp}}$. In order to apply Theorem 4.4.1, we need to define $K_{\xi_{r}}=\|\nabla \log (g)\|_{L^{\infty}\left(\pi_{\left.\tilde{m}_{\perp}, I_{d-r}\right)}\right) \infty}$ for every $\xi_{r} \in \mathbb{R}^{r}$. See that for every $\xi_{r} \in \mathbb{R}^{r}$, the following holds

$$
K_{\xi_{r}} \leq\left\|U_{\perp}^{T} \nabla \log (f)\right\|_{L^{\infty}\left(\pi_{m, B}\right), \infty} \leq K:=\left\|U_{\perp}^{T}\right\|_{\infty}^{*}\|\nabla \log (f)\|_{L^{\infty}\left(\pi_{m, B}\right), \infty}<1
$$

Since $K_{\xi_{r}}<1$, Theorem 4.4.1 implies that

$$
E n t_{\pi_{\tilde{m}_{\perp}, I_{d-r}}}(g) \leq \frac{2}{1-K_{\xi_{r}}} \int g\left(\xi_{\perp}\right)\left\|\nabla g\left(\xi_{\perp}\right)\right\|_{2, d-r}^{2} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right)
$$

Then, we substitute $g$ and $\nabla g$ integrate with respect to $\pi_{r}\left(d \xi_{r}\right)$,

$$
\begin{aligned}
& \int \operatorname{Ent}_{\pi_{\tilde{m}_{\perp}, I_{d-r}}}(f \circ U) \pi_{r}\left(d \xi_{r}\right) \\
& \quad \leq \frac{2}{1-K} \iint f \circ U\binom{\xi_{r}}{\xi_{\perp}}\left\|U_{\perp}^{T}(\nabla \log (f)) \circ U\binom{\xi_{r}}{\xi_{\perp}}\right\|_{2, d-r}^{2} \pi_{\tilde{m}_{\perp}, I_{d-r}}\left(d \xi_{\perp}\right) \pi_{r}\left(d \xi_{r}\right)
\end{aligned}
$$

Therefore, using the integration rule (4.12), we get that

$$
\int f \log \left(\frac{f}{\mathbb{E}_{\pi_{m, B}}\left(f \mid \sigma\left(P_{r}\right)\right)}\right) d \pi_{\mathrm{m}, \mathrm{~B}} \leq \frac{2}{1-K} \int f\left\|U_{\perp}^{T} \nabla \log (f)\right\|_{2, d-r}^{2} d \pi_{m, B}
$$

Proof of Theorem 4.4.4 First, we know that for any $a \in \mathbb{R}^{d}$, the 2-norm can be written as follows

$$
\|a\|_{2, d}^{2}=(a, a)=a^{T} a=\operatorname{tr}\left(a a^{T}\right)
$$

Hence, if we apply the second bound coming from Theorem 4.4.3 in equation (4.15), we have that

$$
\begin{aligned}
D_{K L}\left(\mu \| \tilde{\mu}_{r}\right) & \leq \frac{2}{1-K} \int\left\|U_{\perp}^{T} \nabla \log (f)\right\|_{2, d-r}^{2} \frac{f}{Z_{f}} d \pi_{m, B} \\
& =\frac{2}{1-K} \int \operatorname{tr}\left(U_{\perp}^{T} \nabla \log (f)(\nabla \log (f))^{T} U_{\perp}\right) d \mu=\operatorname{tr}\left(U_{\perp}^{T} H U_{\perp}\right)
\end{aligned}
$$

where $H=\frac{2}{1-K} \int \nabla \log (f)(\nabla \log (f))^{T} d \mu \in \mathbb{R}^{d \times d}$.
Also, by the definition of $\overline{\mathcal{P}}_{\pi_{m, B}, r}$, we have that for every $P_{r} \in \overline{\mathcal{P}}_{\pi_{m, B}, r}$ there is a corresponding permutation matrix $P$. Notice also that the structure of a permutation matrix is essentially an rearrangement of the columns of the identity matrix. Hence, for every $P$ there exists a bijective function $\sigma_{P}:\{1, \ldots d\} \rightarrow\{1, \ldots d\}$ such that $P=$ $\left(e_{\sigma_{P}(1)}, \ldots, e_{\sigma_{P}(d)}\right)$. Then if we denote by $Q=P\left(e_{r+1}, \ldots, e_{d}\right) \in \mathbb{R}^{d \times(d-r)}$, we have that $Q=\left(e_{\sigma_{P}(r+1)}, \ldots, e_{\sigma_{P}(d)}\right)$. Recalling the definition of $U_{\perp}=B P\left(e_{r+1}, \ldots, e_{d}\right)=B Q$. Hence, the above integral can be written as follows,

$$
\operatorname{tr}\left(U_{\perp}^{T} H U_{\perp}\right)=\operatorname{tr}\left(Q^{T} B^{T} H B Q\right)=\operatorname{tr}\left(Q^{T} A Q\right)
$$

where $A:=B^{T} H B$.
Similarly for the first bound, we have that

$$
D_{K L}\left(\mu \| \tilde{\mu}_{r}\right) \leq \operatorname{tr}\left(Q^{T} A Q\right)+R_{f, C, \pi_{m, B}}
$$

where $A=B^{T} H_{C} B$ with $H_{C}:=\frac{2}{Z_{f} c} \int_{C} \nabla f(\nabla f)^{T} d \pi_{m, B} \in \mathbb{R}^{d \times d}$.
Proof of Proposition 4.4.1 We recall that for every $P$, there exists a bijective function $\sigma_{P}:\{1, \ldots d\} \rightarrow\{1, \ldots d\}$ such that $P=\left(e_{\sigma_{P}(1)}, \ldots, e_{\sigma_{P}(d)}\right)$. Thus, $Q=$ $P\left(e_{r+1}, \ldots, e_{d}\right)=\left(e_{\sigma_{P}(r+1)}, \ldots, e_{\sigma_{P}(d)}\right)$ and

$$
Q^{T} A Q=\left(\begin{array}{c}
e_{\sigma_{P}(r+1)}^{T} \\
\vdots \\
e_{\sigma_{P}(d)}^{T}
\end{array}\right) A\left(e_{\sigma_{P}(r+1)}, \ldots, e_{\sigma_{P}(d)}\right)=\left(a_{\sigma_{P}(r+i), \sigma_{P}(r+j)}\right)_{i, j \in\{1, \ldots(d-r)\}}
$$

Hence,

$$
\operatorname{tr}\left(Q^{T} A Q\right)=\sum_{i=1}^{d-r} a_{\sigma_{P}(r+i), \sigma_{P}(r+j)}
$$

Then, the minimum comes naturally from the definition of the function $\tau_{A}$.
Notice that the sequence of $y_{i}$ in Proposition 4.4.1 is defined according to Gram-Schmidt process which ensures us that $\left\{y_{1}, \ldots, y_{d-r}\right\}$ is orthonormal basis of $\operatorname{Im}\left(B\left(e_{\tau_{A}(1)}, \ldots, e_{\tau_{A}(d-r)}\right)\right)$. According to the context of Theorem 4.4.3, there is a projection $P_{r} \in \overline{\mathcal{P}}_{\pi_{m, B}, r}$ such that $U_{\perp}=B\left(e_{\tau_{A}(1)}, \ldots, e_{\tau_{A}(d-r)}\right)$. In Section 4.3.1, we see that $\operatorname{Im}\left(U_{\perp}\right)=\operatorname{ker}\left(P_{r}\right)=$ $\operatorname{Im}\left(I-P_{r}\right)$, it is also obvious that if $P_{r}$ is a projection then $I-P_{r}$ is projection too. Therefore, it is sufficient to prove that for any orthonormal sub-basis $\left\{a_{1}, \ldots, a_{d-r}\right\}$ of $\mathbb{R}^{d}$, the matrix $\sum_{i=1}^{d-r} a_{i} a_{i}^{T}$ is an r-rank projection with $\operatorname{Im}\left(\sum_{i=1}^{d-r} a_{i} a_{i}^{T}\right)=\bigoplus_{i=1}^{d-r}\left\langle a_{i}\right\rangle$.

Notice that

$$
\begin{aligned}
\left(\sum_{i=1}^{d-r} a_{i} a_{i}^{T}\right)^{2} & =\sum_{i=1}^{d-r}\left(a_{i} a_{i}^{T}\right)^{2}+\sum_{\substack{i \neq j \\
1 \leq i, j \leq(d-r)}} a_{i} a_{i}^{T} a_{j} a_{j}^{T} \\
& =\sum_{i=1}^{d-r}\left(a_{i}, a_{i}\right) a_{i} a_{i}^{T}+\sum_{\substack{i \neq j \\
1 \leq i, j \leq(d-r)}}\left(a_{i}, a_{j}\right) a_{i} a_{j}^{T}=\sum_{i=1}^{d-r} a_{i} a_{i}^{T}
\end{aligned}
$$

In addition, we observe that $a_{i} \neq 0$, for every $i \in\{1, \ldots d\}$, so we have that $\operatorname{Ker}\left(a_{i} a_{i}^{T}\right)=$ $\left\{x \in \mathbb{R}^{d}: a_{i} a_{i}^{T} x=0\right\}=\left\{x \in \mathbb{R}^{d}:\left(a_{i}, x\right)=0\right\}$, thus $a_{i} a_{i}^{T}$ is 1-rank matrix. Furthermore, we have that $a_{j} \in \operatorname{Ker}\left(a_{i} a_{i}^{T}\right)$, for every $j \in\{1, \ldots d\} \backslash\{i\}$, thus it holds that $\operatorname{Im}\left(\sum_{i=1}^{d-r} a_{i} a_{i}^{T}\right)=\bigoplus_{i=1}^{d-r}\left\langle a_{i}\right\rangle$.

### 4.5.1 Lemmas

Lemma 4.5.1. Suppose an interval $I$ and $q=\operatorname{argmin}_{x \in \bar{I}}|x|$. Then, the following inequality holds for any $h \in \mathcal{I}\left(\pi_{0,1}\right)$ with $h(q)=0$,

$$
\int_{I} h d \pi_{0,1} \leq \int_{I} \operatorname{sgn}(x) h^{\prime}(x) \pi_{0,1}(d x)
$$

Proof 4.5.1 (Lemma 4.5.1). For simplicity, we consider the interval $I=(a, b)$ where $a, b \in \mathbb{R} \cup\{ \pm \infty\}$. Next, let us apply the integration by part formula on the left hand side of the above inequality and denote the boundary term by $\mathcal{A}_{\pi_{0,1}}: \mathcal{L}^{1} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$,

$$
\int_{a}^{b} h d \pi_{0,1}=\mathcal{A}_{\pi_{0,1}}(h, a, b)+\int_{a}^{b} \operatorname{sgn}(x) h^{\prime}(x) \pi_{0,1}(d x)
$$

The explicit formula of $\mathcal{A}_{\pi_{0,1}}(h, a, b)$ is given as follows

$$
\mathcal{A}_{\pi_{0,1}}(h, a, b)= \begin{cases}\frac{h(b) e^{b}-h(a) e^{a}}{2}, & \text { if } b \leq 0 \\ \frac{h(a) e^{-a}-h(b) e^{-b}}{2}, & \text { if } 0 \leq a \\ h(0)-\frac{h(b) e^{-b}+h(a) e^{a}}{2}, & \text { if } 0 \in(a, b)\end{cases}
$$

By definition $q \in \bar{I}$ and takes the closure value to 0 , we also have that $h$ is non-negative and $h(q)=0$, so it is straightforward to see that $\mathcal{A}_{\pi}(h, a, b) \leq 0$. Therefore, we have that

$$
\begin{equation*}
\int_{a}^{b} h d \pi \leq \int_{a}^{b} \operatorname{sgn}(x) h^{\prime}(x) \pi(d x) \tag{4.34}
\end{equation*}
$$

## Chapter 5

## SDEs with vanishing diffusions on bounded intervals

In this chapter we consider the inverse problem of recovering the diffusion and drift functions of a stochastic differential equation from discrete measurements of its solution. It is known that applying the Bayesian approach to this problem gives rise to a well-posed posterior measure provided that the diffusion and drift functions are Hölder continuous Croix et al. (2020). Motivated by applications of this problem in estimating the parameters of birth-and-death processes in a large population, we study the case where the diffusion coefficient depends on a small parameter. We use random perturbation methods to approximate the solution of the stochastic differential equation, and study the convergence properties of this approximation at the limit of vanishing diffusion coefficient. We also formulate and study the resulting approximated posterior measure.

### 5.1 The inverse problem

Similarly to Section 3.2, we consider the stochastic process $X(t)$ defined on a bounded subinterval of $\mathbb{R}$, denoted by $I$, such that

$$
\begin{equation*}
d X(t)=(a(X(t))-b(X(t))) d t+\frac{1}{\sqrt{N}} \sqrt{a(X(t))+b(X(t))} d W_{t}, \quad \forall t \geq t_{0} \tag{5.1}
\end{equation*}
$$

with initial value $X\left(t_{0}\right)=x_{0}$. Furthermore, we assume that $N$ is a large number, i.e. $N \gg 1$. Also, we have that the drift and diffusion coefficients are in the form of $a(x)-b(x)$ and $\sqrt{a(x)+b(x)}$, respectively. For simplicity, let us denote them as follows:

$$
\begin{equation*}
\mu(x):=a(x)-b(x) \text { and } \sigma(x):=\sqrt{a(x)+b(x)} . \tag{5.2}
\end{equation*}
$$

In addition, $\left(W_{t}\right)_{t \geq 0}$ is the standard Brownian motion defined over a filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$. Let us assume that $I=[0,1]$ and the behaviour of $X$ on the boundary is described as follows, the left bound is an absorbing barrier and the right bound is a reflective barrier. For clarity in what follows, we denote the solution of the above equation $X$ at time $t$ for a given $a$ and $b$ by $X^{(a, b)}(t)$.

Then, we consider the problem of recovering $a$ and $b$ using noisy discrete measurements of a realisation of $X^{(a, b)}(t)$. Thus, assuming a given time discretisation of the interval $[0, T]$ denoted by $0<t_{1}<\ldots t_{J} \leq T$, the inverse problem is given as follows: estimate ( $a, b$ ) given

$$
\begin{equation*}
y_{i}=X^{(a, b)}\left(t_{i}\right)+\epsilon \eta_{i}, \quad \text { for every } i \in\{1, \ldots J\} \tag{5.3}
\end{equation*}
$$

where $\epsilon>0$, and $\eta_{i}$ are i.i.d. with $\eta_{i} \sim N(0,1)$. As we mention above, we denote drift and diffusion coefficients by $\mu$ and $\sigma$, respectively. If $a+b$ is positive, we observe that there is invertible matrix that maps $(a, b) \rightarrow(\mu, \sigma)$. That is, we can restate the inverse problem as follows: estimate $\mu$ and $\sigma$ given

$$
\begin{equation*}
y_{i}=X^{(\mu, \sigma)}\left(t_{i}\right)+\epsilon \eta_{i}, \quad \text { for every } i \in\{1, \ldots J\} \tag{5.4}
\end{equation*}
$$

where $\epsilon>0$, and $\eta_{i}$ are i.i.d. with $\eta_{i} \sim N(0,1)$.
Let us denote by $\pi_{0}$ and $\pi_{N}^{y}$ the prior and the posterior distribution of the above inverse problem. We note that the index $N$ of the measure $\pi_{N}^{y}$ may be omitted at times.

Now, we are interested in evaluating the likelihood of the problem (i.e. the unnormalised Radon-Nikodym of $\pi^{y}$ with respect to $\pi_{0}$ ) in the case of no measurement noise, i.e. $\epsilon=0$ (see the remark below for the noisy case). We note that $X^{(\mu, \sigma)}(\cdot)$ is an Ito diffusion, thus it satisfies the Markov property. In addition, let us assume that the transition probability of $X^{(\mu, \sigma)}(\cdot)$ admits a density function. Notice also that Bayes' formula implies that the likelihood is given as the density function of $Y$ (the distribution of the data) for fixed $(\mu, \sigma)$. Combining the last two observation with the assumption about the density of $X^{(\mu, \sigma)}(\cdot)$, we have that the likelihood is given as the product of the transition density function of $X^{(\mu, \sigma)}(\cdot)$ evaluated in points $\left(y_{i}, t_{i}\right)$. Thus, the likelihood $\mathcal{L}^{y, s}(\mu, \sigma)$ can be written as follows

$$
\begin{equation*}
\frac{\mathrm{d} \pi^{y}}{\mathrm{~d} \pi_{0}}(\mu, \sigma) \propto \mathcal{L}^{y, s}(\mu, \sigma):=\prod_{i=0}^{J-1} p^{(\mu, \sigma)}\left(y_{i+1}, t_{i+1} ; y_{i}, t_{i}\right) \tag{5.5}
\end{equation*}
$$

According to Section 3.3 and since $X^{(\mu, \sigma)}(\cdot)$ admits a transition probability density function, $p^{(\mu, \sigma)}(t, y ; s, x)$, for $t \geq s$, satisfies the associated backward Kolmogorov equation

$$
\begin{gather*}
-\frac{\partial p^{(\mu, \sigma)}(s, x)}{\partial s}=\frac{\sigma^{2}(x)}{2 N} \frac{\partial^{2} p^{(\mu, \sigma)}(s, x)}{\partial x^{2}}+\mu(x) \frac{\partial p^{(\mu, \sigma)}(s, x)}{\partial x}  \tag{5.6}\\
\lim _{s \nearrow t} p^{(\mu, \sigma)}(t, y ; s, x)=\delta(y-x)
\end{gather*}
$$

variables ( $y, t$ ) are omitted in the above expression, since these are fixed.
As we can see in Croix et al. (2020), in the case of noisy measurements, i.e. $\epsilon>0$, we have that the likelihood of the problem is similar to the above one where the transition probability density $p^{(\mu, \sigma)}$ is replaced by the following

$$
\begin{equation*}
\tilde{p}^{(\mu, \sigma)}\left(\tilde{y}_{i+1}, t_{i+1} ; \tilde{y}_{i}, t_{i}\right)=\iint p^{(\mu, \sigma)}\left(z, t_{i+1} ; w, t_{i}\right) f_{N\left(0, \epsilon^{2}\right)}\left(\tilde{y}_{i+1}-z\right) f_{N\left(0, \epsilon^{2}\right)}\left(\tilde{y}_{i}-w\right) d z d w \tag{5.7}
\end{equation*}
$$

since the noise term has a Gaussian distribution, we denote by $f_{N\left(0, \epsilon^{2}\right)}$ the density function of $N\left(0, \epsilon^{2}\right)$. For simplicity, let us define the following notation: we define convolution at time $t$, for given function $f$ convoluted with transition density function $p$ as follows

$$
p *_{t} f(y, t ; x, s):=\int_{\mathbb{R}} p(z, t ; x, s) f(y-z) d z
$$

Also, we define convolution at time $s$, for given function $f$ convoluted with transition density function $p$ as follows

$$
p *_{s} f(y, t ; x, s):=\int_{\mathbb{R}} p(y, t ; z, s) f(x-z) d z
$$

Then $\tilde{p}$ can be rewritten in the following way

$$
\begin{aligned}
\tilde{p}\left(y_{i+1}, t_{i+1} ; x_{i}, t_{i}\right): & =\int_{\mathbb{R}} p *_{t_{i+1}} f_{N\left(0, \epsilon^{2}\right)}\left(y_{i+1}, t_{i+1} ; q, t_{i}\right) f_{N\left(0, \epsilon^{2}\right)}\left(y_{i}-q\right) d q \\
& =\left(p *_{t_{i+1}} f_{N\left(0, \epsilon^{2}\right)}\right) *_{t_{i}} f_{N\left(0, \epsilon^{2}\right)}\left(y_{i+1}, t_{i+1} ; y_{i}, t_{i}\right)
\end{aligned}
$$

Let us now restate the appropriate framework for the well-posedness of the Bayesian approach for the current inverse problem. This framework has been introduced in Croix et al. (2020). Therein, they define the following Banach space,

$$
\Lambda=\left\{(\mu, \sigma): \mu, \sigma^{2} \in C^{0,1}([0,1]), m_{\sigma}:=\min _{x \in[0,1]} \sigma(x)>0\right\}
$$

endowed with the following norm: given $\left(\mu, \sigma^{2}\right) \in C^{0,1}([0,1])^{2}$, we define

$$
\left\|\left(\mu, \sigma^{2}\right)\right\|:=\|\mu\|_{0,1}+\left\|\sigma^{2}\right\|_{0,1}
$$

where $\|\cdot\|_{0,1}$ is 1 -Hölder norm. In general, we define $\alpha$-Hölder norm for some $\alpha \in(0,1]$ as follows: given $f \in C^{0, \alpha}([0,1])$

$$
\|f\|_{0, \alpha}:=\|f\|_{L^{\infty}([0,1])}+\sup _{x \in[0,1]} \frac{\|f(x)-f(y)\|}{\|x-y\|^{\alpha}} .
$$

Let us then restate the following theorem which provides us with the well-definedness of the posterior emerging from the above problem, and also, the stability of the Bayesian approach. Its proof can be found in Croix et al. (2020).

Theorem 5.1.1. Let $T>0, J \geq 1$ and consider $y=\left(y_{1}, \ldots, y_{J}\right) \in(0,1)^{n}$ to be the data at times $t=\left(t_{1}, \ldots, t_{J}\right)$ with $0<t_{1} \leq \cdots \leq t_{J} \leq T$. Suppose that $\pi_{0}$ a probability measure with $\pi_{0}(\Lambda)=1$ and there exists $C>0$ and $q>2$ such that

$$
\mathbb{E}^{\pi_{0}}\left(\exp \left(C m_{\sigma}^{(1-q)}\|(\mu, \sigma)\|^{q}\right)\right)<\infty
$$

Then there exists a unique posterior measure $\pi^{y, s}$ given by

$$
\frac{d \pi^{y, s}}{d \pi_{0}}(\mu, \sigma)=\frac{1}{Z(y, s)} \mathcal{L}^{y, s}(\mu, \sigma)
$$

where $Z(y, s)$ is normalisation constant which defined as follows

$$
Z(y, s)=\int_{\Lambda} \mathcal{L}^{y, s}(\mu, \sigma) d \pi_{0}(\mu, \sigma) \in(0, \infty)
$$

Moreover, the posterior probability $\pi^{y, s}$ is continuous in $y$ with respect to the Hellinger metric.

Remark 5.1.1. In the original work for the definition of the above space, they use any $\alpha$-Hölder within $\alpha \in(0,1]$ instead of $C^{0,1}([0,1])$ and the appropriate norm for each choice of $\alpha$. Also, the statement in the original theorem includes the choice of $\alpha$.

Due to the computational complexity of the likelihood, we can easily see that the estimation of the posterior is becoming very expensive in terms of computational cost. Observe that the implementation of a Monte Carlo simulation requires the evaluation of the likelihood in several points $(\mu, \sigma)$ which means that for every single choice of $(\mu, \sigma)$, we need to compute the solution of the corresponding equation (5.6). For this reason, it is important to find an approximation that reduces the computational cost for the evaluation of the likelihood.

In the last mentioned paper, they provide a quite general theorem for the approximation of the posterior $\pi^{y}$. For example, that theorem can be used in combination with a Galerkin method which approximates the solution of equation (5.6). That could probably accelerate the estimation of the posterior $\pi^{y}$.

In our case, we consider a slightly different problem, as the diffusion term depends on a large $N$, this kind of diffusion term appears in many population models, where also $N$ is supposed to be very large. Based on the last observation of our problem, we consider
a different type of approximation from the one considered in Croix et al. (2020). The proposing approach, for the posterior $\pi^{y}$, considers an approximated posterior with a much easier to compute likelihood. More specifically, we use a perturbation technique to approximate $X^{(\mu, \sigma)}(\cdot)$ with the stochastic process $\left(X_{0}^{(\mu, \sigma)}+\frac{1}{\sqrt{N}} X_{1}^{(\mu, \sigma)}\right)(\cdot)$. Considering now a new inverse problem based on the collected data $y$ and with forward map emerging from $\left(X_{0}^{(\mu, \sigma)}+\frac{1}{\sqrt{N}} X_{1}^{(\mu, \sigma)}\right)(\cdot)$, we end up with a new likelihood which is much easier to compute.

In the following sections, we firstly discuss the perturbation technique and provide the convergence of that technique to the solution $X^{(\mu, \sigma)}(\cdot)$. Then, we state the approximated formulation for the Bayesian inverse problem using the process $\left(X_{0}^{(\mu, \sigma)}+\frac{1}{\sqrt{N}} X_{1}^{(\mu, \sigma)}\right)(\cdot)$. The approximated posterior is denoted by $\nu_{N}^{y}$, also note that both. Then, we prove the well-posedness of $\nu_{N}^{y}$, and finally, we show that for large $N, \pi_{N}^{y}$ and $\nu_{N}^{y}$ are close under the Hellinger metric. Also, in most of the following notes the index $N$ on the probabilities $\pi_{N}^{y}$ and $\nu_{N}^{y}$ may be omitted from time to time without prejudice.

### 5.2 Perturbation technique

In the case of an Itô diffusion process with fine scale diffusion coefficient, one can use a perturbation technique for the approximation of that process. We start with the presentation of that perturbation technique for Itô diffusion process with no boundary conditions. Afterwards, we suggest a similar approximation for Itô diffusion process with a reflecting barrier. Our contribution is the establishment of the approximations' convergence for an Itô diffusion process specifically with the derivative of the drift coefficient to be Lipschitz continuous and the diffusion coefficient to be $1 / 2$-Hölder continuous.

Let us start with the simple case where $X: \Omega \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ is an Itô diffusion process with no boundary conditions as in Section 3.1. Suppose process $X$ with fine scale diffusion coefficient satisfies the following stochastic differential equation

$$
\begin{equation*}
d X(t)=\mu(X(t)) d t+\frac{1}{\sqrt{N}} \sigma(X(t)) d W_{t}, \quad \forall t \geq 0 \text { and } X(0)=x_{0} \tag{5.8}
\end{equation*}
$$

with parameter $N$ to be a large number.
Our aim in this technique is to show that there are simpler processes $X_{0}, X_{1}$ which approximate $X$ as $N$ tends to infinity. For the purpose of this section an extra assumption has to be made, there exists $N_{0}$ such that for every $N \geq N_{0}$ the corresponding equation admits a solution. The intuition behind this approximation is that one wants to find processes $X_{0}, X_{1} \ldots$ which are independent of $N$ and approximate $X_{t}$ in the following
way

$$
\begin{equation*}
X_{0}(t)+\frac{1}{\sqrt{N}} X_{1}(t)+\frac{1}{N} X_{2}(t)+\ldots, \quad \text { for every } N \geq N_{0} \tag{5.9}
\end{equation*}
$$

If we further assume that coefficients $\mu, \sigma$ are sufficiently smooth for applying Taylor expansion on them, then by substituting the above series into equation (5.8), we obtain that

$$
\begin{aligned}
& d X_{0}+\frac{1}{\sqrt{N}} d X_{1}+\frac{1}{N} d X_{2} \ldots= \\
& \mu\left(X_{0}\right) d t+\frac{1}{\sqrt{N}} \mu^{\prime}\left(X_{0}\right) X_{1} d t+\frac{1}{N}\left(\mu^{\prime}\left(X_{0}\right) X_{2}+\frac{1}{2} \mu^{\prime \prime}\left(X_{0}\right) X_{1}^{2}\right) d t \ldots \\
& \\
&
\end{aligned}
$$

Since $X_{i}(t)$ does not depend on $N$, for any $i$, and the above equation holds for every $N \geq N_{0}$, we can obtain that $X_{0}, X_{1}, \ldots$ satisfies the following equations

$$
d X_{0}=\mu\left(X_{0}\right) d t, \quad d X_{1}=\mu^{\prime}\left(X_{0}\right) X_{1} d t+\sigma\left(X_{0}\right) d W_{t}, \ldots
$$

with initial conditions $X_{0}(0)=x_{0}, X_{1}(0)=0, X_{2}(0)=0, \ldots$
In our approximation, we only consider the first two processes, i.e. $X_{0}$ and $X_{1}$, which are defined through the following differential equations

$$
\begin{array}{ll}
d X_{0}(t)=\mu\left(X_{0}(t)\right) d t & \text { with } X_{0}(0)=x_{0}  \tag{5.10}\\
d X_{1}(t)=\mu^{\prime}\left(X_{0}(t)\right) X_{1}(t) d t+\sigma\left(X_{0}(t)\right) d W_{t} & \text { with } X_{1}(0)=0
\end{array}
$$

and our approximation can be written as it follows

$$
\begin{equation*}
\tilde{X}(t)=X_{0}(t)+\frac{1}{\sqrt{N}} X_{1}(t) \tag{5.11}
\end{equation*}
$$

note also that $\tilde{X}(t)$ satisfies the following equation

$$
\begin{align*}
d \tilde{X}(t) & =\left(\mu\left(X_{0}(t)\right)+\mu^{\prime}\left(X_{0}(t)\right)\left(\tilde{X}(t)-X_{0}(t)\right)\right) d t+\frac{1}{\sqrt{N}} \sigma\left(X_{0}(t)\right) \mathrm{d} W_{t},  \tag{5.12}\\
\tilde{X}(0) & =x_{0}
\end{align*}
$$

Note also that the existence and uniqueness of deterministic process $X_{0}$ follows from the Lipschitz condition assumed for $\mu$. Hence, $X_{0}$ is a well defined continuous function, and on every close interval $[0, T], X_{0}$ is bounded. Thus, it is easy to see that the drift and the diffusion term of $X_{1}$ are satisfying the Lipschitz and linear growth condition. Hence, there exists a unique solution for $X_{1}$, see for instance Theorem 3.1.1. Therefore, the process $\tilde{X}$ is well-defined.

The following theorem shows that under appropriate assumptions on drift and diffusion coefficients and for large $N$, the process $\tilde{X}$ approaches $X$. More precisely, we prove that

$$
X=\tilde{X}+O\left(\frac{1}{N^{a}}\right)
$$

where $O(\cdot)$ is defined based on the norm $\mathbb{E} \sup |\cdot|^{p}$ and as we will show in the following theorem $a \geq 3 / 4$. For the sake of clarity of the following result, we define $\gamma$

$$
\begin{equation*}
\gamma(t, N):=N(X(t)-\tilde{X}(t)) \tag{5.13}
\end{equation*}
$$

the so-called residual term of the approximation.

Theorem 5.2.1. We consider equations (5.8) and (5.10) with coefficients $\mu$ and $\sigma$, and $\gamma$ as it is defined in (5.13). Suppose $\mu, \mu^{\prime}$ and $\sigma$ satisfy the Lipschitz condition. Then, it holds that:

$$
\mathbb{\substack { t \in [ 0 , T ] \\ N \geq N _ { 0 } }}|\gamma(t, N)|^{p}<\infty, \quad \text { whenever } T>0 \text { and } p \geq 1
$$

Furthermore, if we only have that $\sigma$ is $\frac{1}{2}$-Hölder, then it holds that:

$$
\mathbb{E} \sup _{\substack{t \in[0, T] \\ N \geq N_{0}}}\left|\frac{1}{\sqrt[4]{N}} \gamma(t, N)\right|^{p}<\infty, \quad \text { whenever } T>0 \text { and } p \geq 1
$$

The proofs of the two above results are very similar. For the proof of the first part, one can find the original proof of Theorem 3 in Blagoveshchenskii (1962). The proof of the second part is a modification of the original one and it is given in Section 5.4.2.

### 5.2.1 Approximated SDE with Reflecting barrier

In the current Section, we define stochastic process $\xi$ defined on the positive half-line $[0, \infty)$ with reflecting barrier at point 0 , which also satisfies equation (5.8) as long $\xi(t)$ takes values in $(0, \infty)$. As it discussed in Section 3.2.2, this kind of stochastic process $\xi$ can always be defined as the pair of stochastic processes $(l, \xi)$ which satisfies the following equation

$$
\begin{equation*}
d \xi(t)=\mu(\xi(t)) d t+\frac{1}{\sqrt{N}} \sigma(\xi(t)) d W_{t}+d l(t), \quad \xi(0)=x_{0} \tag{5.14}
\end{equation*}
$$

for a more detailed definition of the pair $(l, \xi)$, one can see Definition 3.2.2.
In addition, we remind that the definition of $(l, \xi)$ is related to the Skorokhod problem, see Definition 3.2.1. Furthermore, as it discussed in Section 3.2.2, one can always define an equivalent differential form for the definition $\xi$. Let us consider stochastic process $Y$ which satisfies the following SDE

$$
\begin{equation*}
Y(t)=\xi_{0}+\int_{0}^{t} \mu(\Gamma Y(s)) d s+\int_{0}^{t} \sigma(\Gamma Y(s)) d W_{s}, \quad Y(0)=x_{0} \tag{5.15}
\end{equation*}
$$

where $\Gamma: C([0, T]) \rightarrow C([0, T])$ is the Skorokhod map with $\Gamma f(t)=f(t)-\min _{s \in[0, t]}\{f(s) \wedge 0\}$ and $\xi(t):=\Gamma Y(t)$. For further properties of map $\Gamma$, one can see Lemma 3.2.1.

Inspired by the approximation demonstrated in the last Section, we are interested in defining an approximation $\tilde{\xi}$ in a similar way, as we did for $\tilde{X}$. Our first step is to define the analogue of $X_{0}$, denoted by $\xi_{0}$. For the definition of such function, we consider a non-negative function $\xi_{0}$ which satisfies equation (5.10) as long $\xi_{0}(t)$ takes values in $(0, \infty)$ and also has a reflective barrier at point 0 . Thus, $\left(\xi_{0}, l_{0}\right)$ is defined as the pair of solutions which satisfies equation

$$
\begin{equation*}
d \xi_{0}(t)=\mu\left(\xi_{0}(t)\right) d t+d l_{0}(t), \quad \xi_{0}(0)=x_{0} \tag{5.16}
\end{equation*}
$$

Then, according to Theorem 2 in Anderson and Orey (1976), $\xi_{0}$ satisfies the following limit

$$
\mathbb{E} \sup _{t \in[0, T]}\left|\xi(t)-\xi_{0}(t)\right|^{p} \rightarrow 0, \quad \text { as } N \rightarrow \infty, \text { for any } p \geq 1
$$

Let us now define the approximation $\tilde{\xi}$, for the stochastic process $\xi$, to be a non-negative process with with reflecting barrier at point 0 which satisfies equation (5.12) as long $\tilde{\xi}(t)$ takes values in $(0, \infty)$. For the definition of which, we are going to consider a pair of solutions $(\tilde{l}, \tilde{\xi})$ which satisfies the following SDE

$$
\begin{equation*}
d \tilde{\xi}(t)=\left(\mu\left(\xi_{0}(t)\right)+\mu^{\prime}\left(\xi_{0}(t)\right)\left(\tilde{\xi}-\xi_{0}(t)\right)\right) d t+\frac{1}{\sqrt{N}} \sigma\left(\xi_{0}(t)\right) d W_{t}+d \tilde{l}(t), \quad \tilde{\xi}(0)=x_{0} \tag{5.17}
\end{equation*}
$$

For completeness, we may then define the analogue of $X_{1}$, denoted by $\xi_{1}$, but in this case, $\xi_{1}$ is not necessarily a non-negative process with with reflecting barrier at point 0 . The definition of which comes from the following expression $\xi_{1}:=N\left(\tilde{\xi}-\xi_{0}\right)$, and we can easily see that $\xi_{1}$ satisfies the following equation,

$$
\begin{equation*}
d \xi_{1}(t)=\mu^{\prime}\left(\xi_{0}(t)\right) \xi_{1}(t) d t+\sigma\left(\xi_{0}(t)\right) d W_{t}+\sqrt{N} d\left(\tilde{l}-l_{0}\right)(t), \quad \xi_{1}(0)=0 \tag{5.18}
\end{equation*}
$$

Similarly as we did for the case of the unbounded stochastic process $\tilde{X}$, we can show that $\tilde{\xi}$ is well-defined, but first, we need to define the following two equivalent differential forms of $\xi_{0}$ and $\tilde{\xi}$. We first consider processes $Y_{0}$ and $\tilde{Y}$ which satisfy the following two equations

$$
\begin{align*}
d Y_{0}(t) & =\mu\left(\Gamma\left(Y_{0}\right)(t)\right) d t \\
d \tilde{Y}(t) & =\mu\left(\Gamma\left(Y_{0}\right)(t)\right)+\mu^{\prime}\left(\Gamma\left(Y_{0}\right)(t)\right)\left(\Gamma(\tilde{Y})(t)-\Gamma\left(Y_{0}\right)(t)\right) d t+\frac{1}{\sqrt{N}} \sigma\left(\Gamma\left(Y_{0}\right)(t)\right) d W_{t} \tag{5.19}
\end{align*}
$$

with initial values $Y_{0}(0)=x_{0}$ and $\tilde{Y}(0)=x_{0}$, and then, we can define $\xi_{0}$ and $\tilde{\xi}$ as follows: $\xi_{0}(t)=\Gamma\left(Y_{0}\right)(t)$ and $\tilde{\xi}(t)=\Gamma(\tilde{Y})(t)$.

Note then that $Y_{0}$ is well-defined, since $\mu(\Gamma(\cdot)(t))$ satisfies the Lipschitz condition and the linear growth. Then, using the existence and uniqueness, see Theorem 3.2.2, for the

Skorokhod problem, we get that the pair $\left(l_{0}, \xi_{0}\right)$ is well-defined. Last, using the boundedness of $\xi_{0}$ on a bounded interval $[0, T]$, we see that the drift and diffusion coefficients of $\tilde{\xi}$ satisfy the hypothesis assumed in Theorem 3.2.3. Thus, we have that the pair $(\tilde{l}, \tilde{\xi})$ is well-defined.

The following Theorem is analogous to Theorem 5.2 .1 for the case where $\xi$ is a fine scale diffusion coefficient with reflecting barrier at zero. The proof of the Theorem can found in Section 5.4.2. Let us also re-consider and re-write the definition of the residual term for this case,

$$
\begin{equation*}
\gamma(t, N):=N(\xi(t)-\tilde{\xi}(t)) \tag{5.20}
\end{equation*}
$$

Theorem 5.2.2. We consider equations (5.14) and (5.17) with coefficients $\mu$ and $\sigma$, and $\gamma$ as it is defined in (5.20). Suppose $\mu, \mu^{\prime}$ satisfy the Lipschitz condition and $\sigma$ is $\frac{1}{2}$-Hölder continuous. Then, it holds that:

$$
\mathbb{E} \sup _{\substack{t \in[0, T] \\ N \geq N_{0}}}\left|\frac{1}{\sqrt[4]{N}} \gamma(t, N)\right|^{p}<\infty, \quad \text { whenever } T>0 \text { and } p \geq 1
$$

### 5.3 Likelihood of the approximate posterior

Using the approximate stochastic process of the previous section in our Bayesian inverse problem, for finding the drift and diffusion terms, gives rise to an approximation of the posterior which is the subject of this section. At this point, we need to mention that the results of the current Section concern only the case where the stochastic process $X$ has no boundary conditions, i.e. $X$ has neither absorbing nor reflecting barrier on the boundaries. Therefore, the posterior distribution $\pi^{y}$ and its approximation $\nu^{y}$ correspond to the Bayesian inverse problem with forward map the unrestricted stochastic process $X$. The proof for the case of the stochastic process with absorbing and reflective barrier is still in progress.

Let us consider an appropriate function space for the unbounded stochastic process: given constants $C_{1}, C_{2}, C_{3}>0$, then we define
$\Lambda_{C_{1}, C_{2}, C_{3}}=\left\{(\mu, \sigma): \mu \in C^{1,1}(\mathbb{R}), \sigma^{2} \in C^{0,1}(\mathbb{R}), \min _{x \in \mathbb{R}} \sigma(x) \geq C_{1},\left\|\sigma^{2}\right\|_{0,1} \leq C_{2},\|\mu\|_{1,1} \leq C_{3}\right\}$ we also recall the definition of $\|\cdot\|_{1,1}$ which is given as follows: given $f \in C^{1,1}(\mathbb{R})$

$$
\|f\|_{1,1}:=\|f\|_{L^{\infty}(\mathbb{R})}+\left\|f^{\prime}\right\|_{L^{\infty}(\mathbb{R})}+\sup _{x, y \in \mathbb{R}} \frac{\left\|f^{\prime}(x)-f^{\prime}(y)\right\|}{\|x-y\|} .
$$

For the approximation of the posterior $\pi^{y}$, we suggest the probability measure $\nu^{y}$ over the function space $\Lambda_{C_{1}, C_{2}, C_{3}}$. We first define process $\tilde{X}^{(\mu, \sigma)}(t ; \xi, \tau)$ based on the framework
built in the previous section. In addition, we denote by $q_{\xi, \tau}^{(\mu, \sigma)}$ the transition density function of $\tilde{X}^{(\mu, \sigma)}(t ; \xi, \tau)$, and then, we define function $Q(y, t ; \xi, \tau):=q_{\xi, \tau}(y, t ; \xi, \tau)$. Using the definition of $Q$, we then can define $\nu^{y}$ through its Radon-Nikodym with respect to $\pi_{0}$, similarly as in the case of $\pi^{y}$, see for instance (5.5),

$$
\begin{equation*}
\frac{d \nu^{y}}{d \pi_{0}}(\mu, \sigma) \propto \tilde{\mathcal{L}}^{y}(\mu, \sigma)=\prod_{i=0}^{J-1} \tilde{Q}^{(\mu, \sigma)}\left(\tilde{y}_{i+1}, t_{i+1} ; \tilde{y}_{i}, t_{i}\right) \tag{5.21}
\end{equation*}
$$

where $\tilde{Q}^{(\mu, \sigma)}(y, t ; x, s)$ is defined as follows

$$
\begin{equation*}
\tilde{Q}^{(\mu, \sigma)}(y, t ; x, s):=\iint Q^{(\mu, \sigma)}(z, t ; w, s) f_{N\left(0, \epsilon^{2}\right)}(y-z) f_{N\left(0, \epsilon^{2}\right)}(x-w) d z d w \tag{5.22}
\end{equation*}
$$

Let us then take $\mu \in C^{1,1}(\mathbb{R})$ and $\sigma^{2} \in C^{0,1}(\mathbb{R})$, and consider $\tilde{X}$ similarly as in equation (5.12) with the only difference that we know the initial values of $\tilde{X}, X_{0}$ and $X_{1}$ at time $\tau$ instead of time 0 . Since, $\tilde{X}$ depends on $\mu$ and $\sigma$, it is more convenient to change the notation of $X_{0}$ to $\phi_{\tau}(t ; \mu, \xi)$, or simply $\phi_{\tau}(t ; \xi)$, where parameters $\tau, \xi$ correspond to the initial value of $\phi$, i.e. $\phi_{\tau}(\tau ; \xi)=\xi$. Similarly for $X_{1}$, we may use the parameter $\tau$, i.e. $X_{1}(t ; \tau)$, to highlight that $X_{1}$ is the process with initial value 0 at time $\tau$, i.e. $X_{1}(\tau ; \tau)=0$. Let us now rewrite equations (5.11) and (5.12) in terms of $\phi_{\tau}(t ; \mu, \xi)$ and $X_{1}(t ; \tau)$

$$
\begin{equation*}
\tilde{X}(t ; \xi, \tau)=\phi_{\tau}(t ; \mu, \xi)+\frac{1}{\sqrt{N}} X_{1}(t ; \tau) \tag{5.23}
\end{equation*}
$$

where $\phi_{\tau}(t ; \mu, \xi)$ and $X_{1}(t ; \tau)$ satisfy equations (5.10) with initial value at $\tau$. Next, we have that $\tilde{X}(t ; \xi, \tau)$, or simply $\tilde{X}(t)$, satisfies the following equation

$$
\begin{align*}
d \tilde{X}(t) & =\tilde{\mu}(\tilde{X}(t), t) d t+\frac{1}{\sqrt{N}} \tilde{\sigma}(t) \mathrm{d} W_{t}, \quad \text { for } t \geq t_{0}  \tag{5.24}\\
\tilde{X}(\tau) & =\xi
\end{align*}
$$

where $\tilde{\mu}$ and $\tilde{\sigma}$ are defined as follows

$$
\begin{gathered}
\tilde{\mu}(x, t)=\mu\left(\phi_{\tau}(t ; \xi)\right)+\mu^{\prime}\left(\phi_{\tau}(t ; \xi)\right)\left(x-\phi_{\tau}(t ; \xi)\right) \\
\tilde{\sigma}(t)=\sigma\left(\phi_{\tau}(t ; \xi)\right)
\end{gathered}
$$

Let us now obtain the transition probability of $\tilde{X}$. We see that equation (5.10) can be also be written as follows

$$
\mathrm{d}\left(X_{1}(t) \mathrm{e}^{-\int_{t_{0}}^{t} \mu^{\prime}\left(\phi_{\tau}(\lambda ; \xi)\right) \mathrm{d} \lambda}\right)=\sigma\left(\phi_{\tau}(t ; \xi)\right) \mathrm{e}^{-\int_{t_{0}}^{t} \mu^{\prime}\left(\phi_{\tau}(\lambda ; \xi)\right) \mathrm{d} \lambda} \mathrm{~d} W_{t}
$$

Or equivalently, we have that for $t_{0} \leq s \leq t$

$$
\begin{equation*}
X_{1}(t)=X_{1}(s) \mathrm{e}^{\int_{s}^{t} \mu^{\prime}\left(\phi_{\tau}(\lambda ; \xi)\right) \mathrm{d} \lambda}+\int_{s}^{t} \sigma\left(\phi_{\tau}(q ; \xi)\right) \mathrm{e}^{\int_{q}^{t} \mu^{\prime}\left(\phi_{\tau}(\lambda ; \xi)\right) \mathrm{d} \lambda} \mathrm{~d} W_{q} \tag{5.25}
\end{equation*}
$$

in Section 5.4.1, one can find more details on how we obtain the last equation.

Next, if we apply the explicit form of $X_{1}$ into the expression of (5.23), we get that

$$
\begin{equation*}
\tilde{X}(t)=\phi_{\tau}(t ; \xi)+\left(\tilde{X}(s)-\phi_{\tau}(s ; \xi)\right) \mathrm{e}^{\int_{s}^{t} \mu^{\prime}\left(\phi_{\tau}(\lambda ; \xi)\right) \mathrm{d} \lambda}+\frac{1}{\sqrt{N}} \int_{s}^{t} \sigma\left(\phi_{\tau}(s ; \xi)\right) \mathrm{e}^{\int_{q}^{t} \mu^{\prime}\left(\phi_{\tau}(\lambda ; \xi)\right) \mathrm{d} \lambda} \mathrm{~d} W_{q} \tag{5.26}
\end{equation*}
$$

Hence, we have that the transition probability of $\tilde{X}^{(\mu, \sigma)}(t ; \xi, \tau)$ is Gaussian distributed, i.e.

$$
\begin{equation*}
q_{\xi, \tau}^{(\mu, \sigma)}(y, t ; x, s):=\frac{1}{\sqrt{2 \pi F_{N}(t ; s)}} \mathrm{e}^{-\frac{(y-\Phi(t ; x, s))^{2}}{2 F_{N}(t ; s)}} \tag{5.27}
\end{equation*}
$$

where $\Phi(t ; x, s)$ and $F_{N}(t ; s)$ are defined as follows

$$
\begin{aligned}
\Phi(t ; x, s) & =\phi_{\tau}(t ; \xi)+\left(x-\phi_{\tau}(s ; \xi)\right) \mathrm{e}^{\int_{s}^{t} \mu^{\prime}\left(\phi_{\tau}(\lambda ; \xi)\right) \mathrm{d} \lambda} \\
F_{N}(t ; s) & =\frac{1}{N} \int_{s}^{t} \sigma^{2}\left(\phi_{\tau}(q ; \xi)\right) \mathrm{e}^{2 \int_{q}^{t} \mu^{\prime}\left(\phi_{\tau}(\lambda ; \xi)\right) d \lambda} d q,
\end{aligned}
$$

observe that $\Phi(t ; x, s)$ and $F_{N}(t ; s)$ depend on $\xi$ and $\tau$, but for the readability of the current work, we choose not to include them in our notation. We also note that $q_{\xi, \tau}(y, t ; x, s)$ satisfies the associated backward Kolmogorov equation of $\tilde{X}(t ; \xi, \tau)$,

$$
\begin{align*}
-\frac{d q_{\xi, \tau}(x, s)}{d s} & =\frac{\tilde{\sigma}^{2}(s)}{2 N} \frac{\partial^{2} q_{\xi, \tau}(x, s)}{\partial x^{2}}+\tilde{\mu}(x, s) \frac{\partial q_{\xi, \tau}(x, s)}{\partial x},  \tag{5.28}\\
& \lim _{s \nearrow t} q_{\xi, \tau}(y, t ; x, s)=\delta(y-x)
\end{align*}
$$

variables $(y, t)$ are omitted in the above expression, since these are fixed.
Since we have obtained the unnormalised likelihood $\tilde{\mathcal{L}}^{y}(\mu, \sigma)$, we can now state the following Theorem which provides us that the proposed measure $\nu^{y}$ is well-defined. Its proof can be found in Section 5.4.2.

Theorem 5.3.1. Let $T>0, J \geq 1$ and consider $y=\left(y_{1}, \ldots, y_{J}\right) \in \mathbb{R}^{J}$ to be the data at time $t=\left(t_{1}, \ldots, t_{J}\right)$ with $0<t_{1}<\cdots<t_{J} \leq T$. Suppose a probability measure $\pi_{0}$ and set $C_{M}:=\left\{(\mu, \sigma) \in \Lambda_{C_{1}, C_{2}, C_{3}}: \max _{i \in\{0, \ldots J-1\}}\left|y_{i+1}-\phi_{t_{i}}\left(t_{i+1} ; \mu, y_{i}\right)\right| \leq M\right\}$ such that $\pi_{0}\left(\Lambda_{C_{1}, C_{2}, C_{3}}\right)=1$ and $\pi_{0}\left(C_{M}\right)>0$. Then there exists a unique measure $\nu^{y}$ given by

$$
\frac{d \nu^{y}}{d \pi_{0}}(\mu, \sigma)=\frac{1}{\tilde{Z}(y)} \tilde{\mathcal{L}}^{y}(\mu, \sigma)
$$

where $\tilde{Z}(y)$ is the normalisation constant given as

$$
\tilde{Z}(y)=\int_{\Lambda} \tilde{\mathcal{L}}^{y}(\mu, \sigma) \mathrm{d} \pi_{0}(\mu, \sigma) \in(0, \infty)
$$

Remark 5.3.1. The last theorem can be applied on priors $\pi_{0}$ which have bounded support similar to the example of uniform priors as in Section 2.3.1. Similar to the uniform priors, one can define $r$-exponential prior distributions, $r \geq 1$, on bounded subsets of $\Lambda_{C_{1}, C_{2}, C_{3}}$, by using for example truncated $r$-exponential distributions on $\xi$, see the model (2.7) in Section 2.3.

### 5.3.1 Convergence of the approximated posterior

In this part, we provide an estimate for the Hellinger distance between the approximated posterior $\nu^{y}$ and the posterior $\pi^{y}$ as $N$ tends to infinity. The aim of which is to finally prove the convergence of $\nu^{y}$ to the posterior $\pi^{y}$ as $N$ tends infinity.

Essential component for estimating the above mentioned distance is the following theorem. The proof of the following theorem can be found in Section 5.4.2

Theorem 5.3.2. Given $(\mu, \sigma) \in \Lambda_{C_{1}, C_{2}, C_{3}}$, we consider the transition density function $p$ of Itô diffusion $X$ with $X$ satisfies equation (5.8), and the transition density function $Q$ of Itô diffusion $\tilde{X}(t ; \xi, \tau)$ with $\tilde{X}(t ; \xi, \tau)$ as it is defined in equation (5.24). Then, for every $\xi \in \mathbb{R}$, it holds that

$$
\begin{equation*}
\left|p *_{t} f_{N\left(0, \epsilon^{2}\right)}(y, t ; \xi, \tau)-Q *_{t} f_{N\left(0, \epsilon^{2}\right)}(y, t ; \xi, \tau)\right| \leq \frac{C\left(1+\xi^{2}\right)}{\sqrt{N}} \tag{5.29}
\end{equation*}
$$

with $C$ depends on $t-\tau, \epsilon, C_{1}, C_{2}$ and $C_{3}$.

Remark 5.3.2. Using the well-posedness of the transformation which is used for the reflective barrier (Skorohod map), see Section 3.2.2, and an appropriate stopping time for the left hand side Dirichlet boundary condition, one can show this result for the bounded interval.

We now fix the prior to obtain the approximation rates. We assume that $\pi_{0}$ is the truncated $\alpha$-regular $r$-exponential measure, with $r \geq 1$ and $\alpha \geq 4$, that is, the draws $u$ of $\pi_{0}$ are defined as

$$
\begin{equation*}
u=\sum_{j=1}^{\infty} j^{-\frac{1}{2}-\alpha} \xi_{j} \psi_{j} \tag{5.30}
\end{equation*}
$$

with $\left\{\psi_{j}\right\}$ a regular enough basis for $\Lambda_{C_{1}, C_{2}, C_{3}}$ and $\xi_{j}$ appropriately truncated i.i.d $r$ exponential random variable with density $c_{r} \mathrm{e}^{-|x|^{r} / r}$ (see Agapiou et al. (2021)). The following theorem provides an estimate for the Hellinger distance between the approximated posterior $\nu^{y}$ and the posterior $\pi^{y}$. Its proof can be found in Section 5.4.2.

Theorem 5.3.3. Let us consider the same set-up as in Theorem 5.3.1. Then, it holds that

$$
d_{H e l l}\left(\pi^{y}, \nu^{y}\right) \leq \frac{C}{\sqrt{N}}
$$

for large $N$ and with $C$ depend on $C_{1}, C_{2}, C_{3}, J, M, \epsilon, \pi_{0}\left(C_{M}\right)$ and $\Delta t:=\max _{i \in\{1, \ldots J\}}\left|t_{i}-t_{i-1}\right|$.

### 5.4 Proofs for Chapter 5

### 5.4.1 Explicit form of the approximated solution

For given $X_{0}$, the second equation in (5.10) can be written as follows:

$$
d X_{1}=g(t) X_{1} d t+b(t) d W_{t}
$$

where $g$ and $b$ are continuous functions. Let us define $G(t)=e^{-\int_{t_{0}}^{t} g(s) d s}$, the derivative of which is given as follows: $G^{\prime}(t)=-g(t) G(t)$. Let us take integral of $G$ with respect to $d X_{1}$,

$$
G(t) d X_{1}=g(t) G(t) X_{1} d t+b(t) G(t) d W_{t}
$$

Equivalently, we have that

$$
G^{\prime}(t) X_{1} d t+G(t) d X_{1}=b(t) G(t) d W_{t}
$$

Applying Itô's formula on the product $G(t) X_{t}$, we get that:

$$
d\left(G(t) X_{1}\right)=G^{\prime}(t) X_{1} d t+G(t) d X_{1}
$$

Using the last two equations, we get that:

$$
G(t) X_{1}(t)-G\left(t_{0}\right) X_{1}\left(t_{0}\right)=\int_{t_{0}}^{t} G(s) b(s) d W_{s}
$$

The initial value of $X_{1}\left(t_{0}\right)=0$, thus we obtain the following solution:

$$
X_{1}(t)=\frac{1}{G(t)} \int_{0}^{t} G(s) b(s) d W_{s}
$$

Therefore, we get:

$$
X_{1}(t)=\int_{0}^{t} b(s) e^{\int_{s}^{t} g(q) d q} d W_{s}
$$

### 5.4.2 Proofs of the theorems

## Proof of theorem 5.2.1

We first show the desired result for $p \geq 2$. Let us first denote the following function $M(\tilde{X}(t), t):=\mu\left(X_{0}(t)\right)+\mu^{\prime}\left(X_{0}(t)\right)\left(\tilde{X}(t)-X_{0}(t)\right)$ and consider $\gamma$ according to (5.13), for the definition of $X$ and $\tilde{X}$, see equations (5.8) and (5.11),

$$
\frac{1}{N} \gamma(t, N)=\int_{0}^{t} \mu(X(q))-M(\tilde{X}(q), q) d q+\int_{0}^{t} \sigma(X(q))-\sigma\left(X_{0}(q)\right) d W_{q}
$$

Next, we only consider the term which appears in the first integral

$$
\begin{equation*}
|\mu(X(q))-M(\tilde{X}(q), q)| \leq|\mu(X(q))-\mu(\tilde{X}(q))|+|\mu(\tilde{X}(q))-M(\tilde{X}(t), t)| \tag{5.31}
\end{equation*}
$$

Using the mean value Theorem, we can obtain $\theta(q) \in\left[0, \frac{1}{\sqrt{N}}\right]$ for every $q$ such that:

$$
\mu\left(X_{0}(q)+\frac{1}{\sqrt{N}} X_{1}(q)\right)-\mu\left(X_{0}(q)\right)=\frac{1}{\sqrt{N}} X_{1}(q) \mu^{\prime}\left(X_{0}(q)+\theta(q) X_{1}(q)\right)
$$

We observe that by the definition of $\tilde{X}$, the difference $\tilde{X}(t)-X_{0}(t)=\frac{1}{\sqrt{N}} X_{1}(t)$. In addition, we note that the above difference appears in the second term of the right hand side of inequality (5.31). Thus, if we apply the Lipschitz property of $\mu$ and $\mu^{\prime}$, we get that

$$
\begin{align*}
|\mu(X(q))-M(\tilde{X}(q), q)| \leq & \|\mu\|_{0,1}|X(q)-\tilde{X}(q)| \\
& \quad+\frac{1}{\sqrt{N}}\left|X_{1}(q)\right|\left|\mu^{\prime}\left(X_{0}(q)+\theta(q) X_{1}(q)\right)-\mu^{\prime}\left(X_{0}(q)\right)\right| \\
\leq & \|\mu\|_{0,1}  \tag{5.3}\\
N & \left.\gamma(q, N)\left|+\frac{\left\|\mu^{\prime}\right\|_{0,1}}{N}\right| X_{1}(q)\right|^{2}
\end{align*}
$$

we remind that $\gamma(q, N):=N(X(q)-\tilde{X}(q))$. Hence, $\gamma$ can be bounded from the following

$$
\begin{align*}
\frac{1}{N} \gamma(t, N) \leq \frac{\|\mu\|_{1,1}}{N}\left[\int_{0}^{t} \sup _{s \in[0, q]}|\gamma(s, N)|\right. & \left.+\sup _{s \in[0, q]} X_{1}^{2}(s) d q\right] \\
& +\frac{1}{\sqrt{N}} \int_{0}^{t} \sigma(X(q))-\sigma\left(X_{0}(q)\right) d W_{q}
\end{align*}
$$

See now that $|x|^{p}$ is convex, thus Jensen inequality implies that: $(a+b)^{p} \leq 2^{p-1}\left(a^{p}+b^{p}\right)$, whenever $a, b \geq 0$. Next, we consider the expectation of $\gamma(t, N)$, the following inequality is obtained by applying both inequality (5.33) and the above property of $|x|^{p}$

$$
\begin{aligned}
& \mathbb{E} \sup _{0 \leq s \leq t}\left|\frac{1}{N} \gamma(s, N)\right|^{p} \lesssim \frac{t^{p-1}}{N} \mathbb{E} \int_{0}^{t}|\gamma(q, N)|^{p}+\sup _{s \in[0, q]} X_{1}^{2 p}(s) d q \\
&+\frac{1}{N^{p / 2}} \mathbb{E} \sup _{0 \leq s \leq t}\left|\int_{0}^{t} \sigma(X(q))-\sigma\left(X_{0}(q)\right) d W_{q}\right|^{p}
\end{aligned}
$$

observe also that the last inequality and more specifically, in order to obtain the first term of the right hand side of the above inequality, we need to apply the Hölder inequality.

According to Lemma 5.4.1, we have that the expected value of the supremum of $X_{1}^{2 p}$ is bounded. Moreover, we have that the expected value of the supremum of $X$ for every $p \geq 2$ is bounded. See that both coefficients $\mu(\cdot)$ and $\sigma(\cdot)$ are satisfying the linear growth condition, since $\mu(\cdot)$ is Lipschitz and $\sigma(\cdot)$ is $\frac{1}{2}$-Hölder continuous and depends only on $x$ and not on $t$. Then, the boundedness of $X$ follows from Lemma 2.3.2 in Mao (2007). The
upper bound of the integral with respect to the Brownian motion comes from Theorem 1.7.2 in Mao (2007)
$\mathbb{E} \sup _{0 \leq s \leq t}\left|\frac{1}{N} \gamma(s, N)\right|^{p} \lesssim \frac{1}{N^{p}}\left[\int_{0}^{t} \mathbb{E} \sup _{0 \leq s \leq q}|\gamma(s, N)|^{p} d q+1\right]+\frac{1}{N^{p / 2}} \int_{0}^{t} \mathbb{E}\left|\sigma(X(q))-\sigma\left(X_{0}(q)\right)\right|^{p} d q$
Let us now consider only the last term of the right hand side of the above inequality and apply $\frac{1}{2}$-Hölder continuity of $\sigma$, we have that

$$
\begin{equation*}
\int_{0}^{t} \mathbb{E}\left|\sigma(X(q))-\sigma\left(X_{0}(q)\right)\right|^{p} d q \leq\left(\frac{\|\sigma\|_{0, \frac{1}{2}}^{2}}{\sqrt{N}}\right)^{\frac{p}{2}} \int_{0}^{t} \mathbb{E} \sup _{s \in[0, q]}\left|X_{1}(s)+\frac{1}{\sqrt{N}} \gamma(s, N)\right|^{\frac{p}{2}} d q \tag{5.34}
\end{equation*}
$$

Next, we apply once again inequality $(a+b)^{p} \leq 2^{p-1}\left(a^{p}+b^{p}\right)$, the boundedness of the expected value of the supremum of $X_{1}$, and also, that $1+|x|^{\frac{p}{2}} \lesssim 1+|x|^{p}$. Applying all three of them in the above (5.34), we get that

$$
\int_{0}^{t} \mathbb{E}\left|\sigma(X(q))-\sigma\left(X_{0}(q)\right)\right|^{p} d q \lesssim \frac{1}{N^{p / 4}}\left[1+\int_{0}^{t} \mathbb{E} \sup _{s \in[0, q]}\left|\frac{1}{\sqrt{N}} \gamma(s, N)\right|^{p} d q\right]
$$

Thus,

$$
\frac{1}{N^{p}} \mathbb{E} \sup _{0 \leq s \leq t}|\gamma(s, N)|^{p} \lesssim \frac{1}{N^{p}} \int_{0}^{t} \mathbb{E} \sup _{0 \leq s \leq q}|\gamma(s, N)|^{p} d q+\frac{1}{N^{\frac{3 p}{4}}}
$$

Or, equivalently,

$$
\mathbb{E} \sup _{0 \leq s \leq t}\left|\frac{1}{\sqrt[4]{N}} \gamma(s, N)\right|^{p} \lesssim \int_{0}^{t} \mathbb{E} \sup _{0 \leq s \leq q}\left|\frac{1}{\sqrt[4]{N}} \gamma(s, N)\right|^{p} d q+1
$$

Using Grönwall's inequality, see for instance Lemma1.1 $1^{1}$ on page 30 in Freidlin and Wentzell (2012), implies that,

$$
\mathbb{E} \sup _{0 \leq s \leq t}\left|\frac{1}{\sqrt[4]{N}} \gamma(s, N)\right|^{p} \leq 2 C e^{C t}
$$

note also that $C$ does not depend on $N$.
For $1 \leq p<2$ the result follows from an application of Hölder inequality.

## Proof of Theorem 5.2.2

The proof of this Theorem is quite similar to the proof of Theorem 5.2.1. We first show the desired result for $p \geq 2$. As we discuss in Section 5.2.1, we can define $Y_{0}$ and $\tilde{Y}$ which satisfy equations (5.19), then $\xi_{0}$ and $\tilde{\xi}$ can be defined through Skorokhod map as it follows $\xi_{0}(t)=\Gamma\left(Y_{0}\right)(t)$ and $\tilde{\xi}(t)=\Gamma(\tilde{Y})(t)$. Let us denote the following function $M(\tilde{\xi}(t), t):=\mu\left(\xi_{0}(t)\right)+\mu^{\prime}\left(\xi_{0}(t)\right)\left(\tilde{\xi}(t)-\xi_{0}(t)\right)$ and consider $\gamma$ according to (5.20) and $Y$ as

[^8]in equation (5.15) with $\xi(t)=\Gamma(Y)(t)$. Then, let us take the supremum of $\gamma$,
\[

$$
\begin{aligned}
& \sup _{s \in[0, t]}\left|\frac{1}{N} \gamma(s, N)\right|=\sup _{s \in[0, t]}|\xi(t)-\tilde{\xi}(t)| \leq 2 \sup _{s \in[0, t]}|Y(t)-\tilde{Y}(t)| \\
&=2 \sup _{s \in[0, t]}\left|\int_{0}^{t} d(Y(q)-\tilde{Y}(q))\right| \\
& \lesssim \sup _{s \in[0, t]}\left|\int_{0}^{s}(\mu(\xi(q))-M(\tilde{\xi}(q), q)) d q\right|+\frac{1}{\sqrt{N}} \sup _{s \in[0, t]}\left|\int_{0}^{s} \sigma(\xi(q))-\sigma\left(\xi_{0}(q)\right) d W_{q}\right| \\
& \lesssim \int_{0}^{t}|\mu(\xi(q))-M(\tilde{\xi}(q), q)| d q+\frac{1}{\sqrt{N}} \sup _{s \in[0, t]}\left|\int_{0}^{s} \sigma(\xi(q))-\sigma\left(\xi_{0}(q)\right) d W_{q}\right|
\end{aligned}
$$
\]

note that the first inequality is a property of the Skorokhod map, see part (i) in Lemma 3.2.1. We recall the following inequality which is immediate consequence of Jensen's inequality: $(a+b)^{p} \leq 2^{p-1}\left(a^{p}+b^{p}\right)$, whenever $a, b \geq 0$. Then, we take the square of the last supremum and apply Young's inequality and Hölder inequality on the first integral

$$
\begin{aligned}
\left.\sup _{s \in[0, t]}\left|\frac{1}{N} \gamma(s, N)\right|^{p} \lesssim t^{p-1} \int_{0}^{t} \right\rvert\, \mu(\xi(q)) & -\left.M(\tilde{\xi}(q), q)\right|^{p} d q \\
& +\frac{1}{N^{p / 2}} \sup _{s \in[0, t]}\left|\int_{0}^{s} \sigma(\xi(q))-\sigma\left(\xi_{0}(q)\right) d W_{q}\right|^{p}
\end{aligned}
$$

After that, we consider the expectation of the above supremum and we combine it with Theorem 1.7.2 from Mao (2007), we can get an easier form to estimate

$$
\begin{align*}
\left.\mathbb{E} \sup _{s \in[0, t]}\left(\frac{1}{N} \gamma(s, N)\right)^{p} \lesssim \mathbb{E} \int_{0}^{t} \right\rvert\, \mu(\xi(q))- & \left.M(\tilde{\xi}(q), q)\right|^{p} d q  \tag{5.3.3}\\
& +\frac{1}{N^{p / 2}} \mathbb{E} \int_{0}^{t}\left|\sigma(\xi(q))-\sigma\left(\xi_{0}(q)\right)\right|^{p} d q
\end{align*}
$$

we also note that the coefficient $\sqrt{t}$ has been absorbed by " $\lesssim$ ". Part of the following steps are similar to the proof of Theorem 5.2.1, thus some explanations are omitted. Similarly to inequality (5.32), we get that

$$
|\mu(\xi(s))-M(\tilde{\xi}(s), s)| \leq \frac{\|\mu\|_{1,1}}{N}\left(|\gamma(s, N)|+\xi_{1}^{2}(s)\right)
$$

By applying inequality $(a+b)^{p} \leq 2^{p-1}\left(a^{p}+b^{p}\right)$, whenever $a, b \geq 0$, we get that

$$
|\mu(\xi(s))-M(\tilde{\xi}(s), s)|^{p} \lesssim \frac{\|\mu\|_{1,1}^{p}}{N^{p}}\left(|\gamma(s, N)|^{p}+\xi_{1}^{2 p}(s)\right)
$$

Let us recall Young's inequality, for given $a, b$ non-negative and $p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1$, we have that $a b \leq \frac{a^{p}}{p}+\frac{a^{q}}{q}$. Using both $\frac{1}{2}$-Hölder continuity of $\sigma$ and Young's inequality, we get that

$$
\begin{aligned}
\left|\sigma(\xi(s))-\sigma\left(\xi_{0}(s)\right)\right|^{2} & \leq \frac{\|\sigma\|_{0, \frac{1}{2}}^{2}}{\sqrt{N}}\left(\frac{1}{\sqrt{N}}|\gamma(s, N)|+\left|\xi_{1}(s)\right|\right) \\
& \lesssim \frac{\|\sigma\|_{0, \frac{1}{2}}^{2}}{\sqrt{N}}\left(\frac{1}{\sqrt{N}} \gamma^{2}(s, N)+\left|\xi_{1}(s)\right|+1\right)
\end{aligned}
$$

By applying inequality $(a+b+c)^{p} \leq 3^{p-1}\left(a^{p}+b^{p}+c^{p}\right)$, whenever $a, b, c \geq 0$, we get that

$$
\left|\sigma(\xi(s))-\sigma\left(\xi_{0}(s)\right)\right|^{p} \lesssim \frac{\|\sigma\|_{0, \frac{1}{2}}^{p}}{N^{p / 4}}\left(\frac{1}{N^{p / 4}} \gamma^{p}(s, N)+\left|\xi_{1}(s)\right|^{p / 2}+1\right)
$$

By applying the last inequalities in (5.35), we get that

$$
\begin{array}{rl}
\mathbb{E} \sup _{s \in[0, t]}\left(\frac{1}{N} \gamma(s, N)\right)^{p} \lesssim \int_{0}^{t} & \mathbb{E} \sup _{s \in[0, q]}\left|\frac{1}{N} \gamma(s, N)\right|^{p} d q \\
& +\frac{1}{N^{3 p / 4}} \int_{0}^{t}\left(\mathbb{E} \sup _{s \in[0, q]} \xi_{1}^{2 p}(s)+\mathbb{E} \sup _{s \in[0, q]}\left|\xi_{1}(s)\right|^{p / 2}+1\right) d q
\end{array}
$$

Observe that we can interchange the order of expectation and the integral, since we have non-negative functions, and then, we can apply Tonelli's Theorem. Note also that the multiplication constant of the last inequality, i.e. $\lesssim$, depends on $\|\mu\|_{1,1}^{p} \vee\|\sigma\|_{0, \frac{1}{2}}^{p}$.

According to Lemma 5.4.2, we get that the expected value of the supremum of $\left|\xi_{1}\right|^{p}$, for every power $p \geq 1$, is bounded thus we get that the integral of the last parethensis in the right hand side of the above inequality is bounded and of order $\frac{1}{N^{3 / 2}}$. Hence, we get that

$$
\mathbb{E} \sup _{s \in[0, t]}\left(\frac{1}{\sqrt[4]{N}} \gamma(s, N)\right)^{p} \lesssim \int_{0}^{t} \mathbb{E} \sup _{s \in[0, q]}\left(\frac{1}{\sqrt[4]{N}} \gamma(s, N)\right)^{p} d q+C
$$

where $C$ depends on the bounds of $\xi_{1}, T, p$. Then the desired result is consequence of Grönwall's inequality

$$
\mathbb{E} \sup _{s \in[0, t]}\left|\frac{1}{\sqrt[4]{N}} \gamma(s, N)\right|^{p} \leq C_{1} e^{C_{2} t}
$$

note also that $C_{1}, C_{2}$ do not depend on $N$.
For $1 \leq p<2$ the result follows from an application of Hölder inequality.

## Proof of Theorem 5.3.1

According to Bayes' Theorem, see for instance Theorem 2.2.1, for proving that the Bayesian approach is well-defined, it is sufficient to show that $\tilde{\mathcal{L}}^{y}(\mu, \sigma)$ is $\mathcal{B}(\Lambda) \otimes \mathcal{B}(Y)$-measurable and $Z(y) \in(0,+\infty)$ for a.e. $y$.

In order to get the continuity of $Q^{(\mu, \sigma)}\left(z, t_{i+1} ; w, t_{i}\right)$ with respect to $(z, w, \mu, \sigma)$, we only need to see that $Q^{(\mu, \sigma)}\left(z, t_{i+1} ; w, t_{i}\right)$ is an exponential functions of $z$ and the forward solution of the ODE, $\phi\left(t_{i+1} ; \mu, w\right)$, and polynomially dependent on $\sigma$; and, one can readily verify that $\phi\left(t_{i+1} ; \mu, w\right)$ are continuous with respect to $\mu$ and $w$. From equation (5.22), we have that $\tilde{Q}^{(\mu, \sigma)}\left(z, t_{i+1} ; w, t_{i}\right)=\left(Q^{(\mu, \sigma)} *_{t_{i+1}} f_{N(0, \epsilon)}\right) *_{t_{i}} f_{N(0, \epsilon)}\left(z, t_{i+1} ; w, t_{i}\right)$. Since, $\tilde{Q}^{(\mu, \sigma)}$ is convolutions of $Q^{(\mu, \sigma)}$ with Gaussian densities, then we have that also $\tilde{Q}^{(\mu, \sigma)}\left(z, t_{i+1} ; w, t_{i}\right)$ is continuous. From equation (5.21), we have that the likelihood is given as the product of continuous functions. It remains to show that $\tilde{Z}^{y} \in(0,+\infty)$.

Next, we use that $Q^{(\mu, \sigma)}(y, t ; \xi, \tau)$ follows the law of $N\left(\phi_{\tau}(t ; \xi), F_{N}(t ; \tau)\right)$, see for instance (5.27). Thus, we get that

$$
\begin{align*}
Q^{(\mu, \sigma)} *_{t} f_{N\left(0, \epsilon^{2}\right)}(y, t ; \xi, \tau) & =\int f_{N\left(\phi_{\tau}(t ; \xi), F_{N}(t ; \tau)\right)}(y-z) f_{N\left(0, \epsilon^{2}\right)}(z) d z  \tag{5.36}\\
& =f_{N\left(\phi_{\tau}(t ; \xi), F_{N}(t ; \tau)+\epsilon^{2}\right)}(y)
\end{align*}
$$

the last equality holds, due to the following property of Gaussian distributions: If we assume that $X \sim N\left(\mu_{X}, \sigma_{X}^{2}\right)$ and $Y \sim N\left(\mu_{Y}, \sigma_{Y}^{2}\right)$ with $X$ independent of $Y$, then it holds

$$
\begin{equation*}
X+Y \sim N\left(\mu_{X}+\mu_{Y}, \sigma_{X}^{2}+\sigma_{Y}^{2}\right) . \tag{5.37}
\end{equation*}
$$

The proof of the above property is considered trivial, hence its proof is omitted.
From (5.36), we get that $\tilde{Q}^{(\mu, \sigma)}(y, t ; \xi, \tau)$ is bounded

$$
\begin{align*}
\tilde{Q}^{(\mu, \sigma)}(y, t ; \xi, \tau) & =\int q^{(\mu, \sigma)} *_{t} f_{N\left(0, \epsilon^{2}\right)}(y, t ; w, \tau) f_{N\left(0, \epsilon^{2}\right)}(\xi-w) d w  \tag{5.3.3}\\
& \leq \frac{1}{\epsilon} \int f_{N\left(0, \epsilon^{2}\right)}(\xi-w) d w=\frac{1}{\epsilon}
\end{align*}
$$

Then, we have that

$$
\tilde{Z}^{y}:=\int \tilde{\mathcal{L}}^{y}(\mu, \sigma) \mathrm{d} \pi_{0}(\mu, \sigma)=\int \prod_{i=1}^{J} \tilde{Q}^{(\mu, \sigma)}\left(y_{i+1}, t_{i+1} ; y_{i}, t_{i}\right) \mathrm{d} \pi_{0}(\mu, \sigma) \leq \frac{1}{\epsilon^{J}}
$$

Let us denote $\Delta t:=\max _{i \in\{1, \ldots J\}}\left|t_{i}-t_{i-1}\right|$, and get $N \geq \Delta t\left(\frac{C_{\|\sigma\|_{\infty} e^{2 C}} e_{\left\|\mu^{\prime}\right\|_{\infty}} \Delta t}{\epsilon}\right)^{2}$. Then, we have that for every $i \in\{0, \ldots J-1\}$, it holds that

$$
\epsilon^{2} \leq F_{N}\left(t_{i+1} ; t_{i}\right)=\frac{1}{N} \int_{t_{i}}^{t_{i+1}} \sigma^{2}\left(\phi_{t_{i}}\left(q ; y_{i}\right)\right) \mathrm{e}^{2 \int_{q}^{t_{i+1}} \mu^{\prime}\left(\phi_{t_{i}}\left(\lambda ; y_{i}\right)\right) d \lambda} d q+\epsilon^{2} \leq 2 \epsilon^{2}
$$

If we have that $|x| \leq \tilde{M}$ and $\sigma \in[a, b]$, then we can easily show that $\frac{1}{\sigma \sqrt{2 \pi}} \mathrm{e}^{-\frac{x^{2}}{2 \sigma^{2}}} \geq$ $\frac{1}{b \sqrt{2 \pi}} \mathrm{e}^{-\frac{\tilde{M}^{2}}{2 a^{2}}}$. Similarly, we have that for every $(\mu, \sigma) \in C_{M}$ it holds that

$$
\frac{1}{2 \epsilon \sqrt{\pi}} \mathrm{e}^{-\frac{M^{2}}{2 \epsilon^{2}}} \leq f_{N\left(\phi_{t_{i}}\left(t_{i+1} ; y_{i}\right), F_{N}\left(t_{i+1} ; t_{i}\right)+\epsilon^{2}\right)}\left(y_{i+1}\right)=\tilde{Q}^{(\mu, \sigma)}\left(y_{i+1}, t_{i+1} ; y_{i}, t_{i}\right)
$$

for every $i \in\{0, \ldots J-1\}$. Therefore, we obtain that

$$
\begin{equation*}
0<\frac{1}{2^{J} \epsilon^{J} \pi^{J}} \mathrm{e}^{-\frac{J M^{2}}{2 \epsilon^{2}}} \pi_{0}\left(C_{M}\right) \leq \tilde{Z}^{y} \tag{5.39}
\end{equation*}
$$

## Proof of Theorem 5.3.3

Let us begin with the definition of the Hellinger metric,

$$
2 d_{\text {Hell }}\left(\pi^{y}, \nu^{y}\right)=\int\left(\sqrt{\frac{\mathcal{L}^{y}(\mu, \sigma)}{Z}}-\sqrt{\frac{\tilde{\mathcal{L}}^{y}(\mu, \sigma)}{\tilde{L}}}\right)^{2} d \pi_{0}(\mu, \sigma)
$$

where $\mathcal{L}^{y}(\mu, \sigma)$ is the likelihood of the posterior $\pi^{y}$ and $\tilde{\mathcal{L}}^{y}(\mu, \sigma)$ is the likelihood of the posterior $\nu^{y}$, also $Z$ and $\tilde{Z}$ are the normalisation constant of $\mathcal{L}^{y}(\mu, \sigma)$ and $\tilde{\mathcal{L}}^{y}(\mu, \sigma)$, respectively.

Having well-posedness of $L, \tilde{L}$ and $Z, \tilde{Z} \in(0, \infty)$, and, using $(\sqrt{x}-\sqrt{y})^{2} \leq|x-y|$, using their definitions (5.7) and (5.21), we have that

$$
\begin{aligned}
2 d_{\text {Hell }}\left(\pi^{y}, \nu^{y}\right) & \leq \int\left|\frac{\mathcal{L}^{y}(\mu, \sigma)}{Z}-\frac{\tilde{\mathcal{L}}^{y}(\mu, \sigma)}{\tilde{Z}}\right| d \pi_{0}(\mu, \sigma) \\
& \leq \int \frac{\left|\mathcal{L}^{y}(\mu, \sigma)-\tilde{\mathcal{L}}^{y}(\mu, \sigma)\right|}{\tilde{Z}}+\left|\mathcal{L}^{y}(\mu, \sigma)\right|\left|\frac{1}{Z}-\frac{1}{\tilde{Z}}\right| d \pi_{0}(\mu, \sigma) \\
& =\int \frac{\left|\mathcal{L}^{y}(\mu, \sigma)-\tilde{\mathcal{L}}^{y}(\mu, \sigma)\right|}{\tilde{Z}} d \pi_{0}(\mu, \sigma)+\frac{|Z-\tilde{Z}|}{\tilde{Z}} \\
& \leq \frac{2}{\tilde{Z}} \int\left|\mathcal{L}^{y}(\mu, \sigma)-\tilde{\mathcal{L}}^{y}(\mu, \sigma)\right| d \pi_{0}(\mu, \sigma)
\end{aligned}
$$

Let us estimate the difference of $\mathcal{L}^{y}(\mu, \sigma)-\tilde{\mathcal{L}}^{y}(\mu, \sigma)$, we have that

$$
\begin{equation*}
\left|\mathcal{L}^{y}(\mu, \sigma)-\tilde{\mathcal{L}}^{y}(\mu, \sigma)\right|=\left|\prod_{i=0}^{J-1} \tilde{p}^{(\mu, \sigma)}\left(y_{i+1}, t_{i+1} ; y_{i}, t_{i}\right)-\prod_{i=0}^{J-1} \tilde{Q}^{(\mu, \sigma)}\left(y_{i+1}, t_{i+1} ; y_{i}, t_{i}\right)\right| \tag{5.40}
\end{equation*}
$$

For simplicity, let us define $p_{i}=\tilde{p}^{(\mu, \sigma)}\left(y_{i+1}, t_{i+1} ; y_{i}, t_{i}\right), q_{i}=\tilde{Q}^{(\mu, \sigma)}\left(y_{i+1}, t_{i+1} ; y_{i}, t_{i}\right)$ and $\Delta t:=\max _{i \in\{1, \ldots J\}}\left|t_{i}-t_{i-1}\right|$. Then, for every $i \in\{0, \ldots J\}$ we have that

$$
\begin{aligned}
\left|p_{i}-q_{i}\right| & \leq \int\left|\left(p^{(\mu, \sigma)}-Q^{(\mu, \sigma)}\right) *_{t_{i+1}} f_{N\left(0, \epsilon^{2}\right)}\left(y_{i+1}, t_{i+1} ; w, t_{i}\right) f_{N\left(0, \epsilon^{2}\right)}\left(y_{i}-w\right)\right| d w \\
& \leq \frac{C}{\sqrt{N}} \int\left(1+w^{2}\right) f_{N\left(0, \epsilon^{2}\right)}\left(y_{i}-w\right) d w=\frac{C\left(1+\epsilon^{2}+y_{i}^{2}\right)}{\sqrt{N}}
\end{aligned}
$$

observe that the inequality holds due to Theorem 5.3 .2 and we also note that $C$ depends on $C_{1}, C_{2}, C_{3}, \Delta t$ and $\epsilon$.

We can easily see that the following inequality holds

$$
\left|\prod_{i=0}^{J-1} p_{i}-\prod_{i=0}^{J-1} q_{i}\right| \leq\left[\prod_{j=0}^{J-2}\left(p_{j+1} \vee q_{j}\right)\right] \sum_{i=0}^{J-1}\left|p_{i}-q_{i}\right|
$$

In addition, let us assume $N \geq \max \left\{\Delta t\left(\frac{C_{\|\sigma\|_{\infty}} \mathrm{e}^{2 C_{\left\|\mu^{\prime}\right\|} \infty^{\Delta t}}}{\epsilon}\right)^{2}, \frac{C^{2}}{\epsilon^{2}}\right\}$. Then, we have that $p_{i+1}$ is bounded

$$
p_{i+1} \leq q_{i+1}+\left|p_{i+1}-q_{i+1}\right| \leq 2 \max \left\{\epsilon^{-1}, \frac{C_{\Delta t, \mu, \sigma, \epsilon}}{\sqrt{N}}\right\} \leq \frac{2}{\epsilon}
$$

note that $q_{i+1} \leq \frac{1}{\epsilon}$ according to equation (5.38) in the Proof of Theorem 5.3.1. Also, since $N \geq \Delta t\left(\frac{C_{\|\sigma\| \infty} \mathrm{e}^{2 C_{\| \mu} \|_{\| \infty}} \Delta^{\Delta t}}{\epsilon}\right)^{2}$, we have that there exists a constant $\tilde{C}_{M, \epsilon, J}$ with $\tilde{Z}^{y} \geq \tilde{C}_{M, \epsilon, J}$, see equation (5.39) in the Proof of Theorem 5.3.1.

If we now apply the last four inequalities in (5.40), we obtain that the following difference is of order $O(\sqrt{N})$,

$$
\frac{1}{\tilde{Z}^{y}}\left|\mathcal{L}^{y}(\mu, \sigma)-\tilde{\mathcal{L}}^{y}(\mu, \sigma)\right| \leq \frac{\tilde{C}}{\sqrt{N}}
$$

with $\tilde{C}$ depends only on $J, M, \Delta t, \epsilon$ and $\pi_{0}\left(C_{M}\right)$. Therefore, we get the desired bound for the Hellinger inequality, i.e.

$$
d_{\text {Hell }}\left(\pi^{y}, \nu^{y}\right) \leq \frac{C}{\sqrt{N}}
$$

## Proof of Theorem 5.3.2

Let us consider transition density function $q$ as in (5.27) and define the following function

$$
\begin{equation*}
w(x, s):=p *_{t} f_{N\left(0, \epsilon^{2}\right)}(y, t ; x, s)-q_{\xi, \tau} *_{t} f_{N\left(0, \epsilon^{2}\right)}(y, t ; x, s) \tag{5.41}
\end{equation*}
$$

for $s$ within the time interval $[\tau, t]$. For simplicity, let us define the following two functions:

$$
\begin{align*}
& u(x, s)=p *_{t} f_{N\left(0, \epsilon^{2}\right)}(y, t ; x, s)  \tag{5.42}\\
& v(x, s)=q_{\xi, \tau} *_{t} f_{N(0, \epsilon)}(y, t ; x, s)
\end{align*}
$$

Thus, the difference can be written as $w(x, s)=u(x, s)-v(x, s)$. Using the corresponding backward Kolmogorov equation for $p$ and $q_{\xi, \tau}$, see in (5.6) and (5.28), and let us further denote by $A$ and $\tilde{A}$ the differential operators appear on the right hand of their backward Kolmogorov equation, respectively. We then can easily see that $u$ and $v$ satisfy the following two equations $-\partial_{s} u(x, s)=A u(x, s)$ and $-\partial_{s} u(x, s)=\tilde{A} u(x, s)$, respectively. For seeing that we only need to observe that

$$
\begin{align*}
-\partial_{s} v(x, s)=\int & f_{N\left(0, \epsilon^{2}\right)}(z)\left[-\partial_{s} q_{\xi, \tau}(y-z, t ; x, s)\right] d z \\
& =\int f_{N\left(0, \epsilon^{2}\right)}(z)\left[\tilde{A} q_{\xi, \tau}(y-z, t ; x, s)\right] d z=\tilde{A} v(x, s) \tag{5.43}
\end{align*}
$$

Next, using the final conditions of $p$ and $q_{\xi, \tau}$, see in (5.6) and (5.28), we get that $u$ and $v$ satisfy the same final condition $f_{N\left(0, \epsilon^{2}\right)}(y-x)$,

$$
\lim _{s \nearrow t} v(x, s)=\lim _{s \nearrow t} q_{\xi, \tau} *_{t} f_{N\left(0, \epsilon^{2}\right)}(y, t ; x, s)=\int f_{N\left(0, \epsilon^{2}\right)}(y-z) \delta_{x}(d z)=f_{N\left(0, \epsilon^{2}\right)}(y-x)
$$

Therefore, we have that $w(x, s)$ satisfies the following differential problem with final conditions

$$
\begin{align*}
-\partial_{s} w(x, s) & =A p(x, s)-\tilde{A} q_{\xi, \tau}(x, s)=A w(x, s)+g(x, s) \\
\lim _{s \nearrow t} w(y, t ; x, s) & =0, \tag{5.44}
\end{align*}
$$

where $g$ is defined as it follows

$$
\begin{equation*}
g(x, s):=\frac{\sigma^{2}(x)-\tilde{\sigma}^{2}(s)}{2 N} \partial_{x x} v(x, s)+(\mu(x)-\tilde{\mu}(x, s)) \partial_{x} v(x, s) \tag{5.45}
\end{equation*}
$$

Using the definition of $v$, see (5.42), the definition of $q_{\xi, \tau}$, see (5.27), and the same argument as in (5.37), we get that

$$
\begin{equation*}
v(y, t ; x, s)=f_{N\left(\Phi(t ; x, s), F_{N}(t ; s)\right)} * f_{N\left(0, \epsilon^{2}\right)}(y)=f_{N\left(\Phi(t ; x, s), F_{N}(t ; s)+\epsilon^{2}\right)}(y) \tag{5.46}
\end{equation*}
$$

Then, let us evaluate the following derivatives of $v$. Using the form of $u$ which is obtained in equation (5.46), we get that

$$
\begin{aligned}
& \partial_{s} v(x, s)=v(x, s) {\left[-\partial_{s} \frac{(y-\Phi(t ; x, s))^{2}}{2\left(F_{N}(t ; s)+\epsilon^{2}\right)}-\frac{1}{2} \partial_{s} \log \left(F_{N}(t ; s)+\epsilon^{2}\right)\right] } \\
&=v(x, s)\left[\frac{y-\Phi(t ; x, s)}{F_{N}(t ; s)+\epsilon^{2}} \partial_{s} \Phi(t ; x, s)\right. \\
&\left.\quad+\left(\frac{(y-\Phi(t ; x, s))^{2}}{2\left(F_{N}(t ; s)+\epsilon^{2}\right)}-\frac{1}{2}\right) \partial_{s} \log \left(F_{N}(t ; s)+\epsilon^{2}\right)\right]
\end{aligned}
$$

and

$$
\partial_{x} v(x, s)=v(x, s)\left[\frac{y-\Phi(t ; x, s)}{F_{N}(t ; s)+\epsilon^{2}} \partial_{x} \Phi(t ; x, s)\right]
$$

Using equation (5.43), we get that

$$
\begin{aligned}
\frac{\tilde{\sigma}^{2}(s)}{2 N} \partial_{x x} v(x, s)= & -\left[\partial_{s}+\tilde{\mu}(x, s) \partial_{x}\right] v(x, s) \\
= & -v(x, s)\left[\frac{y-\Phi(t ; x, s)}{F_{N}(t ; s)+\epsilon^{2}}\left[\partial_{s}+\tilde{\mu}(x, s) \partial_{x}\right] \Phi(t ; x, s)\right. \\
& \left.+\left(\frac{(y-\Phi(t ; x, s))^{2}}{2\left(F_{N}(t ; s)+\epsilon^{2}\right)}-\frac{1}{2}\right) \partial_{s} \log \left(F_{N}(t ; s)+\epsilon^{2}\right)\right]
\end{aligned}
$$

Then, it is easy to see that $\left[\partial_{s}+\tilde{\mu}(x, s) \partial_{x}\right] \Phi(t ; x, s)=0$, thus we have that

$$
\frac{\tilde{\sigma}^{2}(s)}{2 N} \partial_{x x} v(x, s)=v(x, s)\left(\frac{(y-\Phi(t ; x, s))^{2}}{2\left(F_{N}(t ; s)+\epsilon^{2}\right)}-\frac{1}{2}\right) \partial_{s} \log \left(\frac{1}{F_{N}(t ; s)+\epsilon^{2}}\right)
$$

Let us define the following two functions

$$
\begin{aligned}
\Sigma(x, s) & =\frac{\sigma^{2}(x)-\tilde{\sigma}^{2}(s)}{\tilde{\sigma}^{2}(s)} \\
M(x, s) & =\mu(x)-\tilde{\mu}(x, s)
\end{aligned}
$$

Thus, the function $g$ can be written as follows

$$
\begin{aligned}
g(x, s)=\Sigma(x, s) v(x, s)( & \left.\frac{(y-\Phi(t ; x, s))^{2}}{2\left(F_{N}(t ; s)+\epsilon^{2}\right)}-\frac{1}{2}\right) \partial_{s} \log \left(\frac{1}{F_{N}(t ; s)+\epsilon^{2}}\right) \\
& +N M(x, s) v(x, s)\left[\frac{y-\Phi(t ; x, s)}{N F_{N}(t, s)+N \epsilon^{2}} \partial_{x} \Phi(t ; x, s)\right]
\end{aligned}
$$

Next, we see that $\partial_{s} \log \left(\frac{1}{F_{N}(t ; s)+\epsilon^{2}}\right)$ is bounded, for every $s$ within $[\tau, t]$,

$$
0 \leq \partial_{s} \log \left(\frac{1}{F_{N}(t ; s)+\epsilon^{2}}\right)=\frac{\left[\sigma(\phi(s ; \mu)) \partial_{x} \Phi(t ; x, s)\right]^{2}}{N F_{N}(t, s)+N \epsilon^{2}} \leq\left(\frac{\|\sigma\|_{\infty} \mathrm{e}^{\left\|\mu^{\prime}\right\|_{\infty}(t-\tau)}}{\epsilon}\right)^{2}=: C_{1}
$$

in the last inequality, we use that $\partial_{x} \Phi(t ; x, s)=\mathrm{e}^{\int_{s}^{t} \mu^{\prime}\left(\phi_{\tau}(\lambda ; \xi)\right) d \lambda} \leq e^{\left\|\mu^{\prime}\right\|_{\infty}(t-\tau)}$. We also note that the constant $C_{1}$ depends on $t-\tau, \epsilon,\|\mu\|_{\infty}$ and $\|\sigma\|_{\infty}$. Also, it is easy to obtain that for $x \in \mathbb{R}$, we have that $\mathrm{e}^{-|x|}|x| \leq \mathrm{e}^{-1}$ and $\mathrm{e}^{-x^{2}}|x| \leq \frac{1}{2 \mathrm{e}^{1 / 4}}$. From the definition of $v$, see (5.46), we get that

$$
\begin{equation*}
v(x, s)|y-\Phi(t ; x, s)| \leq \frac{1}{2 \mathrm{e}^{1 / 4} \sqrt{\pi}} \quad v(x, s) \frac{(y-\Phi(t ; x, s))^{2}}{\sqrt{2\left(F_{N}(t ; s)+\epsilon^{2}\right)}} \leq \frac{1}{\mathrm{e} \sqrt{\pi}} \tag{5.47}
\end{equation*}
$$

and by definition of $v$, we have that $v(x, s) \leq \frac{1}{\sqrt{2 \pi\left(F_{N}(t ; s)+\epsilon^{2}\right)}}$. Hence, using the last three bounds and the bound for $\partial_{s} \log \left(\frac{1}{F_{N}(t ; s)+\epsilon^{2}}\right)$, we have that

$$
|g(x, s)| \leq C_{1}^{\prime}\left(\frac{|\Sigma(x, s)|}{\sqrt{2\left(F_{N}(t ; s)+\epsilon^{2}\right)}}+\frac{|M(x, s)|}{2\left(F_{N}(t ; s)+\epsilon^{2}\right)}\right)
$$

Since $F_{N}(t ; s)$ is non-negative, we get that

$$
|g(x, s)| \leq \tilde{C}_{1}(|\Sigma(x, s)|+|M(x, s)|)
$$

with constant $\tilde{C}_{1}$ depends again on the same variables as $C_{1}$.
Using the lower bound of $\sigma_{\mathrm{inf}}$, combined with the Lipschitz condition of $\sigma$, we get that

$$
|\Sigma(x, s)|=\frac{\left|\sigma^{2}(x)-\sigma^{2}\left(\phi_{\tau}(s ; \mu)\right)\right|}{\sigma^{2}\left(\phi_{\tau}(s ; \mu)\right)} \leq C_{\sigma}\left|x-\phi_{\tau}(s ; \mu)\right|
$$

observe that the constant $C_{\sigma}$ depends only on $\sigma_{\text {inf }}$ and $\|\sigma\|_{0,1}$. Next, using the Lipschitz condition of $\mu^{\prime}$, we get that

$$
|M(x, s)|=\left|\mu(x)-\mu\left(\phi_{\tau}(s ; \mu)\right)-\mu^{\prime}\left(\phi_{\tau}(s ; \mu)\right)\left(x-\phi_{\tau}(s ; \mu)\right)\right| \leq C_{\mu}(x-\phi(s ; \mu))^{2}
$$

observe that the constant $C_{\mu}$ depends only on $\left\|\mu^{\prime}\right\|_{0,1}$. Therefore, we have that

$$
\begin{equation*}
|g(x, s)| \leq C_{2}\left(\left|x-\phi_{\tau}(s ; \mu)\right|+\left(x-\phi_{\tau}(s ; \mu)\right)^{2}\right) \tag{5.48}
\end{equation*}
$$

with $C_{2}$ depends on $t-\tau, \epsilon, \sigma_{\text {inf }},\|\sigma\|_{0,1}$ and $\|\mu\|_{1,1}$. Hence, we have that $g$ satisfies the following condition

$$
|g(x, s)| \leq 2 C_{2} \sup _{s \in[\tau, t]} \phi_{\tau}^{2}(s ; \mu)\left(1+x^{2}\right)
$$

From the continuity of $\phi_{\tau}(s ; \mu)$ on $s \in[\tau, t]$, we get that the above supremum is finite. Also, we have that $w(x, s)$ is bounded

$$
\begin{aligned}
|w(x, s)| & \leq\left|p *_{t} f_{N\left(0, \epsilon^{2}\right)}(y, t ; x, s)\right|+\left|q_{\xi, \tau} *_{t} f_{N\left(0, \epsilon^{2}\right)}(y, t ; x, s)\right| \\
& \leq \frac{1}{\epsilon \sqrt{2 \pi}}\left(\left|\int p(z, t ; x, s) d z\right|+\left|\int q_{\xi, \tau}(z, t ; x, s) d z\right|\right)=\frac{2}{\epsilon \sqrt{2 \pi}}
\end{aligned}
$$

the second line holds, since $f_{N\left(0, \epsilon^{2}\right)}(x) \leq \frac{1}{\epsilon \sqrt{2 \pi}}$, and $p, q_{\xi, \tau}$ are density functions with respect to $z$. Using Feynman-Kac formula, see for instance Theorem 7.6 at page 366 in Karatzas and Shreve (2014), one can write $w$ as it follows

$$
|w(\xi, \tau)|=\left|\mathbb{E} \int_{\tau}^{t} g(X(s), s) d s\right| \leq C_{2} \int_{\tau}^{t} \mathbb{E}\left|X(s)-\phi_{\tau}(s ; \mu)\right|+\mathbb{E}\left(X(s)-\phi_{\tau}(s ; \mu)\right)^{2} d s
$$

on the last inequality, we use that the right-hand side of inequality (5.48) is non-negative, thus Tonelli's theorem implies the interchange of the integral with the expectation. Let us apply Cauchy-Schwarz inequality, as it follows

$$
|w(\xi, \tau)| \leq C_{2} \int_{\tau}^{t} \sqrt{\mathbb{E}\left(X(s)-\phi_{\tau}(s ; \mu)\right)^{2}}+\mathbb{E}\left(X(s)-\phi_{\tau}(s ; \mu)\right)^{2} d s
$$

Then, Lemma 5.4.4 provide us with the following

$$
|w(\xi, \tau)| \leq C_{2} \int_{\tau}^{t} \sqrt{\frac{\tilde{C}}{N}\left(1+\xi^{2}\right)}+\frac{\tilde{C}}{N}\left(1+\xi^{2}\right) d s \leq \frac{\tilde{C}_{2}\left(1+\xi^{2}\right)}{\sqrt{N}}
$$

with $\tilde{C}_{2}$ depends on $t-\tau, \epsilon, \sigma_{\mathrm{inf}},\|\sigma\|_{0,1}$ and $\|\mu\|_{1,1}$.

### 5.4.3 Lemmas for unbounded process

Lemma 5.4.1. For a given $T>0$, we consider $X_{0} \in C([0, T])^{2}$ and $X_{1}$ satisfies the $S D E$ in equation (5.10), where $\mu \in C^{1}(\mathbb{R})$ and $\sigma \in C(\mathbb{R})$. Then, it holds that: for every $p \geq 1$

$$
\mathbb{E} \sup _{t \in[0, T]}\left|X_{1}(t)\right|^{p} \leq C, \quad \text { for } T>0 \text { and } p \geq 1
$$

with $C$ depending on $\left\|\mu^{\prime}\right\|_{\infty},\|\sigma\|_{\infty}, p$ and $T$.

Proof. It is sufficient to show the lemma for $p \geq 2$. For $p \geq 2$ and $a, b \geq 0$, we have that $|x|^{p}$ is convex, thus we have: $(a+b)^{p} \leq 2^{p-1}\left(a^{p}+b^{p}\right)$. Next, we apply the integral form of equation (5.10) and the last inequality on the following

$$
\begin{equation*}
\mathbb{E} \sup _{t \in[0, T]}\left|X_{1}(s)\right|^{p} \leq 2^{p-1}\left(\mathbb{E} \sup _{t \in[0, T]}\left|\int_{0}^{t} X_{1}(q) \mu^{\prime}\left(X_{0}(q)\right) d q\right|^{p}+\mathbb{E} \sup _{t \in[0, T]}\left|\int_{0}^{t} \sigma\left(X_{0}(q)\right) d W_{q}\right|^{p}\right) \tag{5.49}
\end{equation*}
$$

Theorem 7.2 at p. 40 in Mao (2007) provides us the following inequality,

$$
\begin{equation*}
\mathbb{E} \sup _{t \in[0, T]}\left|\int_{0}^{t} \sigma\left(X_{0}(q)\right) d W_{q}\right|^{p} \leq K_{p, T} \int_{0}^{T} \mathbb{E}\left|\sigma\left(X_{0}(q)\right)\right|^{p} d q \tag{5.50}
\end{equation*}
$$

Let apply Hölder inequality for the first integral in (5.49) and also apply the last inequality

$$
\begin{equation*}
\mathbb{E} \sup _{t \in[0, T]}\left|X_{1}(t)\right|^{p} \leq K_{T, p}\left(\mathbb{E} \int_{0}^{T}\left|\mu^{\prime}\left(X_{0}(q)\right) X_{1}(q)\right|^{p} d q+\mathbb{E} \int_{0}^{T}\left|\sigma\left(X_{0}(q)\right)\right|^{p} d q\right) \tag{5.51}
\end{equation*}
$$

[^9]We have that $\mu^{\prime}\left(X_{0}(q)\right)$ and $\sigma\left(X_{0}(q)\right)$ are bounded functions. We use Tonelli's theorem to interchange the following integrals,

$$
\mathbb{E} \sup _{0 \leq s \leq t}\left|X_{1}(s)\right|^{p} \leq K_{T, p,\left\|\mu^{\prime}\right\|_{\infty}} \int_{0}^{t} \mathbb{E} \sup _{0 \leq s \leq q}\left|X_{1}(s)\right|^{p} d q+K_{T, p,\|\sigma\|_{\infty}}
$$

Last, by applying Grönwall inequality, see for instance Lemma1.1 at page 30 in Freidlin and Wentzell (2012), we get the the desired result

$$
\mathbb{E} \sup _{0 \leq s \leq t}\left|X_{1}(s)\right|^{p} \leq K_{T, p,\|\sigma\|_{\infty}} e^{K_{T, p,\left\|\mu^{\prime}\right\|_{\infty} t}}
$$

For $1 \leq p<2$ the result follows from an application of Hölder inequality.

Lemma 5.4.2. For a given $T>0$, we consider $\xi_{0} \in C([0, T])$ and $\xi_{1}$ satisfy the following two differential equations (5.16) and (5.18), respectively. Suppose also that $\mu \in C^{1}(\mathbb{R})$ and $\sigma \in C(\mathbb{R})$. Then, it holds that:

$$
\mathbb{E} \sup _{t \in[0, T]}\left|\xi_{1}(t)\right|^{p} \leq C, \quad \text { for } T>0 \text { and } p \geq 1
$$

with $C$ depending on $\left\|\mu^{\prime}\right\|_{\infty},\|\sigma\|_{\infty}, p$ and $T$.
Proof. We first show the desired result for $p \geq 2$. As we discuss in Section 5.2.1, we can define $Y_{0}$ and $\tilde{Y}$ which satisfies equations (5.19), then $\xi_{0}$ and $\tilde{\xi}$ can be defined through Skorokhod map as it follows $\xi_{0}(t)=\Gamma\left(Y_{0}\right)(t)$ and $\tilde{\xi}(t)=\Gamma(\tilde{Y})(t)$. In addition, let us define $\xi_{1}^{*}(t):=\sqrt{N}\left(\tilde{Y}(t)-Y_{0}(t)\right)$, then we have that $\xi_{1}^{*}$ satisfies the following equation

$$
d \xi_{1}^{*}(t)=\sqrt{N} \mu^{\prime}\left(\Gamma\left(Y_{0}\right)(t)\right)\left(\Gamma(\tilde{Y})(t)-\Gamma\left(Y_{0}\right)(t)\right) d t+\sigma\left(\Gamma\left(Y_{0}\right)(t)\right) d W_{t}
$$

Since $p \geq 2$, for the evaluation of the expected value of the supremum of $\xi_{1}^{*}$, we can apply the same steps as that has been used in Lemma 5.4.1 to obtain an inequality analogous to inequality of (5.51). Then, we get that

$$
\begin{aligned}
\mathbb{E} \sup _{s \in[0, T]}\left|\xi_{1}^{*}(s)\right|^{p} \lesssim N^{p / 2} \int_{0}^{T} \mathbb{E} \mid \mu^{\prime}\left(\Gamma\left(Y_{0}\right)(q)\right)(\Gamma(\tilde{Y})(q) & \left.-\Gamma\left(Y_{0}\right)(q)\right)\left.\right|^{p} d s \\
& +\int_{0}^{T}\left|\sigma\left(\Gamma\left(Y_{0}\right)(q)\right)\right|^{p} d s
\end{aligned}
$$

and the constant which is implied by $\lesssim$, it only depends on $p, T$. From the continuity of $\mu^{\prime}, \sigma$ and $\Gamma\left(Y_{0}\right)(q)$, we have that both $\mu^{\prime}\left(\Gamma\left(Y_{0}\right)(q)\right)$ and $\sigma\left(\Gamma\left(Y_{0}\right)(q)\right)$ are bounded on interval $q \in[0, T]$, thus we get that

$$
\begin{aligned}
\mathbb{E} \sup _{s \in[0, T]}\left|\sqrt{N}\left(\Gamma(\tilde{Y})(s)-\Gamma\left(Y_{0}\right)(s)\right)\right|^{p} & \leq 2 \mathbb{E} \sup _{s \in[0, T]}\left|\xi_{1}^{*}(s)\right|^{p} \\
& \lesssim \int_{0}^{T} \mathbb{E} \sup _{s \in[0, q]}\left|\sqrt{N}\left(\Gamma(\tilde{Y})(s)-\Gamma\left(Y_{0}\right)(s)\right)\right|^{p} d q+1
\end{aligned}
$$

Observe that the first inequality is a property of the Skorokhod map, see for example part $(i)$ in Lemma 3.2.1. We also note that the constant in the above inequality depends on the upper bound of $\mu^{\prime}, \sigma, p, T$. At this point, it worths to observe that $\xi_{1}(q)=$ $\sqrt{N}\left(\tilde{\xi}(q)-\xi_{0}(q)\right):=\sqrt{N}\left(\Gamma(\tilde{Y})(q)-\Gamma\left(Y_{0}\right)(q)\right)$, thus the Grönwall inequality implies that

$$
\mathbb{E} \sup _{s \in[0, T]}\left|\xi_{1}(s)\right|^{p} \leq C e^{C T}
$$

For $1 \leq p<2$ the result follows from an application of Hölder inequality.

Lemma 5.4.3. Suppose $\mu, \tilde{\mu}$ are Lipschitz and the corresponding solutions $\phi_{\tau}\left(\cdot ; \mu, y_{\tau}\right)$, $\tilde{\phi}_{\tau}\left(\cdot ; \tilde{\mu}, y_{\tau}\right)$, similar as in Section 5.3, defined for times $t \geq \tau$. Then, it holds that for every $t \geq \tau$

$$
\sup _{s \in[\tau, t]}\left|\phi_{\tau}\left(s ; \mu, y_{\tau}\right)-\tilde{\phi}_{\tau}\left(s ; \tilde{\mu}, y_{\tau}\right)\right| \leq C\|\mu-\tilde{\mu}\|_{\infty}
$$

with $C$ depending on $\|\mu\|_{0,1}$ and $T$.
Proof. For simplicity instead of using the notation of $\phi_{\tau}\left(\cdot ; \mu, y_{\tau}\right)$ mentioned in the statement of the Lemma, let us change it accordingly to the following:

$$
y(s)=\phi_{\tau}\left(s ; \mu, y_{\tau}\right) \quad g(s)=\tilde{\phi}_{\tau}\left(s ; \tilde{\mu}, y_{\tau}\right)
$$

Using the differential form of $y$, we have that

$$
\sup _{s \in[\tau, t]}|y(s)| \leq\left|y_{\tau}\right|+(t-\tau)\|\mu\|_{\infty}
$$

Looking at the differential equation satisfied by the difference of $y$ and $g$, we have that

$$
\begin{aligned}
\sup _{s \in[\tau, t]}|y(s)-g(s)| & \leq \int_{\tau}^{t}|\mu(y(q))-\mu(g(q))|+|\mu(g(q))-\tilde{\mu}(g(q))| d q \\
& \leq \int_{\tau}^{t}\|\mu\|_{0,1} \sup _{\tilde{q} \in[\tau, q]}|y(\tilde{q})-g(\tilde{q})|+\|\mu-\tilde{\mu}\|_{\infty} d q
\end{aligned}
$$

Then, using Grönwall inequality, we obtain that desired inequality.
Lemma 5.4.4. Suppose that $X^{(\mu, \sigma)}$ is the solution of equation (5.8) and $\phi_{\tau}(\cdot ; \mu, \xi)$, or simply denoted by $\phi_{\tau}(\cdot ; \xi)$, the solution of the deterministic ODE which appears in the system of equations in (5.10) with initial value $\xi$ at time $\tau$. In addition, let us assume that the coefficients $\mu, \sigma^{2}$ are Lipschitz continuous. Then, for every $t \geq \tau$ there exists a constant $C$ which depends on $\|\mu\|_{0,1},\left\|\sigma^{2}\right\|_{0,1}$ and $t-\tau$ such that

$$
\sup _{s \in[\tau, t]} \mathbb{E}_{\xi, \tau}\left(X^{(\mu, \sigma)}(s)-\phi_{\tau}(\cdot ; \mu, \xi)\right)^{2} \leq \frac{C\left(1+\xi^{2}\right)}{N} .
$$

Proof. We observe that in this case, the Lipschitz condition of $\mu$ and $\sigma^{2}$ implies their linear growth condition, note that for every $x \in \mathbb{R}$ it holds the following

$$
\begin{array}{r}
|\mu(x)| \leq K_{\mu}|x|+|\mu(0)| \leq\|\mu\|_{0,1}(1+|x|)  \tag{5.52}\\
\left|\sigma^{2}(x)\right| \leq K_{\sigma^{2}}|x|+\sigma^{2}(0) \leq\left\|\sigma^{2}\right\|_{0,1}(1+|x|)
\end{array}
$$

The following argument implies that the solution $X$ is bounded in the following way:

$$
\begin{array}{r}
\mathbb{E}_{\xi, \tau} \sup _{q \in[\tau, s]} X_{q}^{2}-\xi^{2} \lesssim \mathbb{E}_{\xi, \tau} \sup _{q \in[\tau, s]}\left(\int_{\tau}^{q} \mu\left(X_{q}\right) d q\right)^{2}+\frac{1}{N} \mathbb{E}_{\xi, \tau} \sup _{q \in[\tau, s]}\left(\int_{\tau}^{q} \sigma\left(X_{q}\right) d W q\right)^{2} \\
\leq \mathbb{E}_{\xi, \tau} \int_{\tau}^{s} \mu\left(X_{q}\right)^{2} d q(s-\tau)+\frac{1}{N} \mathbb{E}_{\xi, \tau} \int_{\tau}^{s} \sigma\left(X_{q}\right)^{2} d q \\
\leq \mathbb{E}_{\xi, \tau} \int_{\tau}^{s} C\left(1+X_{q}^{2}\right) d q(s-\tau)+\frac{1}{N} \mathbb{E}_{\xi, \tau} \int_{\tau}^{s} C\left(1+\left|X_{q}\right|\right) d q \\
\leq \mathbb{E}_{\xi, \tau} \int_{\tau}^{s} C\left(1+X_{q}^{2}\right) d q(s-\tau)+\frac{1}{N} \mathbb{E}_{\xi, \tau} \int_{\tau}^{s} C\left(1+\left|X_{q}\right|\right)^{2} d q \\
\lesssim \mathbb{E}_{\xi, \tau} \int_{\tau}^{s} C\left(1+X_{q}^{2}\right) d q(s-\tau)+\frac{1}{N} \mathbb{E}_{\xi, \tau} \int_{\tau}^{s} C\left(1+X_{q}^{2}\right) d q \\
= \\
C\left(s-\tau+\frac{1}{N}\right) \int_{\tau}^{s} \mathbb{E}_{\xi, \tau} \sup _{\tilde{q} \in \tau \tau, q]} X_{\tilde{q}}^{2} d q+C(s-\tau)\left(s-\tau+\frac{1}{N}\right)
\end{array}
$$

Grönwall's inequality implies that the following holds for every $s \in[\tau, t]$

$$
\mathbb{E}_{\xi, \tau} \sup _{q \in[\tau, s]} X_{q}^{2} \leq C(s-\tau)(s-\tau+1)\left(1+\xi^{2}\right) \mathrm{e}^{C(s-\tau+1)(s-\tau)}
$$

observe that $C$ depends on the linear growth of $\mu$ and $\sigma^{2}$. Using the boundedness of $\mathbb{E}_{\xi, \tau} \sup _{q \in[\tau, s]} X_{q}^{2}$, we get that

$$
\begin{array}{r}
\mathbb{E}_{\xi, \tau}\left(X(s)-\phi_{\tau}(s ; \xi)\right)^{2}=2 \mathbb{E}_{\xi, \tau} \int_{\tau}^{s}\left(X(q)-\phi_{\tau}(q ; \xi)\right)\left(\mu(X(q))-\mu\left(\phi_{\tau}(q ; \xi)\right)\right) d q+\frac{1}{N} \mathbb{E}_{\xi, \tau} \int_{\tau}^{s} \sigma(X(q))^{2} d q \\
\leq 2 K_{\mu} \int_{\tau}^{s} \mathbb{E}_{\xi, \tau}\left(X(q)-\phi_{\tau}(q ; \xi)\right)^{2} d q+\frac{1}{N} K_{\sigma, l i n .} \int_{\tau}^{s} \mathbb{E}_{\xi, \tau}(1+|X(q)|) d q \\
\\
\lesssim \int_{\tau}^{s} \mathbb{E}_{\xi, \tau}\left(X(q)-\phi_{\tau}(q ; \xi)\right)^{2} d q+\frac{1}{N} \int_{\tau}^{s} \mathbb{E}_{\xi, \tau}\left(1+X(q)^{2}\right) d q \\
\\
\lesssim \int_{\tau}^{s} \mathbb{E}_{\xi, \tau}\left(X(q)-\phi_{\tau}(q ; \xi)\right)^{2} d q+\frac{(s-\tau)}{N}\left(1+\mathbb{E}_{\xi, \tau} \sup _{q \in[\tau, s]} X(q)^{2}\right)
\end{array}
$$

Grönwall's inequality implies that the following holds for every $s \in[\tau, t]$

$$
\mathbb{E}_{\xi, \tau}\left(X(s)-\phi_{\tau}(s ; \xi)\right)^{2} \leq \tilde{C} \frac{(s-\tau)}{N} \mathrm{e}^{\tilde{C}(s-\tau)}\left(1+\xi^{2}\right)
$$

observe that $\tilde{C}$ depends on the linear growth of $\mu$ and $\sigma^{2}$ and the Lipschitz constant of $\mu$. Using inequality (5.52), we see that $\tilde{C}(s-\tau) \mathrm{e}^{\tilde{C}(s-\tau)}$ can be obtained as a function of $\|\mu\|_{0,1},\left\|\sigma^{2}\right\|_{0,1}$ and $s-\tau$.
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[^0]:    ${ }^{1}$ Notice that the above integral is the marginal distribution of $y$, i.e. $\mathbb{P}(y) \neq 0$, see for example (2.2)

[^1]:    ${ }^{2} L^{1}\left(\mathbb{Q}_{0}\right)$ is the space of all real-valued $\mathbb{Q}_{0}$-integrable functions

[^2]:    ${ }^{1}$ A filtration $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ is said to satisfy the usual conditions, if it is right-continuous and $\mathcal{F}_{0}$ contains all the $\mathbb{P}$-negligible events in $\mathcal{F}$

[^3]:    ${ }^{2}$ That means that $T_{t}$ satisfy the inequality $\left\|T_{t} f\right\| \leq\|f\|$
    ${ }^{3} \mathrm{~A}$ mapping $T_{(\cdot)}: \mathbb{R}_{+} \rightarrow L(X ; X)$ is called semigroup, if satisfy the following two properties: $T_{0}=I$, $T_{t+s}=T_{t} \cdot T_{s}$, where the product of two semi-groups is given by the composition of those two mappings.

[^4]:    ${ }^{4}$ The abbreviation is a shortening for the conditional expectation, $\mathbb{E}_{x} f\left(X_{t}\right):=\mathbb{E}\left(f\left(X_{t}\right) \mid X_{0}=x\right)$.

[^5]:    ${ }^{5}$ Take into account that $u$ is the solution of the elliptic problem and by applying Itô's formula on $Y_{t}$, we get that $d Y_{t}=u^{\prime}\left(\xi_{t}\right) \sigma\left(\xi_{t}\right) d W_{t}$

[^6]:    ${ }^{6}$ We have that: $d\left(e^{-\lambda l_{t}} \int_{0}^{t} u^{\prime}\left(\xi_{s}\right) d l_{s}\right)=-\lambda e^{-\lambda l_{t}} \int_{0}^{t} u^{\prime}\left(\xi_{s}\right) d l_{s} d l_{t}+e^{-\lambda l_{t}} u^{\prime}\left(\xi_{t}\right)\left(\xi_{t}\right) d l_{t}$

[^7]:    ${ }^{1}$ See also that $g_{i}$ can be written as follows $g_{i}\left(x^{i}, x_{i}\right)=\left(\begin{array}{c}e_{1}^{T} \\ \vdots \\ e_{i-1}^{T} \\ e_{i+1}^{T} \\ \vdots \\ e_{d}^{T} \\ e_{i}^{T}\end{array}\right)\binom{x^{i}}{x_{i}}$, where $e_{i}$ is the standard basis

[^8]:    ${ }^{1}$ If $m(t) \leq a \int_{0}^{t} m(s) d s+C$ implies $m(t) \leq C e^{a t}$

[^9]:    ${ }^{2}$ It is not necessary that $X_{0}$ satisfies the ODE in (5.10), but the existence of the ODE implies $X_{0} \in$ $C([0, T])$

