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Summary

High resolution spectroscopy of molecular nitrogen ions is a promising candidate for mea-
surement of potential time variation in the proton-to-electron mass ratio. In our experi-
ment, a vibrational Raman transition in a nitrogen ion will be compared with a quadrupole
transition in an atomic calcium ion, which will act as a frequency reference and be used
for the cooling and state detection of the nitrogen ion.
High resolution spectroscopy of molecular ions requires that the initial rovibronic state of
the ion is well controlled. In low, homogenous electric fields, resonance-enhanced multi-
photon ionisation (REMPI) can be used to load molecular ions into one state with high
fidelity. However, in the presence of electric fields, ionisation spectra exhibit frequency
shifts and the ionisation thresholds are broadened. The expected broadening of the ion-
isation threshold was simulated under various operating conditions of a typical linear
Paul trap. In many cases, the width of the ionisation threshold exceeded the separation
between rotational energy levels, preventing state-selective ionisation. Where other mit-
igation strategies are not sufficient, it may be necessary to switch the trapping fields off
rapidly during loading. Rapid switching of the trap drive has been demonstrated without
the loss of ions for switching of both the rf and dc fields and the consequent heating has
been characterised. Nitrogen ions have been loaded into the ion trap via 2+2 REMPI
while the electric trapping fields were minimised using this rapid switching technique.
In addition, the ten transition peaks and motional sidebands of the S1/2 → D5/2 quadrupole
transition in 40Ca+ were observed and characterised. Fits to the spectra yielded a frac-
tional resolution of ∆ν

ν ∼ 1 × 10−11. Further stabilisation of the magnetic field will be
necessary to improve these preliminary spectra.
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Chapter 1

Introduction

Trapped molecular ions have developed into indispensable tools with applications spanning

cold quantum chemistry,4,5 quantum computing,6 metrology7 and the search for new

physics beyond the Standard Model.8 The realisation of novel cooling techniques9 and

quantum logic detection schemes10 has made high-resolution measurements with molecular

ions practicable, and led to a heightened interest in tabletop atomic and molecular physics

experiments to probe fundamental physics.11–22 This thesis describes work towards an

experiment to use high resolution spectroscopy of molecular nitrogen ions to measure

potential variation in the proton-to-electron mass ratio. In the following sections, the

motivation and intentions for this experiment are explained.

1.1 Variation in Fundamental Constants

The Standard Model (SM) of particle physics has had unprecedented success in describing

the building blocks of the universe. Recent discoveries of the remaining particles predicted

by the SM, such as the Higgs boson, have completed the model.23–25 However, there are

inconsistencies between the SM predictions and the observed universe. These include the

imbalance of matter and antimatter in the universe;26,27 the incompatibility of the SM

and general relativity;8 the accelerating expansion of the universe, attributed to dark

energy;28–30 and galaxy formation, which suggests the existence of dark matter.31 The

SM also does not explain the reason for the fundamental constants’ values, which are only

known empirically. The Planck mission estimated that the universe is composed of 69

% dark energy, 26 % dark matter and 5 % particles from the SM.8 These discrepancies

motivate the search for new physics beyond the SM.

Extensions and alternatives to the Standard Model have been proposed to explain these

phenomena. Measurements of permanent electric dipoles, Lorentz and CPT (charge-

parity-time) symmetry violation and spatiotemporal variation in fundamental constants

have been proposed to test these new theories.32 Of these, the potential spatiotemporal

variation of the dimensionless fundamental constants α (the fine structure constant) and µ

(the proton-to-electron mass ratio) are of particular interest because they can be measured

with atomic and molecular physics experiments. Spatiotemporal variation in fundamental
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constants is predicted by string theory, discrete quantum gravity, loop quantum gravity,

chameleon fields, quintessence fields, light dark matter and some dark energy models.32,33

These theories fix the relations between the constants in the SM, so if one constant varies,

all are predicted to vary.8

Variation in fundamental constants may present as slow drifts, which suggest new physics;

oscillations, which suggest light dark matter;34 or fast transients, which suggest topological

defects.35 The timescale of potential time variation in α and µ may range from very

fast changes to slow drifts over cosmological timescales, depending on the mechanism

responsible. However, experiments with atoms and molecules are typically limited to

measurement repetition rates on the order of no less than seconds, to achieve the highest

precision in their measurements, and are generally limited to taking measurements over a

maximum of a few years.

Changes in fundamental constants may be measured by a number of methods: comparison

of atomic and molecular clocks, astrophysical spectra, meteorite dating, stellar physics and

cosmic microwave background radiation (CMB).32,36 Some astrophysical measurements

have hinted at variation in α,37–39 but these have yielded inconsistent results.40 Astro-

nomical measurements offer the possibility to measure over distances and timescales far

beyond the reach of atomic physics experiments, but they have low precision and poor

control. In contrast, laboratory atomic and molecular physics experiments permit highly

controlled environments and unique precision. As a result, these new precision measure-

ments have unparalleled potential to search for variation in fundamental constants.

1.2 Atoms and Molecules to Measure Fundamental Constants

Atomic and molecular transitions are usually considered to have constant transition ener-

gies in the absence of external fields. This is the premise of atomic frequency standards,

such as that used to define the second.41,42 However, transition energies depend on the

fine structure constant, α, and proton-to-electron mass ratio, µ, with different sensitivities

specific to the transition. In general, fine and hyperfine transition frequencies depend on

α and hyperfine, vibrational and rotational transition frequencies depend on µ.8 Changes

in α or µ would therefore translate to changes in transition frequency. This has implica-

tions for metrology, if there is not an equivalence between clocks of different types and in

different locations, but it also offers the potential for probing potential changes in these

constants.8

The sensitivity of a clock depends on the internal structure of the relevant atom or

molecule. The sensitivities of a transition to the changes in α (κα) and µ (κµ) affect

the transition frequency according to

∆ν

ν
= κα

∆α

α
+ κµ

∆µ

µ
, (1.1)
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where ∆ represents the variation in the succeeding quantity, and ν is the frequency of the

relevant transition.43,44 As two clocks must be compared in order to detect a change in

the ratio of their frequencies, r, this becomes

∆r

r
= |κα1 − κα2|

∆α

α
+ |κµ1 − κµ2|

∆µ

µ
, (1.2)

where the subscript numbers correspond to clocks labelled 1 and 2 arbitrarily. The values

κα and κµ are specific to the transition and species in question and depend on a number

of factors.

Since the early 2000s, the achievable fractional uncertainties in the measurement of optical

atomic transitions have decreased by more than five orders of magnitude to below 10−18.45

At this level of precision, the fractional uncertainty is small enough that potential changes

in α and µ can be constrained to a level that is meaningful within the predictions of some

alternatives to the SM. By measuring the ratio between the frequencies of two transi-

tions with different sensitivities, the variation of fundamental constants could be observed

and/or constrained. This has already been done to impose constraints on the variation of

fundamental constants. The existing constraints on α̇/α and µ̇/µ, imposed by tabletop

experiments, are fractional changes of ∼10−18 year−1 and ∼10−17 year−1 respectively46–48.

1.3 Candidates for New Measurements

Improving existing limits on α and µ means reducing the uncertainties in the measured

transitions, choosing transitions with different sensitivities or increasing the temporal or

spatial scope of the measurements. To make meaningful measurements, we also need to be

able to compare different clocks with different sensitivities. The search for phenomena such

as topological dark matter requires these clocks to be distributed over large distances. Cur-

rently, atomic and molecular clocks have been proposed using neutral atoms and molecules;

atomic and molecular ions; highly charged ions; and nuclear clocks. Molecular experiments

currently lag behind atomic frequency precision, but molecular spectroscopy to fractional

uncertainties below the current benchmark set by atomic spectra should be possible for

some molecular transitions. Similarly, experiments with highly charged ions and nuclear

transitions are still being developed, but may offer better sensitivity to fundamental con-

stants and less sensitivity to external fields than existing atomic and molecular clocks.

Experiments with neutral species in lattice traps have the advantage that large numbers

of atoms or molecules can be interrogated simultaneously, which gives them very good

short term stability. Candidates for measuring potential changes in α with optical atomic

clocks include the Sr (which is insensitive to α),49 Yb50 and Hg51 lattice clocks. Some

neutral molecules have also been proposed for probing potential changes in µ, including

CaF52 and Sr2.53

While it is usually only possible to interrogate one trapped ion at a time, it is possible to
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Table 1.1: Details of the v = 0→ v = 2 transition in the 14N+
2 ion.

Quantity Value

Transition frequency (THz) 129.4
Natural linewidth (Hz) <0.1
Relative Zeeman shift (G−1) 0
dc Stark shift (cm/V)2 8× 10−20

Quadrupole shift (mm2/V) 4× 10−18

Sensitivity 0.49

achieve very long lifetimes, compared to neutral species. Currently, neutral lattice clocks

and atomic ion clocks have achieved similar uncertainties. There are several optical atomic

ion clocks in operation, including Yb+, Al+, Hg+, Sr+, In+ and Ca+.8,45,46,54 However,

most of these clocks are insensitive to α with the exceptions of Yb+ and Hg+, with Sr+

clocks providing a possible reference.8 Molecular ions proposed as potential candidates for

measurements of µ include H+
2 ,55 HD+,56 O+

2 ,13 N+
2 ,12 CaH+,57–59 Cl+2 ,60 HfF+.60

Highly charged ions have strong internal electric fields which result in very large sensitivi-

ties to α. They are also insensitive to external field fluctuations compared to singly-charged

ions.61 These highly charged ions can be formed in electron-beam ion traps (EBITs) and

then co-trapped with an auxillary ion in a Paul trap, for example. Highly charged ions

generally require sympathetic cooling and a quantum logic method for state detection be-

cause the energy level spacings are too large. Quantum logic with highly charged ions has

recently been demonstrated for Ar13+.62 A number of candidate highly charged ion clocks

have been proposed for measuring potential changes in fundamental constants.61,63–65

Nuclear transitions are appealing for precise spectroscopy because the small size and elec-

tromagnetic moments of nuclei mean they are relatively insensitive to external pertur-

bations.66,67 In addition, nuclear clocks would be sensitive to changes in α and quark

masses.67,68 However, typical nuclear energy scales are several orders of magnitude be-

yond the photon energies that can be achieved with lasers. 229Th is the only known

nucleus with a transition that can potentially be accessed with lasers.69 Experiments with

Th, Th+ and Th3+ have been proposed.67

1.4 N+
2 Ion for Probing Stability of µ

In 14N+
2 , the proposed transitions for probing changes in µ are vibrational Raman tran-

sitions in the electronic ground state, X2Σ+
g , and I = 0 nuclear spin state. Specifically,

the (v,N, F,M) = (0, 0, 1/2,±1/2)→ (1, 0, 1/2,±1/2) or (2, 0, 1/2,±1/2) transitions have

natural linewidths narrower than 0.1 Hz and sensitivities of κµ = 0.49 (where 0.5 is the

ideal case for a pure vibrational transition).12 For this project, the v = 0 → v = 2

transition (see Table 1.1) will be measured indirectly using quantum logic spectroscopy.10

While blackbody radiation from room-temperature sources peaks in spectral density in the
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vibrationally-active infrared region of the electromagnetic spectrum, dipole rovibrational

transitions are forbidden in homonuclear diatomic molecules.12,70 Therefore, the lifetime

of the prepared rovibronic state is very long. Additionally, the blackbody radiation shift,

due to the electric field of the blackbody radiation present in the trap, is largely miti-

gated by the lack of allowed rovibrational transitions, low transition dipole moment to

the A 2Π state and the close spacing of the vibrational levels.12,71 As there is no electric

quadrupole in the rotational ground state, the electric quadrupole shift is zero for the

proposed transitions. By choosing magic wavelengths for the Raman lasers, where the ac

Stark shifts caused by the two lasers are equal, the ac Stark shift can also be brought

to zero.12 These characteristics give 14N+
2 some advantages over heteronuclear diatomic

molecules and make it a promising candidate for high precision spectroscopy.

1.5 Experiment Overview

Our experiment aims to measure potential temporal variation in the proton-to-electron

mass ratio by performing high resolution spectroscopy of molecular nitrogen ions. A

single calcium ion will be co-trapped with a single nitrogen ion in a linear Paul trap. This

enables high localisation, long trapping times and the exploitation of shared motional

modes of the ion crystal for cooling and state detection of the nitrogen. A quantum logic

scheme is necessary to detect the state of the nitrogen ion because excitation into a higher

electronic state results in decay into many vibrational and rotational states, preventing

cycling transitions that could be used for fluorescence detection.

The calcium ion was chosen as the auxilliary ion in this experiment because it has a clock

transition, to facilitate ground state cooling and quantum logic, and a similar mass-to-

charge ratio to nitrogen. This means they have strong shared motional modes which is

important for quantum logic and for sympathetic cooling. The clock transition in calcium

could in principle be used for comparison to the nitrogen transition as it is insensitive to

µ. However, while there are advantages to probing both ions in the same environment, the

clock transition in calcium is not particularly well-suited to this application compared to

other state-of-the-art atomic clocks.45,72 Therefore, the frequency of the transition in the

nitrogen ion will be compared to a frequency reference provided by the National Physics

Laboratory as part of the QSnet collaboration.52

For high resolution spectroscopy of the v = 0→ v = 2 transition, the nitrogen must be pre-

pared in the ground rovibronic state with high fidelity. Resonance-enhanced multiphoton

ionisation (REMPI) just above the ionisation threshold has been shown to produce nitro-

gen ions in the rovibronic ground state with purities greater than 99%.73 REMPI has also

been used to load molecular ions into rf ion traps state-selectively for some species.74–76 As

pure rotational transitions are electric-dipole-forbidden, the state purity of the nitrogen ion

(which is non-polar) will not be lost through interaction with the background blackbody

radiation (BBR). For this reason, loading nitrogen into the ion trap via a state-selective

REMPI scheme should enable state selectivity. This will be implemented using a 2+1’
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Figure 1.1: The experimental set-up for the experiment, showing the ion trap and molec-
ular beam line. TMP = turbomolecular pump. Diagram made by A. Gardner.3

REMPI method, using lasers at 255 nm and 212 nm.73

Once the N+
2 ion has been loaded, the calcium-nitrogen crystal will then be cooled to its

motional ground state using sideband cooling on the S1/2 → D5/2 transition in the calcium

ion. Then, the v = 0 → v = 2 vibrational transition in the ground X2Σ+
g state of the

nitrogen ion will be driven as a Raman transition using lasers at 714 nm and 1030 nm.

The state of the nitrogen ion will be read out using a quantum logic scheme (see Section

9.2).

The apparatus for this experiment consists of a chamber containing the linear Paul trap

and a molecular beam line used to load nitrogen into the trap (see Figure 1.1). Calcium

is evaporated from an oven below the trap and ionised using lasers aligned through the

trap. The nitrogen is released from a pulsed valve and passes through two skimmers before

reaching the centre of the ion trap. From here, it can be ionised by lasers aligned through

the trap. The trap chamber has three windows which allow optical access along the axis

of the trap and radially.

1.6 Thesis Overview

Previously, nitrogen had been loaded into an ion trap by a 2+1 REMPI scheme and the

relevant molecular beamline and trap chamber were set up. This work is described in

detail in A. Gardner’s thesis.3

The work in this thesis addresses two steps towards high resolution spectroscopy of ni-

trogen ions: the state-selective loading of nitrogen for the nitrogen spectroscopy and the

characterisation of the clock transition in calcium which will be used for cooling and non-

destructively reading out the state of the nitrogen ion. This thesis is structured as follows.

In Chapters 2 and 3, the theory needed to understand the general background to this thesis

is explained. The experimental set-up consisting of a linear Paul trap, laser systems and

imaging is described in Chapter 4. Chapter 5 presents the results of simulations performed

to assess the impact of the electric trapping field on the state selectivity of photoionisation
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processes. In response to this, the trap fields were rapidly switched off during loading of

molecular ions. The heating observed during switching of the trap voltages is presented

in Chapter 6. Chapter 7 contains the results of experimental loading of nitrogen ions into

the ion trap by electron ionisation and 2+2 REMPI. The desired 2+1’ mechanism was

not attempted because the laser for the ionisation step of the process was not operational

at the time the data was taken. Chapter 8 contains the preliminary results of quadrupole

spectroscopy of calcium ions. Finally, Chapter 9 concludes the work and offers suggestions

for future work.

The work in this thesis has led to the publication of:

• L. Blackburn and M. Keller, The effect of the electric trapping field on state-selective

loading of molecules into rf ion traps. Scientific Reports, 2020, 10, 18449. DOI

10.1038/s41598-020-74759-6.



8

Chapter 2

Theory: Ion Traps and Molecular Beams

This thesis describes simulations and experiments based on the trapping of ions in a linear

Paul trap and the loading of molecular ions into the trap via a molecular beam. This

chapter explains the theory of these techniques.

2.1 Linear Paul Traps

The simplest conceivable electric trap for charged particles would consist of static fields.

However, while it is possible to confine a charged particle in two dimensions using static

fields, this is not possible in three dimensions. This effect arises from Maxwell’s equations

and is referred to as Earnshaw’s theorem. We consider a three-dimensional harmonic

potential, Φ(x, y, z),

Φ(x, y, z) = Φ0 · (αx2 + βy2 + γz2), (2.1)

experienced by a charged particle in an electric field where α, β and γ are constants and

Φ0 is a constant defining the gradient of the electric field. Laplace’s equation dictates

∇2Φ = 0, (2.2)

for an electric field in free space. Then, assuming Φ0 6= 0, which is a requirement for

trapping, the Laplace equation may be rewritten

∇2Φ(x, y, z) = Φ0 · (2α+ 2β + 2γ) = 0. (2.3)

In order to confine the particle in all three dimensions simultaneously, there must be a

potential minimum in each at the same position. For this, the curvature of the potential

must be positive in all three dimensions simultaneously. In other words, α, β and γ must

all be positive. This is inconsistent with Equation 2.3 and so it is not possible to trap an

ion in three dimensions with static electric fields.
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There are two common solutions for this: the use of dynamic electric fields (Paul trap) and

the use of a combination of static electric and static magnetic fields (Penning trap). The

Paul trap is of interest to us and usually consists of an electric quadrupole which oscillates

at radiofrequencies. Higher-order multipole traps, most commonly 22-pole traps, offer a

larger low-field region in the centre and so are favoured in some applications.

The linear Paul trap confines the ions along one axis with a static electric field and in

the perpendicular plane using a radiofrequency (rf) electric field. This trapping method

relies on the interaction of the ion’s electric charge with the trapping field and so does not

depend on the internal state of the ion, nor does it change the internal state.

2.1.1 The Trapping Field

For a typical linear Paul trap a dc voltage is applied to each of the axial electrodes.

This creates a potential which is trapping along the axis and anti-trapping in the direc-

tions perpendicular to the trap axis. The voltages applied to the four radial electrodes

form an instantaneous quadrupole which oscillates at radiofrequencies. The electric field,

~E(x, y, z, t), is given by

~E(x, y, z, t) =
1

r2
0

[ (
−V rf

rad · cos(Ωt)− ηV dc
ax

)
~x

+
(
V rf

rad · cos(Ωt)− ηV dc
ax

)
~y + 4

(
ηV dc

ax

)
~z
]
,

(2.4)

where t is time and Ω is the trap drive frequency. η is the axial trap efficiency, which

accounts for the axial electrode separation and geometry, and 2r0 is the effective distance

between the radial electrodes, which also takes into account the deviation from the ideal

electrode geometry. The origin of the coordinate system is at the centre of the trap.77

It is desirable to use harmonic potentials to confine ions because the motional energy

levels are equally spaced, regardless of the energy of the ions. They are also simple

mathematically, making simulation of the ion motion more straightforward. The rf electric

field of the Paul trap evolves very quickly relative to the ion motion in the trap and so is

pseudo-harmonic. The harmonic approximation to the true rf potential is referred to as

the pseudopotential.

2.1.2 The Equations of Motion

In the trap field, the ion of charge Q experiences a force, ~F = −Q~E , which can be used in

conjunction with Newton’s second law to describe the motion of the ion. In the two radial

directions,

m
d2x

dt2
+Q

(
−V rf

rad · cos(Ωt)− ηV dc
ax

)
x = 0, (2.5)
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and

m
d2y

dt2
+Q

(
V rf

rad · cos(Ωt)− ηV dc
ax

)
y = 0. (2.6)

These two differential equations are referred to as the Mathieu equations. They can be

rewritten77

d2x

dΥ2
− (a− 2q · cos(2Υ))x = 0, (2.7)

and
d2y

dΥ2
− (a+ 2q · cos(2Υ))y = 0, (2.8)

where Υ = Ωt
2 , the q parameter is

q =
2V rf

radQ

mr2
0Ω2

, (2.9)

and the a parameter is

a = −4QηV dc
ax

mΩ2
. (2.10)

The q and a parameters define the trap, and the stability and dynamics of the trapped

ions are determined by these quantities alone.

The equation of motion in the axial direction is more straightforward,

m
d2z

dz2
+ 4QηV dc

ax z = 0. (2.11)

2.1.3 Ion Stability

Not all solutions to the Mathieu equation correspond to stable trajectories in the trap.

Where the trajectory is not stable, the ions are not trapped. In the q, a parameter space

there are regions of stability for each of the radial directions. Where these regions overlap,

ions can be stably trapped (Figure 2.1(a)). The stability with respect to the axial dc

voltage is accounted for within the a parameter.

The parameters q and a depend on the charge-to-mass ratio of the ion, the electrode

voltages and the frequency of the rf component of the electric field. This means that ions

of different charge-to-mass ratios will be stable in different traps (Figure 2.1(b)). Where

the charge-to-mass ratio is similar, different ions can be trapped in the same trap with

the right choice of parameters. However, if they are sufficiently different, it may not be

possible. The trap drive frequencies used in typical ion traps range from 100s MHz for

light ions such as H+ to 10s Hz for macroparticles.77
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Figure 2.1: Ince-Strutt stability diagrams for a linear Paul trap, plotted using the ana-
lytical expressions from E. Butikov.78 (a) The stability regions in x and y. The shaded
regions represent regions where the ion motion is stable and trapping is possible. (b) The
first stability regions for calcium ions and nitrogen ions in terms of the q and a parameters
of calcium. Where the two stability regions overlap, the calcium and nitrogen ions can be
stably trapped in the same ion trap.

2.1.4 Secular Motion and Micromotion

In the approximation |q|, |a| � 1, ion motion in a Paul trap is governed in the radial

directions by77

x(t) = x0

[
1− q cos(Ωt)

]
cos(ωxt+ φx), (2.12)

and

y(t) = y0

[
1− q cos(Ωt)

]
cos(ωyt+ φy), (2.13)

where

ωr =

√
q2

2 ± a
2

Ω. (2.14)

As the timescales of the two oscillating terms are very different, it is useful to consider

them separately. The frequency ωr is the harmonic oscillator frequency of the ion trapped

in the pseudopotential. This is referred to as the secular frequency. The faster motion at

the trap drive frequency is called micromotion (Figure 2.2). Displacing the ions from the

centre of the trap will result in an increase in micromotion amplitude. The micromotion

is minimised at the trap centre, but it is intrinsic to the trapping method and cannot be

eliminated. The depth of the trap, D, in the radial plane is77

D =
m

2
ω2

r r
2
0. (2.15)
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Figure 2.2: Motion of a trapped ion in one radial axis from a 3D molecular dynamics
simulation.

Trap depths of several electronvolts are common, corresponding to temperatures of >

1× 104 K. This allows very hot ions to be trapped.

In the axial direction, the motion is described by

z(t) = z0 cos(ωzt+ φz), (2.16)

where

ωz =

√
−a
2

Ω. (2.17)

In this case, there is only one motional frequency because there is no rf component to the

trapping field along the axis of the trap.

2.1.5 Real Traps

A harmonic potential is achieved by hyperbolic electrodes. Real electrodes are often not

truly hyperbolic, in order to facilitate better optical access. The resulting anharmonicities

become siginificant for high energies. This is usually negligible at the very low motional

energies used in most atomic physics experiments. It is usually assumed that the radial

geometry of the trap is perfectly efficient. However, in a non-ideal trap this is not the

case.79
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In real traps, there are often stray electric fields caused by charge building up on dielectric

surfaces in the vicinity of the trap. In addition, it is possible that the potential minimum of

the dc electric field from the axial electrodes does not exactly coincide with the minimum

of the rf field. When the ions are displaced from the centre of the rf trapping field, there

is excess micromotion. Unlike the intrinsic micromotion discussed earlier, this excess

micromotion can be compensated by dc voltages applied to the trapping electrodes.80

Additionally, if one diagonal pair of radial electrodes is driven with an rf voltage and the

other pair is held at ground, the asymmetry of the trap drive results in a component of

the rf field along the trap axis. In some cases, this may lead to rf confinement in all three

dimensions of the trap. Whilst it may be advantageous under some circumstances, this

also results in micromotion for ions displaced along the axis of the trap in addition to the

radial directions.

2.1.6 Coulomb Crystals

Hot trapped ions exist as a plasma in which they interact with other trapped ions, through

an effective potential created by the other ions. This is the case above a critical tempera-

ture given by the plasma parameter, Γplasma,

Γplasma =
Ep

Ek
' 160 (2.18)

where Ep is the potential energy due to the interaction of an ion with its nearest neighbour

and Ek is the average kinetic energy.81 These temperatures are usually on the order of a

few mK and are readily achieved with laser cooling.

Below this critical temperature the ions can crystallise to form a regular array or Coulomb

crystal. In such crystals, the ions have shared motional modes and are well-localised.

Individual ions are separated due to the Coulomb repulsion and can be resolved in camera

images if the ions fluoresce. The crystal structure is dictated by the balance of the trapping

force and the inter-ion Coulomb repulsion.

In the case of multi-species crystals, crystallisation still occurs, but the trapping force

on the ion will depend on its charge-to-mass ratio. If the ions are sufficiently similar in

charge-to-mass ratio, the crystal will be slightly distorted, but otherwise intact. The ions

will have shared motional modes as in the case of a single-species crystal. In cases of

extreme differences between the ions, they may localise in different regions of the trap,

with lighter and more highly charged ions crystallised closer to the centre of the trap.82

2.2 Molecular Beams

Molecular ions can be loaded into rf traps by ionising molecules from a homogenous back-

ground gas. However, collisions between trapped ions and background molecules are un-
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desirable. Thermalisation of the rotational state and charge-exchange reactions can cause

loss of the internal state of the produced ion, which is detrimental in many applications.

One solution to this is to load ions into the trap via a molecular beam. A molecular beam

is a stream of molecules travelling through a vacuum or low pressure environment. A high

density of molecules can pass through the centre of the trap without conceding a high

pressure in the wider trapping region. If the molecules in the tail of the molecular beam

packet are ionised to load the ion trap, then damaging collisions are minimised.

The properties of supersonic beams are advantageous in many applications, because the

adiabatic expansion results in effective cooling of the translational motion and some cooling

of the rotational and vibrational degrees of freedom.83 This is beneficial for experiments

that require controlled, cold molecules for ionisation and reaction studies and for further

deceleration by external fields (e.g. Zeeman deceleration). For example, many ionisation

processes proceed via a resonant excitation step from the ground rovibronic state, and so

the ionisation probability is maximised at low internal temperatures where the population

is almost entirely in the ground state.

2.2.1 Dynamics of Supersonic Atomic Beams

We consider the dynamics of the atomic beam under the ideal gas approximation and

assume a continuous free-jet rather than a pulsed source, although this is usually a good

approximation.84 The gas starts in a high pressure reservoir, and a small aperture is opened

briefly to allow atoms to escape into an expansion region of lower pressure. Collisions

between atoms at the aperture convert thermal energy in the reservoir to kinetic energy

along the propagation axis of the beam. The resulting beam accelerates and cools as it

expands. Supersonic expansion occurs when the pressure of the original container, P0, is

much higher than the pressure in the expansion region, Pb. The condition for supersonic

expansion is

P0

Pb
>

(
γ + 1

2

)γ/(γ−1)

, (2.19)

where γ = cP/cV is the isentropic expansion factor of the gas. For an atomic beam,

γ = 5/3.84

A supersonically expanding gas behaves differently in different zones after leaving the

aperture (Figure 2.3). The zone of silence has the desired beam properties: high number

density, low temperature and high velocity.85 Beyond the Mach disk, which bounds the

zone of silence along the beam axis, shock waves caused by the supersonic propagation

disrupt the beam’s properties. The Mach disk is positioned at a distance, ZMach,

ZMach = 0.67 m ·
(
P0

Pb

)
. (2.20)

The first skimmer for collimation of the beam must be placed closer than this distance to

conserve the desired properties of the beam.84
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Figure 2.3: Shock boundaries and expansion zones for the expansion of a supersonic
molecular beam. Adapted from G. Scoles.84

The propagation of the beam is characterised by the Mach number, M = v/vs, where v is

the velocity and

vs =

√
γRT

Mmol
, (2.21)

where R is the universal gas constant and Mmol is the molar mass of the constituent

atoms.84 The Mach number, found empirically, may also be written

M = A

(
z − z0

d

)
−

 1
2

(
γ+1
γ−1

)
A
(
z−z0
d

)(γ−1)

 , (2.22)

where d is the diameter of the aperture, z is the propagation distance and A and z0 are

empirical fit parameters. The Mach number increases from M � 1 inside the initial

chamber to M = 1 at the aperture (Figure 2.3). As the beam flows, it accelerates (M>1)

and cools as a result of the adiabatic expansion. As the beam expands, the velocity and

temperature are

v = M

√
γRT0

Mmol

(
1 +

γ − 1

2
M2

)− 1
2

, (2.23)

and

T = T0

(
1 +

γ − 1

2
M2

)−1

, (2.24)

respectively, where T0 is the initial temperature of the gas in the reservoir. If all of the

thermal energy of the gas is converted to kinetic energy along the beam axis, then the

terminal velocity vt is reached85

vt =

√
2R

Mmol

(
γ

γ − 1

)
T0. (2.25)
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The distribution of velocities in the atomic beam is narrower than in the thermalised gas

before expansion, and the terminal peak velocity of the beam packet is greater than the

initial peak velocity. Assuming that there is sufficient time for thermalisation, the velocity

distribution is described by a Maxwell-Boltzmann distribution.

2.2.2 Dynamics of Supersonic Molecular Beams

The theory of the molecular beam differs from the ideal case for an atomic beam described

above. The richer internal structure of molecules adds more complexity. For the expansion

of the molecular beam, we must consider vibrational and rotational temperature of the

beam in addition to the translational temperature. For a diatomic gas, such as N2, the

isentropic expansion factor is γ = 7/5, in the assumption that there is minimal vibrational

excitation and some rotational excitation.86

In an atomic beam, the translational degrees of freedom are effectively cooled through

collisions during the adiabatic expansion of the gas. In molecules, there is effective cooling

of the translational motion, but the efficiency of the rotational and vibrational cooling

depends on a number of factors. The probability of collisions driving molecules to lower

vibrational and rotational states is higher if the energy levels are more closely spaced.

Therefore, the rotational degrees of freedom are generally more effectively cooled than the

vibrational degrees of freedom. The splitting of vibrational and rotational energy levels

is also smaller for molecules with heavier nuclei. The efficiency of internal cooling also

depends on the stagnation pressure in the reservoir and the diameter of the aperture.87

It is possible to improve the cooling of molecules by seeding the beam with an atomic

species, usually a noble gas. Inelastic collisions transfer rotational and vibrational energy

from the molecules to the translational energy of the atoms, which is then cooled during the

expansion of the gas. This internal energy transfer is more effective for rotational degrees

of freedom than for vibrational degrees of freedom. Seeding is typically only effective with

less than about 5 % of the molecular species in the gas mixture.86,88 Seeding also allows

some control over the velocity of the molecular beam because the velocity depends on

the molar mass of the atomic species and its heat capacity (in addition to the reservoir

temperature).
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Chapter 3

Theory: Light and Matter

This chapter introduces light-matter interactions. This includes the theory of radiative

transitions, laser cooling and spectroscopy.

3.1 Radiative Transitions

There are many processes that atoms and molecules may undergo that result in transitions

from one internal state to another. These can be radiative, involving the absorption or

emission of photons, or non-radiative, such as through collisions with other particles,

intersystem crossing or excitation by an electrical current (as in fluorescent light bulbs).89

Of particular interest to the field of atomic and molecular physics are radiative transitions

which form the basis of laser cooling, photoionisation and spectroscopy. In this section,

we discuss these radiative processes assuming a classical electromagnetic wave interacting

with the atom or molecule. Magnetic transitions are not considered.

3.1.1 Atom Interacting with an Electromagnetic Wave

In the case of an atom interacting with a light field, the electron experiences a Lorentz

force, ~F = −e(~E + ~v × ~B). The potential energy of the interaction, W = ~F · ~r, is

W (~r, t) = −e~E(~r, t) · ~r − e(~v × ~B(~r, t)) · ~r, (3.1)

where ~v is the velocity, ~r is the position, ~E is the electric field of the radiation, ~B is

the magnetic field of the radiation, e is the charge of an electron and t is time. The

Hamiltonian, Ĥ ′, for the atom-light system is

Ĥ ′ = Ĥ(0)
a + Ŵ (~r, t), (3.2)
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Figure 3.1: Energy level diagram for a two level system coupled by a laser.

where Ĥ
(0)
a is the unperturbed Hamiltonian for the case of the one-electron atom.90 In

principle, we would then like to solve the Schrödinger equation for the wavefunction, Ψ,

i~
∂Ψ(~r, t)

∂t
= ĤΨ(~r, t). (3.3)

The solutions to the unperturbed Schrödinger equation are of the form

Ψ
(0)
k (~r, t) = ψk(~r) exp

[
− iEkt

~

]
, (3.4)

where Ek is the energy of the state and ~ is the reduced Planck constant. As the functions

ψk(~r) form a complete set of energy eigenfunctions, any wavefunction of the atom may be

written as a linear combination of these functions, i.e.

Ψ(1)(~r, t) =
∑
k

ck(t)ψk(~r) exp

[
− iEkt

~

]
, (3.5)

where the coefficients ck(t) are a consequence of the time-dependent perturbation caused

by the laser. |ck(t)|2 is the instantaneous probability that the atom is in state k at time

t, provided the wavefunction is normalised such that∑
k

|ck(t)|2 = 1. (3.6)

Considering a two-level system (Figure 3.1), the wavefunction can be written as a linear

combination of the two basis states,

Ψ(1)(~r, t) = c1(t)ψ1(~r) exp

[
− iE1t

~

]
+ c2(t)ψ2(~r) exp

[
− iE2t

~

]
, (3.7)

where states 1 and 2 are the ground and excited states respectively (see Figure 3.1). The
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Schrödinger equation for the interaction is given by

[Ĥ(0)
a + Ŵ (~r, t)]Ψ(1)(~r, t) = i~

∂Ψ(1)(~r, t)

∂t
. (3.8)

After cancelling out the terms from the unperturbed Schrödinger equation, we find

c1(t)Ŵ (~r, t)Ψ
(0)
1 (~r, t) + c2(t)Ŵ (~r, t)Ψ

(0)
2 (~r, t)

= i~
[

dc1(t)

dt
Ψ

(0)
1 (~r, t) +

dc2(t)

dt
Ψ

(0)
2 (~r, t)

]
.

(3.9)

Substituting in the zero-order wavefunctions, multiplying from the front by ψ∗1(~r) · e
iE1t
~

and integrating with respect to ~r, we get

i~ċ1(t) = c1(t) 〈ψ1(~r)|Ŵ (~r, t)|ψ1(~r)〉+ c2(t) 〈ψ1(~r)|Ŵ (~r, t)|ψ2(~r)〉 e−iω0t;

i~ċ2(t) = c1(t) 〈ψ2(~r)|Ŵ (~r, t)|ψ1(~r)〉 e−iω0t + c2(t) 〈ψ2(~r)|Ŵ (~r, t)|ψ2(~r)〉 ,
(3.10)

where ω0 = |E1−E2|
~ . Using 〈ψi(~r)|Ŵ (~r, t)|ψi(~r)〉 = 0, the equations become

ċ1(t) =
−i
~
c2(t)

〈
ψ1(~r)

∣∣∣ Ŵ (~r, t)
∣∣∣ψ2(~r)

〉
e−iω0t;

ċ2(t) =
−i
~
c1(t)

〈
ψ2(~r)

∣∣∣ Ŵ (~r, t)
∣∣∣ψ1(~r)

〉
e−iω0t

(3.11)

We assume that the incident laser has a frequency ω = ω0 + ∆, where ∆ is the detuning

of the laser from the transition. The coupled equations 3.11 can be rewritten in terms of

the Rabi frequency, ΩR,

ΩR =
〈ψ2(~r)|Ŵ (~r)|ψ1(~r)〉

~
. (3.12)

Using the rotating wave approximation,90 this results in

ċ1 ≈ −iΩRc2e
−i∆t;

ċ2 ≈ −iΩ∗Rc1e
−i∆t

(3.13)

The Rabi frequency represents the frequency of oscillation between the two states under

the laser field. Solving the coupled equations, assuming the population starts in the ground

state at time t = 0, we obtain

c2(t) =
Ω∗R
2

(
1− ei∆t

∆

)
;

|c1(t)|2 = 1− |c2(t)|2.

(3.14)

The oscillation between the two states, with the same probability of absorption and stim-

ulated emission under the action of the laser, shows the symmetry of these processes.
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3.1.2 Electric Transitions

In the case of electric interactions, the Hamiltonian simplifies to

Ĥ ′E = Ĥ(0)
a − e~E(~r, t) · ~r. (3.15)

The Schrödinger equation is rarely solved for the case of all electric transitions. In most

cases, the so-called dipole approximation is used to reduce the problem to the simplest

useful case. This is a very useful approximation which accounts for most probable tran-

sitions, referred to as (electric) dipole or E1 transitions. Higher order transitions, often

referred to as dipole-forbidden transitions, are particularly relevant for metrology applica-

tions because they usually have very narrow linewidths. The most probable of these are

electric quadrupole (or E2) transitions. Higher order transitions do also occur, but with

each extra term in the expansion the probability decreases. In addition to single-photon

transitions, multiphoton transitions can occur via the absorption of more than one pho-

ton. In the following sections, approximations are employed to consider the special cases

of electric dipole, electric quadrupole and multiphoton transitions.

3.1.3 Electric Dipole Transitions

Assuming that the wavelength of the incident radiation is much longer than the spatial

extent of the atom, it is reasonable to assume that the electric field experienced by the

atom varies only in time. This electric dipole approximation yields

~Edipole = E0ε̂ · e−iωt, (3.16)

where ε̂ is the polarisation vector of the light and E0 is the electric field amplitude.90 The

Rabi frequency in this case is

Ωdipole
R,E =

〈Ψj(~r, t)|~d · ~E(~r)|Ψi(~r, t)〉
~

(3.17)

where ~d = −e~r is the dipole moment of the atom. We define the transition dipole moment,

~Dij , for a transition from state i to state j such that,

~Dij = −e 〈Ψj(~r, t)|~r|Ψi(~r, t)〉 (3.18)

There are four matrix components of the transition dipole moment associated with the

possible combinations of states. A dipole transition is allowed if the transition dipole

moment is non-zero.
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Figure 3.2: Energy level system for a two photon process which proceeds from state |1〉
to state |2〉 via an intermediate virtual state |v〉.

3.1.4 Electric Quadrupole Transitions

Electric quadrupole transitions arise from the spatial gradient of the electric field of the

light across the atom.90 The electric quadrupole moment, Qij , is

Qij = e(3xixj − r2δij), (3.19)

where xi, xj are the coordinates of the valence electron and δij is the delta function.91,92

The quadrupole interaction energy, WQ, is given by91,92

WQ = −1

6

∑
ij

Qij
∂Ej
∂xi

∣∣∣∣∣
x=0

. (3.20)

The electric field gradient is small compared to the temporal variation considered in the

dipole approximation. This results in a low relative transition strength, characterised by

the Rabi frequency

Ωquad.
R,E = − 1

6~
∑
ij

〈Ψj(~r, t)|Qij |Ψi(~r, t)〉
∂Ej
∂xi
|x=0. (3.21)

3.1.5 Multiphoton Transitions

Multiphoton excitations enable transitions in cases where the energy gap is too large for

a single photon process, such as in multiphoton ionisation schemes.93 Raman transitions

are also commonly used to address forbidden transitions and to transfer population adi-

abatically between states.94 These transitions occur between states via the absorption or

emission of multiple photons. In practice, the photons interfere constructively and are

absorbed simultaneously by the atom. However, for simplicity, we treat the photon ab-

sorption as a series of excitations from the ground state via virtual states until the excited
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state is reached. Our focus will be the simplest case of this: the two-photon transition.

Here, there are two real states and one virtual state, where the virtual state may lie

between the two states in energy or above (Figure 3.2). The virtual state is purely a

mathematical device (and is never occupied) so this is not the same as two consecutive

transitions.

Within the dipole approximation, the electric field of the two photons, labelled a and b,

is

~E(t) = ~E0ae−iωat + ~E0be−iωbt, (3.22)

where the two photons may have different frequencies. The two-photon process is treated

as two consecutive single-photon transitions: from the ground state |1〉 to the virtual state

|v〉 and from the virtual state |v〉 to the excited state |2〉.3 For each laser, we must consider

the possible coupling between each pair of states. In this case, Equation 3.14 for the first

transition to the virtual state becomes

cv(t) =
Ω1va

2

(
1− e−iδ1vat

δ1va

)
+

Ω1vb

2

(
1− e−iδ1vbt

δ1vb

)
, (3.23)

where δ1va = ωv − ω1 − ωa, δ1vb = ωv − ω1 − ωb. The population of the excited state is

then given by

c2(t) =

(
Ω1vaΩ2va

4δ1va
+

Ω1vbΩ2va

4δ1vb

)
·

(
1− e−iδ2vat

δ2va

)

+

(
Ω1vaΩ2vb

4δ1va
+

Ω1vbΩ2vb

4δ1vb

)
·

(
1− e−iδ2vbt

δ2vb

)
.

(3.24)

If the two photons are the same colour, then this simplifies to

c2(t) =
Ω1vΩ2v

δ1v
·

(
1− e−iδ2vt

δ2v

)
. (3.25)

3.1.6 Spontaneous Emission

Spontaneous emission is the final radiative transition process. The semi-classical descrip-

tion, in which light was treated as a classical electromagnetic wave, is no longer sufficient.

A rate equation treatment of spontaneous decay can be used to obtain the correct decay

rate, now known as the Einstein A coefficient.90 The rigorous derivation of spontaneous

emission rates comes from Wigner-Weisskopf theory, but the details are not relevant to

understand this thesis.



23

Electric Dipole Transitions

For a dipole transition in a two level system, the rate of spontaneous emission is given by

the product of the Einstein Aij coefficient

Aij =
8π2ν3

ij

3ε0~c3
|Dij |2, (3.26)

and the population of the excited level, where νij is the transition frequency and Dij is

the transition dipole moment.70,95

Electric Quadrupole Transitions

For the quadrupole transition, the Aij coefficient is different. In this case,

Aij =
4π4ν5

ij

5ε0~c3
|Qij |2, (3.27)

where Qij is the quadrupole transition moment.95,96 There is a greater dependence on the

transition frequency compared to the decay rate for dipole transitions.

3.1.7 Transition Moments, Symmetry and Selection Rules

We have, thus far, defined dipole and quadrupole transitions by the electric field interac-

tions responsible for them without considering which transitions these correspond to within

the atom. However, there are selection rules based on symmetry arguments which remove

the need for laborious calculations in determining whether transitions occur between pairs

of states.

Transition moments dictate the probability of excitation and decay between states. If

a transition moment is zero, there is zero probability of that transition occurring. The

transition moment expectation value is zero if the transition moment function (to be

integrated as per 〈ψ|µ̂|ψ〉) is antisymmetric, and non-zero if it is totally symmetric. In

the case of a dipole transition, the operator µ̂ = Dij is antisymmetric and so the product

of the two states for the transition must be antisymmetric, to ensure the total product

is symmetric. In the case of a quadrupole transition, the operator µ̂ = Qij is symmetric

and so the product of the states for the transitions must also be symmetric. Transitions

with zero dipole transition moments are referred to as dipole-forbidden or just forbidden

transitions, because quadrupole transitions occur with probabilities ∼108 times lower than

dipole transitions.70 Some selection rules are given in Table 3.1.
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Table 3.1: Selection rules for electric dipole (one- and two-photon) and quadrupole tran-
sitions.1 Selection rules marked with a star cannot occur between two states with l = 0.

Quantum number Dipole Quadrupole Two-photon (dipole)

∆L 0*, ±1 0*, ±1, ±2 0, ±2
∆l ±1 0, ±2 0, ±2

∆ml 0, ±1 0, ±1,±2 0, ±1,±2
∆S 0 0 0
∆J 0*, ±1 0*, ±1, ±2 0, ±2

3.1.8 The Optical Bloch Equations

The complete Hamiltonian for an atom-laser system includes the interaction Hamiltonian

and the spontaneous emission operator. We can introduce a density matrix operator

ρ̂ =
∑
j

Pj |ψj〉 〈ψj | , (3.28)

which represents the state of the system, where Pj is the probability of the state. The

density matrix is a 2x2 matrix for a two-level system

ρ̂ =

 ρ11 ρ12

ρ21 ρ22

 =

 ∣∣c1(t)
∣∣2 c1(t)c∗2(t)

c2(t)c∗1(t)
∣∣c2(t)

∣∣2
 . (3.29)

The diagonal elements represent the state populations and the other elements show the

couplings between the states. We can write coupled equations to show the time evolution

of each of the elements of the density matrix

dρ11

dt
= Γρ22 − i

ΩR

2

(
ρ21ei∆t − ρ12e−i∆t

)
;

dρ22

dt
= −Γρ22 + i

ΩR

2

(
ρ21ei∆t − ρ12e−i∆t

)
;

dρ12

dt
= −Γρ12

2
+ i

ΩR

2
ei∆t (ρ11 − ρ22) ;

dρ21

dt
= −Γρ12

2
− iΩR

2
ei∆t (ρ11 − ρ22) ;

(3.30)

where Γ is the spontaneous decay rate. These equations are known as the Optical Bloch

Equations (OBEs) because of their resemblence to the Bloch equations for nuclear mag-

netisation. The steady state solutions are97

ρ22 =
s/2

1 + s+ (2∆/Γ)2
;

ρ11 = 1− ρ22,

(3.31)

where s = I/Is is the saturation parameter and the saturation intensity is given by

Is =
2π2hcΓ

3λ3
. (3.32)
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Similarly for the coherences

ρ̃21 = ρ21ei∆t =
iΩR

2
(

Γ
2 − i∆

)(
1 +

2Ω2
R

Γ2+4∆2

) . (3.33)

The decay rate Γ is the natural linewidth of the transition. This width arises from the

Heisenberg Uncertainty principle due to the finite lifetime of the excited state. However,

for saturation parameters greater than zero the linewidth is broadened to Γ′,

Γ′ = Γ
√

1 + s. (3.34)

In order to extend this to multilevel systems, a density matrix can be constructed in the

same way and the resulting OBEs can be solved for the evolution of the system.

3.2 Laser Cooling

Laser cooling methods allow cooling to sub-mK temperatures. The first of these tech-

niques, Doppler cooling, was first achieved for trapped ions in 1978.98,99 In the intervening

years, the field of laser cooling has expanded. Additional techniques have been developed

which are capable of cooling below the limit of Doppler cooling. These techniques include

resolved-sideband cooling100 and Sisyphus cooling.101 Laser-cooled atomic ions may be

used to sympathetically cool co-trapped molecular ions. In this section, we discuss the

theory of Doppler cooling and sympathetic cooling.

3.2.1 Principle of Doppler Cooling

Photons have momentum equal to ~k, where k = 2π
λ is the wavevector of the light. If a

photon is absorbed by the atom, its momentum is imparted to the atom. If the atom then

undergoes stimulated emission, the momentum kick is equal and opposite to the absorption

kick and so the net force due to the absorption-emission process is zero. In constrast, if

the ion decays back to the ground state by spontaneous emission, the photon is emitted in

a random direction. The momentum kick experienced by the ion is in a direction that is

uncorrelated to the absorption. This process is isotropic and, over many events, the effect

of the momentum kicks caused by the spontaneous emission from the excited state is zero.

However, because the laser field is highly directional, the kick caused by the absorption is

always in the same direction. If the ion is moving towards the laser beam, it experiences a

reduction in its momentum, corresponding to cooling. If it is moving away from the laser

beam, it experiences an increase in its momentum, corresponding to heating. In the ion

trap the ion oscillates and so, for a stable laser direction, moves both towards and away

from the laser beam with varying velocity. In order to ensure that the net effect of the

laser is to cool the ion, the laser must be detuned so that absorption is more probable

when the ion moves towards the laser than when it moves away from it. In this way,
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there are more cooling interactions than heating interactions. This relies on the Doppler

effect shifting the frequency of the laser in the frame of the ion so that it sees the laser

on-resonance when it is red-detuned.

The momenta of optical photons are very small and so cooling an ion typically requires

thousands of absorption events. Central to this method is the need for a cyclical transition

within the ion. Otherwise, population will leak out of the cooling cycle and only a small

number of cycles will occur before the ion can no longer be cooled. This requirement is

the reason that laser cooling of molecules is challenging: the rotational and vibrational

structure means that decay into multiple channels is inevitable.

3.2.2 Doppler Cooling of a Two Level System

In the simplest case of Doppler cooling, there are only two levels: a ground state and an

excited state. For this, we can use the results we calculated earlier for a dipole-allowed

transition. The force on the atom through a cycle of absorption/emission will be

~F =
d~p

dt
= ~~kΓρ22 = ~~kΓ

s0/2

1 + s0 + (2∆/Γ)2
, (3.35)

provided the atom/ion is stationary with respect to the laser-propagation direction, ~k. If

the ion moves along the direction k̂ then the detuning seen by the atom becomes ∆ →
∆ + ~vk

~k and

~F (vk) = ~~kΓ
s0/2

1 + s0 +

(
2(∆+~vk

~k)
Γ

)2 . (3.36)

If the velocity of the ion is sufficiently small, then a Taylor expansion about vk can be

used to write the force in two terms: one of which is dependent on the velocity. This gives

~Fv = ~F0 + βvkk̂, (3.37)

where β is

β = −4~k2∆

Γ
· s0

1 + s0 + (2∆/Γ)2
. (3.38)

The velocity-dependent term acts in the opposite direction to the ion’s velocity and so

damps its motion. This result accounts for the damping of the ion motion caused by the

Doppler cooling mechanism. However, there is a limit to the temperatures that can be

achieved by this method. As the ion is cooled, it moves out of resonance with the cooling

laser. This limits the minimum temperature, TDoppler, that can be achieved by Doppler

cooling to

TDoppler =
~Γ

2kB
. (3.39)
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In addition, the random emission process contributes to heating of the ion. This recoil

mechanism limits the achievable temperature to Trecoil,

Trecoil =
~2k2

mkB
. (3.40)

The recoil limit is usually much lower than the Doppler limit and may be reached by sub-

Doppler cooling methods such as Sisyphus cooling or velocity-selective coherent population

trapping.97

3.2.3 Sympathetic Cooling

In buffer gas cooling, a colder species thermalises with one at a higher temperature, cooling

the warmer species to a weighted mean temperature.102 The requisites of this method are a

large elastic collision cross-section to ensure thermalisation and low inelastic cross-section

to prevent changes in the internal state.103 For sympathetic cooling the cold species is

laser cooled during thermalisation and the target species reaches the limit of the laser

cooling. This is a powerful method for the cooling of molecules because there are very few

constraints on the structure of the sympathetically cooled species. It has been used to

cool molecular ions to the motional ground state104 and has even been proposed for the

cooling of graphene to temperatures below 60 µK.105

3.3 Atomic and Molecular Spectra

3.3.1 Term Symbols

In spectroscopy and atomic physics, the configurations of atoms and molecules are often

referred to using symbols which contain information about the quantum numbers and

symmetries of the states. These are called term symbols and are different for atomic and

molecular states. Transitions between energy levels are denoted T ′ ← T for absorption

and T ′ → T for emission (following the spectroscopic convention), where the term symbol

for the higher energy level, T ′, is always written first.70 In the convention used in this

thesis, T ′ is the initial state and T is the final state, regardless of state energy.

Atomic Term Symbols

Atomic term symbols contain the important information about the total state of the atom

in a concise way. Atomic term symbols for energy levels are of the format

2S+1LJ , (3.41)
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where S is the spin quantum number, L represents the orbital angular momentum quantum

number (where quantum numbers of 0, 1, 2, 3, 4 are replaced by S, P, D, F, G) and J

is the total angular momentum, J = L + S. (2S + 1) is the spin multiplicity. Specific

states within an energy level may be referred to as (2S+1)LMJ
J where MJ is the magnetic

quantum number for the state.70

Term Symbols for Diatomic Molecules

Symmetry Labels

In addition to containing information about the angular momenta of atomic and molecular

states, term symbols for diatomic molecules include symmetry labels for two types of

symmetry: inversion and reflection. Specifically, if a state is symmetric with respect to

inversion through the centre of the molecule (if such a centre exists), it is said to be of

gerade (even) symmetry. If it is antisymmetric with respect to inversion, then it is said

to have ungerade (odd) symmetry. A state is labelled ‘+’ if it is symmetric with respect

to reflection in a plane containing the internuclear axis, and ‘-’ if it is antisymmetric with

respect to this reflection. This only applies to Σ states and only states with an odd number

of ‘-’ orbitals have ‘-’ reflection symmetry. Individual molecular orbitals are often defined

in terms of their rotational symmetry about the internuclear axis. This leads to symmetry

labels σ, π, δ, etc.70

Term Symbols

Molecular term symbols for diatomic molecules are analogous to atomic term symbols.

They are of the form
2S+1Λ

(+/−)
Ω(g/u). (3.42)

L is replaced by the projection of the orbital angular momentum on the intermolecular axis,

Λ. Angular momenta Λ = 0, 1, 2, 3 are represented by symbols Σ,Π,∆,Φ respectively.

Similarly, the total angular momentum J is replaced by the projection of the total angular

momentum onto the intermolecular axis, Ω = Λ + Σ (where Σ is the projection of the

spin onto the internuclear axis). The symmetry of the molecular state is also included.

Symmetry labels are given for states of g/u (gerade/ungerade) and +/- symmetry.70

3.3.2 Transitions in Diatomic Molecules

The electronic orbitals in molecules are constructed from a basis of linear combinations of

atomic orbitals according to molecular orbital theory.106 While transitions between valence

electronic states are typically on the order of visible or near-ultraviolet light, vibrational

and rotational transitions are on the order of infrared (IR) and microwaves respectively.

The electronic, vibrational and rotational states of molecules are not independent and
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this adds to the complexity of molecular spectra. For transitions to be allowed, they must

have a non-zero transition moment. Here, we consider only the transition electric dipole

moment.70,107

Rotational Transitions

Diatomic molecules rotate about an axis perpendicular to the bond axis of the molecule.

The rotational energy levels are expressed in terms of quantum numbers J and MJ and

rotational constants that depend on the moment of inertia. The degeneracy of energy

levels is 2J+1. For a rotating molecule, the energy, Ẽ(J),

Ẽ(J) = B̃J(J + 1), (3.43)

where B̃ is the rotational constant,

B̃ =
~

4πcµeffR2
e

, (3.44)

where ~ is the reduced Plank constant, c is the speed of light in vacuum, µeff is the effective

mass and Re is the equilibrium bond length.

Molecular bonds are not rigid and the bond length increases as the rotational energy

increases. This changes the moment of inertia of the molecule and thus the energy levels

of the rotor. This centrifugal distortion can be empirically described by a distortion

constant, D̃J , which adjusts the energies to

Ẽ(J) = B̃J(J + 1)− D̃JJ
2(J + 1)2, (3.45)

with

D̃J(J) =
~2

4πkfcµ
2
effR

6
e

, (3.46)

where kf is the force constant of the bond. How easily the bond is stretched depends on

the vibrational state of the molecule.

Transitions between rotational states are subject to a gross selection rule (under the Born-

Oppenheimer approximation) that pure rotational transitions are only possible for polar

molecules, so homonuclear molecules are not microwave active. The specific selection rules

for the changes in quantum numbers are ∆J = ±1 and ∆MJ = 0,±1. The transition

energy, ν̃J , between rotational states J+1 ← J is given by

ν̃J = 2B̃(J + 1)− 4D̃J(J + 1)3. (3.47)
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Vibrational Transitions

The potential energy, Ev, of a vibrating diatomic molecule can be approximated as a

quantum harmonic oscillator at low energies,

Ev = (v +
1

2
)~ω, (3.48)

where v is the vibrational quantum number and ω is the vibrational angular frequency.

To account for the anharmonicity of the real potential, a common approximation is the

Morse potential, V (x),

V (x) = hcD̃e(1− e−ax)2, (3.49)

where h is Plank’s constant, D̃e is the depth of the potential, x is the displacement from

the equilibrium bond length and a is

a =

(
kf

2hcD̃e

) 1
2

. (3.50)

Solving the Schrödinger equation for the Morse potential gives energy levels

Ev = (v +
1

2
)~ω − (v +

1

2
)2~ωxe, (3.51)

where xe is the anharmonicity constant such that

ωxe =
a2~
2µeff

. (3.52)

The potential is best approximated by a series of the form

Ev = (v +
1

2
)~ω − (v +

1

2
)2~ωxe + (v +

1

2
)3~ωye... (3.53)

where xe, ye etc. are empirical constants. The dipole moment of the molecule must change

during the extension of the bond for vibrational transitions to be allowed, which means

that homonuclear diatomics are not IR active. The specific selection rule is ∆v = ±1,

although anharmonicities lead to weak overtones of transitions with ∆v = ±2, ...70,107

Rotational Raman Transitions

During Raman transitions, the inelastic scattering of photons off molecules is accompanied

by a change in molecular energy. There are three cases that give rise to Stokes (energy of

molecule increases), Rayleigh (no exchange of energy) and anti-Stokes (energy of molecule

decreases) lines. The mechanism for these transitions is excitation to a range of higher

states followed by decay to one of the allowed final states, releasing a photon of the net

energy change.70,107

The gross selection rule for rotational Raman transitions is that the molecule must be
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anisotropically polarisable, which is the case for all diatomic molecules as the polarisability

along the bond axis is maximum and perpendicular is minimum. The specific selection rule

for rovibrational transitions is ∆J = 0,±2. This gives rise to three branches corresponding

to ∆J = −2 (O branch), ∆J = 0 (Q branch) and ∆J = 2 (S branch). Vibrational Raman

transitions require that the polarisability of the molecule changes during a vibration which

is the case for all diatomic molecules.70,107
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Chapter 4

Ion Trap, Lasers and Imaging

This chapter details the ion trap, lasers and imaging system used for the experiments

described in Chapters 6 and 7.

4.1 Ion Trap

4.1.1 Trap Design

The linear Paul trap confines the ions in the axial direction with a static dc voltage and in

the perpendicular radial plane using an rf field. Two axial electrodes, with holes through

their centres for laser access, provide the dc trapping voltages. The rf trapping field is

provided by four radial blade electrodes. Two diagonally opposite electrodes are held at rf

ground while a rf signal is applied to the other two blade electrodes. Due to the asymmetry

of the trap drive, the rf field results in some trapping in the axial direction, sufficient to

crystallise the ions without an additional dc voltage (see Section 4.5.2).

The trap is very similar to the trap shown in A. Gardner’s thesis.3 The key differences

are that the radial electrode separation has been increased (from 460 µm to 1.7 mm) and

the electrodes are made from molybdenum rather than stainless steel (Figure 4.1). The

separation was increased to reduce the scatter of the pulsed nitrogen ionisation lasers on

the electrodes. The electrode material was changed to Mo as it does not have an oxide

layer and so laser scatter is less likely to charge the electrode surfaces. It is also more

resistant to laser ablation.

4.1.2 Calcium Oven

Calcium ions are loaded from an oven below the trap. The oven consists of a tantalum

tube packed with powdered Caa. A current is passed through the wire wrapped around

aThe oven design is described in detail in A. Gardner’s thesis.3
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Figure 4.1: Schematic drawing of the ion trap and its housing. The inter-electrode dis-
tances are shown with a top view and a cut through the centre of the trap in the radial
plane.
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Figure 4.2: The ionisation scheme for loading 40Ca+ into the ion trap. The first photon
at 423 nm excites the atom from the ground 4s2 state into the first excited state 4s1 4p1.
From this intermediate state, the atom is ionised with a photon of 375 nm.

the tube to heat the Ca. Typical currents range from 1.3-2.5 A, corresponding to powers

of 2-10 W. Calcium atoms evaporate from the oven to form a beam in the trapping region.

Here, lasers at 423 nm and 375 nm resonantly excite and then ionise the atoms (Figure

4.2). As they are ionised within the trapping region, the Ca ions are then trapped. The

first resonant step in the ionisation ensures that this is isotope-selective.

When trapping for the first time, the fluorescence of the neutral calcium atoms was ob-

served by scanning the 423 nm laser over the 41S0 → 41P1 transition. This was used as a

means of aligning the ionisation lasers to the centre of the trap.

4.1.3 Trap Electronics

The rf drive signal from a function generator passes through an amplifier before reaching

the primary coil of a transformer (Figure 4.3). Impedence matching is achieved by moving

the primary coil along the axis of the transformer to change the coupling constant (Figure

4.4(a)). The rf drive from the secondary coil of the transformer is connected to two

diagonally opposite radial electrodes via a bias tee where it is combined with a dc signal.

This dc signal is then used to compensate for stray electric fields and so minimise the excess

micromotion (see Section 4.8). A small pick-up coil is placed close to the transformer to

allow monitoring of the drive (Figure 4.4(b)). We refer to this as the monitor coil.

When the circuit was redesigned, the previous resistors were replaced by 2 MΩ resistors

for the grounded electrodes and high power 3 MΩ resistors for the rf electrodes. This

significantly increased the achievable drive powers and Q factor of the resonator. In

addition, the wires connecting the resonator circuit to the feedthroughs were replaced

with 3 mm-thick silver-plated copper wire to transmit higher powers (Figure 4.4(c),(d)).

To prevent overheating, the box containing the circuit was machined with a series of
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Figure 4.3: Schematic diagram of the rf resonator circuit. A sinusoidal electronic signal
is applied to the primary coil of a transformer. The amplified signal from the secondary
coil is connected to two diagonal radial electrodes at a bias tee. The other two electrodes
are held at rf ground. An additional dc voltage is connected to each electrode in order to
compensate for stray fields that cause excess micromotion.

circular holes covered with copper mesh and a fan was placed over a large rectangular

opening to cool the circuit continuously. This allowed the circuit to operate without

overheating for rf input powers up to 70 W (the limit to which it was tested).

The resonant frequency of the circuit was measured to be 22.088 MHz. The Q factor of

the resonator was calculated according to

Q =
f

∆f
, (4.1)

where f is the frequency of the resonance and ∆f is the full-width half-maximum of the

resonance. This was found to be 260 (Figure 4.5).

The circuit which supplies the axial electrode voltages is more straightforward. The dc

voltage for the axial confinement is combined with an optional rf signal with a bias tee

(Figure 4.6). This optional fast signal may be used to kick the ions (for example in crystal

weighing) or to excite the ions using a rf signal close to the secular frequency of the crystal

(as in cleaning the crystal and coarse measurements of the secular frequencies).

4.2 Imaging System

The imaging system sits outside vacuum above a recessed window at the top of the vacuum

chamber. A lens, approximately 50 mm above the trap centre, collects light emitted by the

ions. This light travels upwards and is reflected by 90° to travel horizontally. The mirror

serves to increase the possible focussing length within the height constraints dictated by
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Figure 4.4: Images of rf circuit feedthrough box and circuit. (a) An external view of the box
containing the rf circuit. (b) The endplate for the box showing the secondary/resonator
coil and the nearby pick-up coil for monitoring of the rf drive. (c) An internal view of
the box looking from the position of the rf feedthroughs. At the back of this image is
the resonator coil which is mounted in a teflon holder. The signal from the resonator is
split into two identical paths and each is combined with a dc micromotion compensation
voltage. The paths for the grounded electrodes are very similar, but the fast input to the
bias tee is held at ground. (d) A view of the circuit through one of the mesh covered holes
used for ventilation of the circuit to prevent overheating.

the lab bench. The focal length of the lens is 910±20 mm (Figure 4.7). The solid angle of

the light collection is approximately 0.259 sr. This corresponds, in the absence of further

losses, to the capture of 2 % of the light.

The light passes through two filters: a bandpass filter centred at 395 nmb and a short-pass

filter with a cut off wavelength of 450 nmc. The short-pass filter serves as an additional

measure to prevent light from the oven or repumping lasers reaching the camera or pho-

tomultiplier tube (PMT). From there a 90:10 beamsplitter divides the light between a

PMTd (transmitted 90 %), and a charge-coupled device (CCD) camerae (reflected 10 %).

An iris and a slit were placed before the PMT to cut out any light which had not been

focused by the lens, such as scatter from the electrodes (Figure 4.8). The CCD camera is

bSemrock, BrightLine FF01-395/11
cThorlabs, FESH0450
dHamamatsu, H7360-02
eAndor, Luca
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Figure 4.5: The resonance of the rf circuit. Power measured on the monitor coil as the
drive frequency was scanned over the resonance. A Lorentzian fit was used to extract a Q
factor of approximately 260.

Figure 4.6: Circuit diagram for dc electronics. A dc trapping voltage is applied to each of
the axial electrodes at a bias tee. The voltages V1 and V2 may be different to account for
stray fields that cause excess micromotion along the axis of the trap. An additional fast
signal can also be applied to the electrodes via the bias tee, usually to excite the motion
of the trapped ions.

Figure 4.7: Details of the lens used for imaging the ions. The quoted magnification is 15x.
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read-out using the Andor Solis software package and the PMT signal is directed to a data

acquisition device (DAQ) counter channel, via a pulse-extender (which acts to ensure that

the pulses are long enough to be counted by the DAQ).

Figure 4.8: Schematic drawing of the new imaging system. Light emitted by the ions is
focussed by the lens and reflected by the mirror. 2” lens tubing is used to exclude light
from external sources without the loss of signal. There are two filters along the imaging
path to select for fluorescence photons at 397 nm. The path is then split by a 90:10
beamsplitter between a CCD camera and a PMT. The PMT field of view is cropped by
an iris and slit to maximise the signal-to-noise ratio. The molecular beam line is omitted
from the schematic for clarity.

Pixel Size Calibration

To calibrate the imaging system, the separation between two trapped ions in a linear

crystal can be calculated from the secular frequency along the axis of the crystal, assuming

a harmonic potential. The force due to the harmonic potential and the inter-ion repulsion

can be balanced to find the equilibrium separation. This gives

mω2
z

deq

2
=

Q2

4πε0d2
eq

, (4.2)

where m is the mass of the ion, ωz is the axial secular frequency, deq is the equilibrium

displacement of the ion from the trap centre and Q is the charge of the ion. This can be

rearranged to find

deq = 3

√
e2

2πε0mω2
z

. (4.3)

For an axial secular frequency of 2π ·323 kHz, this corresponds to an equilibrium inter-ion

separation of 12.5 µm for two 40Ca+ ions in a linear crystal. The equilibrium separation

measured using the CCD camera for this confinement is 18.5±0.5 pixels, so the size of
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Figure 4.9: The energy levels of the Ca+ ion.

Table 4.1: The lasers used in the experiments described in this thesis, their roles, locking
wavelengths (λ) and linewidths.2 Acousto-optic modulators (AOMs) are used to shift the
frequency of the cooling, repumping and spectroscopy lasers by approximately 400 MHz
from the wavelengths listed here.

Purpose Transition λ/ nm Decay Rate/ 2π

Ca ionisation 41P1 ← 41S0 422.79170 -
Ca ionisation 42S1/2 ← 41P1 375 nm -

Cooling 42P1/2 ← 42S1/2 396.95919 20.67 MHz

Repumping 42P3/2 ← 42D3/2 850.03542 180 kHz

Repumping 42P3/2 ← 42D5/2 854.44400 1.58 MHz

Repumping 42P1/2 ← 42D3/2 866.45195 1.69 MHz

Spectroscopy 42D5/2 ← 42S1/2 729.147 0.1523 Hz

each pixel in the ion image is ∼0.7x0.7 µm. The size of the pixels on the CCD camera

is 10x10 µm so this corresponds to a magnification of ∼15x which is the magnification

quoted for the lens.

4.3 Level System of Ca+

In order to Doppler cool the calcium ions, a laser at 397 nm excites the 2S1/2 →2 P1/2

transition. The probability of decay into the 2D3/2 state necessitates the use of either one

laser at 866 nm or two lasers at 850 nm and 854 nm to repump out of this state. The 854

nm laser is needed when repumping with the 850 nm because the 2P3/2 state can decay to

either of the two D states. A laser at 729 nm is used to probe the S1/2 → D5/2 quadrupole

transition in calcium.

The calcium ionisation lasers, two radial 397 nm beams and the 866 nm laser enter the

trap radially, whilst the remaining lasers travel along the trap axis (Figure 4.10). The

ionisation lasers for nitrogen (at 255 nm and 212 nm) are discussed in more detail in
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Figure 4.10: The arrangement of lasers around the ion trap. The coloured mirrors are
dichroic and reflect the lasers the same colour as them, transmitting all others. Details of
the transitions the lasers address can be found in Table 7.1.

Chapter 7.

4.4 Doppler Cooling and Ion Fluorescence

The natural linewidth of the S1/2 → P1/2 transition in 40Ca+ is 20.7 MHz.2 However, in the

real conditions of the trap, the transition may be broadened by a number of mechanisms

including Doppler and saturation broadening. It is important to characterise the transition

in order to understand the cooling process in our trap, the expected achievable cooling

limit and to optimise photon-correlation data. The transition can be observed because

the imaging system is set up to see photons fluoresced by the calcium ions as they relax

back to the S state.

The linewidth of the broadened transition was measured by scanning the frequency of

the 397 nm laser over the transition and recording the fluorescence counts on the PMT.

Beyond the peak of the transition (where the laser was blue-detuned) the ions were heated

and the fluorescence signal dropped to zero (Figure 4.11). As expected, it was observed

that the saturation parameter increased linearly with the laser intensity (e.g. Figure 4.12).

For the laser powers used in this experiment, the full-width half-maximum (FWHM) of

the saturation-broadened peak was 33 MHz. This linewidth of 33 MHz corresponds to a

saturation parameter of approximately 1.5.
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Figure 4.11: Example background-subtracted fluorescence data as the cooling laser fre-
quency was scanned across the resonance and a fitted Lorentzian peak. On the blue side
of the transition, the ion is heated and the fluorescence counts drop to zero.
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Figure 4.12: Saturation parameters for the cooling transition for different intensities of
the incident 397 nm laser.
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The natural linewidth of the transition is 20.67 MHz, which corresponds to a Doppler

temperature of 0.48 mK. The minimum temperature that should be achievable with a

linewidth of 33 MHz, which is the case in this experiment, is ∼0.8 mK.

4.5 Laser Stabilisation

With the exception of the 375 nm laser used in the last step of the photoionisation of

Ca atoms, all of the diode lasers used for the Ca+ formation and cooling need to be

locked to the desired wavelength. This is because the lasers naturally drift in frequency

if free-running. The laser frequency is stabilised by comparison to a reference frequency

and feedback to the laser. The lasers can be locked by a number of methods. Here, we

consider two: locking to the wavemeter and locking only the 397 nm to another stable

laser via an offset lock (using the beat note).

4.5.1 Wavemeter Lock

The basic stabilisation of all of the lasers in use, apart from the 375 nm, was performed

using a wavemeterf with a quoted stability of 60 MHz.

The lasers are each coupled into a multimode fibre connected to an optical switchg. The

wavemeter reads the wavelength of each in turn. From the difference between the read

wavelength and the set wavelength, a LabVIEW virtual instrument implements a feed-

back loop using proportional and integral gains. As the natural linewidth of the 397 nm

transition is 20 MHz, variations on the order of 60 MHz are likely to result in significant

fluctuations in fluorescence. This was observed when the lasers are locked to the waveme-

ter and is particularly problematic for the 397 nm laser. For this reason, an alternative

locking method for the 397 nm laser has been implemented.

4.5.2 Offset Lock to Stabilised Laser

The frequency of the 794 nm laser, which is frequency-doubled to produce the 397 nm

light used to cool the S1/2 → P1/2 transition, may be locked to that of a stable laser. This

lock was used for the experiments described in Chapters 6 and 7.

The laser can be stabilised by taking a beat note between the two lasers and maintaining a

constant offset between their frequencies, i.e. maintaining a constant beat note frequency

(Figure 4.13). This stable laser was in turn locked to a transition in Cs via a scanning

cavity lock.108 The two lasers were overlapped at a 50/50 beam splitter and coupled into

the same single-mode, polarisation-maintaining fibre. The output from this fibre was

fHigh Finesse, WS7
gHigh Finesse, MC8
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focussed onto a fast photodiodeh. The beat note signal from the photodiode was passed

through a discriminator to convert the oscillations to 35 ns TTL pulses at the beat note

frequency. These TTL pulses were read by a counter and used to determine the beat note

frequency. A proportional-integral-differential (PID) feedback circuit was used to convert

the count rate to a restoring output voltage. This feedback voltage was connected to

the piezo control for the 794 nm diode laser grating. A constant offset of 10 MHz was

maintained between the two lasers.

Figure 4.13: The set-up used for the offset locking method. The laser is overlapped with
a stable reference laser and the two lasers are coupled into a single fibre. The beat note
signal from a photodiode placed after the fibre is used to generate a locking signal which
is fed back to the laser.

The standard deviation of the beat note during locking is on the order of 1 MHz, as can

be seen from the example trace for which the standard deviation is 0.665±0.003 MHz

(Figure 4.14). This should in theory result in very stable fluorescence. While a significant

improvement was observed upon implementing this lock, there is still the potential for

fluorescence fluctuations due to changes in the wavelengths of the repumping lasers.

4.6 Trap Characterisation

The linear Paul trap is characterised by its q and a parameters, which can be determined

from measurements of the secular frequencies of ions crystallised in the trap (see Section

2.1). The axial and radial secular frequencies in the newly installed trap were measured

for different confinements.

hThorlabs, PDA10A
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Figure 4.14: The beat note recorded over approximately seven hours while the offset lock
was in use.

In order to measure the secular frequencies, a rf signal from a function generatori was

applied to the high frequency input of the bias tee for the axial electrodes (Figure 4.6).

When the frequency of this rf signal was resonant with one of the secular frequencies,

the secular motion was excited. The consequent delocalisation of the ion crystal was

observed on the CCD camera (Figure 4.8). A single secular frequency was measured for

the radial motion because the resolution of the method was not sufficient to resolve the

two frequencies.

The axial and radial secular frequencies increased linearly with the amplitude of the rf

signal applied to the radial electrodes (Figure 4.15). The rate of increase in the axial

secular frequency with the rf amplitude was approximately three times lower than for the

radial motion.

The axial secular frequency is not zero when there is no voltage applied to the axial

electrodes because the ions are also confined in the axial direction by the rf field of the

radial electrodes. The axial secular frequency was proportional to the square root of the

axial electrode voltage (Figure 4.16). Axial secular frequencies greater than 1 MHz have

been achieved, which is promising for future spectroscopy.

4.7 Crystal Weighing

When a crystal contains more than one species of ion, it is usually the case that only

one species can be imaged using fluorescence. In these cases, the composition of the ion

crystal, and the identities of the dark ions, can be determined by measuring the COM

(centre-of-mass) frequency of the crystal. This method was used to confirm the loading of

iSRS DS345
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Figure 4.15: Secular frequencies in the linear Paul trap as the amplitude of the rf voltage
on the radial electrodes was scanned. Above, the radial secular frequencies. Below, the
axial secular frequencies with the axial electrodes held at ground.
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Figure 4.16: The axial secular frequencies for different voltages applied to the axial elec-
trodes, fitted with a square-root function.
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nitrogen ions into a calcium ion crystal, and is known as crystal weighing.

The COM frequency could be determined using the coarse method described in Section

4.5.2. However, it is possible to achieve much better resolution using a photon correlation

method.109 As the ion crystal oscillates in the trapping potential, the light absorbed by

the fluorescing ions is Doppler-shifted. As a result, the laser frequency is modulated at

the COM frequency in the frame of reference of the ions. As the laser is detuned to the

half-maximum of the absorption line, this is mapped to a modulation in the fluorescence

rate (Figure 4.17). This fluorescence modulation can be detected on the PMT (Figure

4.8).

In order to excite the secular motion, pulses of opposite polarity were applied to the

high frequency input of the bias tees for the two axial electrodes. These pulses were

repeated for the measurement time at a trigger rate that can be varied. This “kicking”

of the ions resulted in excitation of their motion and amplified the modulation of the ion

fluorescence. A time-to-digital converter (TDC) was used to correlate the arrival times

of photons (measured with the PMT) to the TTL pulses applied to the trap electrodes

(Figure 4.18). A fast Fourier transform (FFT) of this histogram was used to extract the

COM frequency (Figure 4.19).
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Figure 4.17: The changing gradient of the Lorentzian absorption line results in different
amplitude of fluorescence modulation with the same frequency modulation. The fluores-
cence rate is most sensitive to changes in frequency where the gradient is maximised.

If there is a rf component to the trapping field in the axial direction, the axial secular

motion in the ion trap is a result of a combination of the dc and rf trapping fields. The
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Figure 4.18: The set-up used for crystal weighing.
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Figure 4.19: Example crystal weighing data. A Lorentzian fit to the FFT of the raw data
is used to extract the secular frequency.
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secular frequency is then

ωz =

√√√√(η2
rf,axV

2
rf

8Ω2
· Q̄

2

m̄2

)
+

(
2ηdc,axVdc ·

Q̄

m̄

)
, (4.4)

where ηrf,ax, ηdc,ax are the trap efficiencies in the axial direction for the rf and dc fields

respectively, accounting for the trap geometry. It can be seen that the rf-driven component

of the secular frequency will increase linearly with the average charge-to-mass ratio of the

crystal while the dc component will increase proportional to the square root. The axial

trap efficiency for the rf is low and so for high secular frequencies, the dc component is

dominant and so ωz ∝
√
Q̄/m̄. In contrast, in the case of trapping with no dc voltage, all

of the trapping in the axial direction is the result of the rf and so ωz ∝ Q̄/m̄. These two

regimes allow the average charge-to-mass ratio of the crystal to be determined.

In order to observe the crystal weighing signal, the ion crystal must have a strong COM

mode and the excitation pulses must cause sufficient amplification of the ions’ motion. In

both respects, large mass-to-charge differences between ions in the crystal may make crys-

tal weighing difficult. The measured excitation amplitude is proportional to sin2(ωCOM ·
τ/2), where ωCOM is the COM frequency of the crystal and τ is the length of the pulses

applied to the electrodes.109 As the COM frequency depends on the mass, the pulse du-

ration may need to be chosen carefully to ensure a good signal if the component ions are

sufficiently different in mass.

4.8 Micromotion Compensation

While there is a level of micromotion intrinsic to the use of radio frequency trapping fields,

the presence of stray electric fields can cause additional micromotion. This is because they

displace the ion crystal from the centre of the rf field inside the trap. The electric field

amplitude in the centre should be zero, but increases rapidly as the ions move away from

the centre. In these regions of higher field amplitude, the ion motion driven by the rf field

directly is greater in amplitude too.

Micromotion can cause a number of problems experimentally. Firstly, in cases where more

than one ion is trapped, interactions between the ions have a random phase relative to

the motion driven at the trap electrode frequency. These interactions therefore result in

heating, often referred to as rf heating. For frequency standards, the second order Doppler

shift due to the excess motion and shifts due to stray fields can be significant and should

be minimised for more precise measurements.80 In the long term of this project, two ions

will be colocated in the trap and used for precise measurement of the relative frequency

of a transition. For this reason, it is very important to minimise excess micromotion.

Because there is a reasonable degree of trapping rf in the axial direction as well as in the

radial directions, it is necessary to minimise the excess micromotion along the trap axis
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in addition to the two radial axes.

Figure 4.20: Labelling of electrodes for the purposes of micromotion compensation.

In order to compensate for the stray electric fields which displace the ions from the trap

centre, dc voltages are applied to each of the six electrodes. For this, six values are used:

the horizontal shift, H; the vertical shift, V ; the electric quadrupole, Q; the dc offset, S;

the axial trapping voltage, T ; and the axial shift, X. These values are converted to the

voltages on electrodes A to F (Figure 4.20) according to

H = (B +D)− (A+ C);

V = (A+B)− (C +D);

Q = (A+D)− (B + C);

S = A+B + C +D;

T =
1

2
(E + F );

X = (E − F );

(4.5)

where A-F are the voltages applied to electrodes A-F respectively. The values listed above

are those that are varied during the process of compensation to enable the compensation

of stray electric fields. The voltages on the electrodes are then set to

A =
1

4
(2S −H + V +Q);

B =
1

4
(2S +H + V −Q);

C =
1

4
(2S −H − V −Q);

D =
1

4
(2S +H − V +Q);

E = T +
1

2
X;

F = T − 1

2
X.

(4.6)
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These voltages (which include the axial trapping voltage) are supplied by a DAQ. There are

two methods used for micromotion compensation: a coarse method and a more sensitive

photon-correlation method. These methods are described in the following subsections.

4.8.1 Coarse Micromotion Compensation

Figure 4.21: Experimental set-up used for coarse compensation of excess micromotion.
The ions are imaged using a CCD camera as the amplitude of the rf trap drive is var-
ied. The micromotion compensation voltages are iteratively changed until the ions are
stationary on the CCD image as the amplitude is changed.

If there are stray dc electric fields in the trap, these will displace the ion crystal from the

minimum of the rf field. This enables a simple meter of the degree of micromotion present

in the trap. If the amplitude of the rf trapping voltage is raised and lowered, the ions will

move in the trap unless the stray fields are compensated. Using the CCD camera image,

this movement can be observed in its plane of view (Figure 4.21): the axial direction and

one radial direction. Motion along the third axis for compensation, along the axis of the

imaging lens, cannot be easily resolved from the CCD camera. For this reason, the signal

on the PMT may be used as a rough guide.

In this method, the ion position at high rf confinement is marked on the CCD image and

then the rf confinement is lowered. At low confinement, the compensation voltages H

and X are adjusted to move the ions to the high-confinement position. The confinement

is then raised again and the process is repeated iteratively until the ions no longer move

when the rf amplitude is varied. For the vertical direction, the V compensation voltage

is adjusted to reduce the heating of the ion and to reduce the variation in fluorescence

counts as the rf amplitude is raised and lowered. The small depth of focus of the lens
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ensures that there is a reasonable level of sensitivity.

4.8.2 Photon Correlation Method

Figure 4.22: The set-up used for the photon correlation micromotion compensation. A
time-to-digital converter (TDC) correlates the arrival times of fluoresced photons to a rf
signal synchronised to the rf trap drive. Due to the Doppler effect, the ion motion at the
trap drive frequency is mapped to fluorescence modulation. The compensation values are
varied systematically to minimise the amplitude of the observed oscillations.

The coarse method is not sensitive enough to eliminate all excess micromotion. A more

sensitive method for detecting micromotion is to observe the fluorescence from the ion.

The periodic motion of the ion results in a varying Doppler shift of the absorbed photons.

This is observed as a sinusoidal modulation of the ion’s fluorescence (Figure 4.17). The

amplitude of the oscillations in the fluorescence are proportional to the amplitude of the

ion motion. Greater micromotion will result in a greater amplitude in the fluorescence

modulation.

In the photon-correlation method, three lasers are used with different angles between

them. Three lasers are needed because fluorescence modulation is only driven by motion

in the axis of the incident laser; motion in the plane perpendicular to the laser beam is

invisible. The ions are illuminated by one laser at a time. The function generator which

drives the trap outputs a second square wave signal with a frequency one fifth of the trap

drive frequency. For each laser, the fluorescence counts from the ion are binned by the

delay between the photon arrival time and the subsequent square pulse signal from the

function generator (Figure 4.22).
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Figure 4.23: Histograms of ion fluorescence photon counts, correlated to a signal at one
fifth of the trap drive, triggered at the same phase each time, measured using a fast
time-to-digital converter (TDC). Subplots (a), (b) and (c) show the photon correlation
histograms (blue bars) for different applied “compensation” voltages respectively. Fitted
to each is a sine wave (black line). The data in (a) and (b) were recorded with the ions
displaced from the centre of the trap in the same direction. The data in (c) were recorded
with the ions displaced from the trap centre in the opposite direction. The measurement
time was 0.3 s, the histogram length was 250 ns and the resolution was 0.55 ns. T was 8
V for the axial confinement.

Micromotion occurs at the trap drive frequency and so excess micromotion manifests

as a modulation of the ion fluorescence at this same frequency (see Section 4.4). The

fluorescence is modulated by a sine wave (Figure 4.23). The phase of the rf trapping field

is different either side of the trap centre. If static electric fields displace the ions to one side

of the trap, there will be excess micromotion. If the ions are displaced less, the amplitude

of the micromotion will be reduced (compare Figure 4.23(a) and (b)). If the ions are

displaced in the opposite direction from the trap centre, the phase of the micromotion will

change by π (compare Figure 4.23(a) to (c)).

The amplitude, AMM, of the micromotion is defined as

AMM =
Afluor

n̄
, (4.7)
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Figure 4.24: The micromotion amplitude as the vertical micromotion compensation volt-
age is scanned and a fit to the linear portion of the graph.
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Figure 4.25: (H,V ) coordinates corresponding to minima in the micromotion amplitude
for each of the two radial lasers. Straight lines are fitted to each set of data.
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where Afluor is the amplitude of the fluorescence modulation and n̄ is the mean number

of photon counts. The amplitude and offset for determining the micromotion amplitude

are extracted from a fit of a sine wave of the form Afluor sin(f · t+ φ) + n̄, where f is the

modulation frequency and φ is the phase (Figure 4.23). If the phase φ is constrained, the

phase change can be transferred to a change in the sign of the amplitude. In this case,

the relevant compensation voltage can be scanned and the micromotion amplitude can be

recorded. The zero-crossing of the micromotion amplitude extracted from this contrived

fitting yields the best compensation voltage. A linear fit to the points close to the zero

crossing was used to improve the reliability of the extracted voltage (Figure 4.24).

For compensation in the axial direction, the axial laser is used. A single voltage, X, is

scanned during micromotion compensation. For the radial directions, the micromotion is

coupled between the two directions. For this reason, the process is slightly more compli-

cated. The two lasers in the radial directions are used in turn. For each H compensation

value, a range of V values are scanned and the V value corresponding to the minimum

micromotion amplitude is chosen. These (H,V ) coordinates are then plotted and should

lie on a straight line. The lines obtained for the two different lasers should intersect some-

where (Figure 4.25). This intersection point dictates the H and V values to be used for

compensation.
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Chapter 5

Photoionisation of Molecules in rf Ion Traps

5.1 Introduction

One method for loading positively charged molecular ions into ion traps is to use a pho-

toionisation process to remove an electron from a neutral molecule within the trapping

region. In many cases it is possible, in the absence of external electromagnetic fields, to

ionise deterministically into one specific internal state of the molecular ion. This is usually

achieved using a resonance-enhanced multi-photon ionisation (REMPI) process.76

However, while the internal state of the molecular ion can be well controlled in low and

uniform electric fields, the strong radiofrequency electric fields within typical Paul traps

pose a threat to the achievable state-selectivity when loading into ion traps in this way. The

extent to which the loading fidelity is compromised depends on many factors relating to the

chosen REMPI process and trap parameters. This chapter focuses on one mechanism by

which the ionisation thresholds are broadened under different conditions and assesses their

impact on state-selectivity. Strategies for mitigating the broadening are also discussed.

The data and simulation code are available (Appendix A).

5.2 The Electric Trapping Field

In a typical linear Paul trap, a rf electric field is used to confine the ions radially and a

dc electric field confines the ions along the trap axis. The electric field generated by the

trapping electrodes can be expressed in terms of the radial rf voltage, V rf
rad, and the axial

dc voltage, V dc
ax . In Cartesian coordinates, where x and y form the radial plane and z is

collinear with the trap axis (see Figure 5.1), the magnitude of the total electric field, E ,
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Figure 5.1: Schematic diagram of the rf ion trap considered in the simulations. The
ionisation lasers travel down the axis of the trap perpendicular to the molecular beam.
The voltages applied to the electrodes are labelled, consistent with Equation 5.1.

is77

E(x, y, z, t) =
1

r2
0

[ (
−V rf

rad · cos(Ωt)− ηV dc
ax

)2
x2

+
(
V rf

rad · cos(Ωt)− ηV dc
ax

)2
y2 + 4

(
ηV dc

ax

)2
z2
] 1

2
,

(5.1)

where t is the time and Ω is the trap drive frequency. η is the axial trap efficiency, which

accounts for the axial electrode separation and geometry, and 2r0 is the effective distance

between the radial electrodes, which also takes the deviation from the ideal electrode

geometry into account. The origin of the coordinate system is at the centre of the trap.

5.3 Rydberg Molecules in Electric Fields

We are interested in the case where a molecule is excited to a Rydberg state close to the

ionisation threshold. In the presence of an external electric field, the potential well for a

Rydberg electron is distorted. We can treat the molecular ion core-Ryberg electron system

like two interacting charges due to the large radius of a Rydberg electron orbital. The

Coulomb potential, UCoulomb, is

UCoulomb = − Ze

4πε0|r|
, (5.2)

where ε0 is the vacuum permittivity, Z is the charge of the molecular core, r is the core-

electron distance and e is the charge of the Rydberg electron. In the presence of a static

electric field, this is distorted and the resulting potential, Utotal, is

Utotal = − Ze

4πε0|r|
− E · z, (5.3)

where E is the electric field strength along the field direction, z.110
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Figure 5.2: Energy of Rydberg electron with distance from molecular core with (solid,
black line) and without (dashed blue line) an external electric field.

The potential increases compared to the zero-field case in one direction and decreases in

the other, exhibiting a saddle point (Figure 5.2). Molecules in states above this saddle

point are ionised. This radiationless ionisation process is referred to as field ionisation

(or forced autoionisation).111 In the case of photoionisation in an external electric field,

ionisation can occur below the zero-field ionisation threshold.

The ionisation threshold in the electric field is found by solving the Schrodinger equation

for this distorted Hamiltonian. To a first order approximation, the ionisation threshold is

red-shifted by

∆ = α ·
√
E , (5.4)

where ∆ is the wavenumber shift of the ionisation threshold from the zero-field ionisation

energy and α is a constant of proportionality that depends on the diabaticity of the

ionisation process.111 The diabaticity of ionisation from a specific state is quantified by

the Landau-Zener formula, which gives the probability of diabatic ionisation from that

state in a given field. This probability, Pdiabatic, is

Pdiabatic = exp

[
−2πV12

(dE/dt)

]
, (5.5)

where V12 is the interaction term for the splitting and dE/dt = (dE/dE) · (dE/dt), where

E is the energy of the ionisation threshold. The former derivative is the difference in the

gradients of the two energy curves at the crossing and the latter is the slew rate of the

electric field applied.111,112

The first implication of this is that, in the case of a dc ionising field, field ionisation will be

adiabatic. In this case, and always for adiabatic ionisation, the proportionality factor is
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Figure 5.3: The general case of ionisation by a REMPI process. Initially, the atom or
molecule is excited to an intermediate state by one or more photons. Then, from this
state, it is ionised by absorbing one or more additional photons. The photons for the
excitation and ionisation steps may be of different colours.

6.12 1
cm ·

√
V
cm . The probability of diabatic ionisation then increases with increasing slew

rate of the electric field and depends on the available states. In the limit where all field

ionisation is diabatic, the value of α is 4 1
cm ·
√

V
cm . This occurs during pulsed spectroscopy

with large slew rates.111 In rf ion traps, the slew rate of the field is fast, but the oscillatory

nature of the electric fields in this case is likely to result in mixing of the states over many

cycles, resulting in adiabatic ionisation.76

If the electric field becomes sufficiently large, higher order effects on the ionisation thresh-

old must be considered.

5.4 Ionisation Spectra in Electric Fields

A REMPI process ionises a molecule via the absorption of multiple photons (Figure 5.3). In

order to enhance the probability of ionisation, the process occurs via a resonant excitation.

In the first (excitation) step, the neutral molecule absorbs one or more photons which are

tuned to be resonant with a transition to an intermediate state. From the intermediate

state, the excited molecule can absorb additional photons which ionise it. The photon

energies for the excitation and ionisation steps of the process do not need to be the same.

This study focuses on a two-colour REMPI process, where the photon energy for the first

step differs from the photon energy for the second step. Here, we focus on the effect of

electric field inhomogeneities on the ionisation step and therefore disregard the details of

the REMPI scheme.

In the absence of an external electric field, the ionisation process can be resonantly en-

hanced by exciting the molecule into an autoionising Rydberg state near the ionisation

threshold. This leads to clear resonances at which the molecule is predominantly ionised
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into a specific internal state. These resonances can be spectroscopically well-separated.113

In this case, molecular ions can be generated in almost any internal state as long as the

spectral overlap between the ionisation resonances is small.

In the presence of a homogeneous external electric field, the differential Stark shift of

the underlying Rydberg states broadens the ionisation resonances in addition to lowering

the ionisation threshold as described in the previous section. This leads to a change

from distinct resonances to a continuous ionisation spectrum with threshold behaviour

(e.g. Figure 2 from Gardner et al.73). If the laser for the ionisation step is tuned to or

slightly above the ionisation threshold for the desired state, ionic states above this energy

are energetically forbidden. Molecular ions will only be generated in states below this

threshold. As this is a threshold ionisation process, state-selectivity can only be achieved

for the lowest-lying ionic states.

Exciting a specific intermediate state can facilitate preferential ionisation into specific

states within the molecular ion. However, in the absence of strict rotational selection

rules for the ionisation step of the process, this measure alone is usually not sufficient to

achieve high state-selectivity. Certain levels in the ionised molecule can be precluded by

careful choice of the initial and intermediate states. For example, the number of accessible

states in the ion can be restricted by the symmetry of the wavefunction of the initial state

of the neutral molecule. Ionisation of homonuclear molecules between Σ+
g electronic states

in the neutral molecule and ion results in an even-odd staggering of the rotational states

due to constraints imposed by the symmetry of the nuclear wavefunction.73

The threshold must be well defined to enable state-selective ionisation, requiring a low elec-

tric field inhomogeneity and that other broadening mechanisms and the laser line widths

are small compared to the rotational constant. Otherwise, molecules at different positions

will have different thresholds, producing molecular ions in various internal states. While

the conditions on the broadening mechanisms and laser line widths are usually fulfilled for

experiments with nanosecond laser pulses, the electric field inhomogeneity is challenging

in rf ion traps. Although highly homogeneous electric fields are possible in spectroscopic

set-ups, the principle of rf ion traps is fundamentally based on the inhomogeneity of the

trapping field. This can severely compromise the state-selectivity of the ionisation process.

5.5 Simulation Methods

In order to simulate the effect of the electric field on the ionisation threshold, we must

consider the spatial and temporal overlap of the molecules, ionisation lasers and trap field.

These overlaps mean that the ionisation threshold will be different for molecules ionised

at different times and in different positions. This results in a distribution of ionisation

thresholds, each corresponding to ionisation at a different electric field strength.

In these simulations, we find the laser intensity distributions, molecular distributions and

trap geometry to find the distributed probability of ionisation at different positions in the



60

trap. We then integrate this distribution with respect to the electric field to extract the

distribution of ionisation thresholds across the ion trap. These methods are described in

detail in the following subsections.

5.5.1 Simulation Scenarios

The following simulations explore the effects of the electric trapping potential and ioni-

sation laser timings on the broadening of the ionisation threshold for a N + M ′ REMPI

process. In the low intensity approximation,114

P thr
ion = χρmolI

N
N I

M
M , (5.6)

where the ionisation probability, P thr
ion , is proportional to the molecular density ρmol and

the intensities IN/M of the two lasers to the power of the numbers of photons, N and M ,

absorbed in the excitation and ionisation steps respectively. χ contains all other details

of the ionisation process such as the laser detunings, transition moments and laser polar-

isations. Because we focus on the structure of the ionisation probability rather than its

magnitude, we disregard proportionality constants. We do not consider any other broad-

ening mechanisms. We have considered two scenarios:

1.) The neutral molecules are supplied via a molecular beam, perpendicular to the ioni-

sation lasers.

2.) The neutral molecules are ionised from a homogeneous background gas.

In both cases, the REMPI lasers are collinear with each other and the trap axis (Fig-

ure 5.1). We have assumed that the lasers are Gaussian beams with width wN/M and a

Gaussian temporal shape with a pulse width of τN/M, such that

IN/M ∝
1

1 +
(

2z
zRN/M

)2 · exp

−x2 + y2

w2
N/M

 · exp

− t2

τ2
N/M

 . (5.7)

In scenario 1.) we use a molecular beam with Gaussian cross section ρmol ∝ exp(−z2/w2
beam)

of width wbeam. Assuming that wN/M << wbeam and zRN/M >> wbeam, Equation 5.6 can

be approximated by

P thr
ion (x, y, z, t) ∝ exp

[
− ((x− xoffset)

2 + (y − yoffset)
2)

(
N

w2
N

+
M

w2
M

)

− (z − zoffset)
2

w2
beam

− (t− toffset)
2

(
N

τ2
N

+
M

τ2
M

)]
.

(5.8)

The REMPI lasers can be displaced from the centre of the trap in the x and y directions

by distances xoffset and yoffset respectively and the molecular beam can be displaced in

the z direction by zoffset. It is assumed that these displacements are significantly smaller

than the dimensions of the trap. The relative timing of the laser pulses to the phase of

the rf field can also be varied by changing the delay time, toffset, between the peak of a rf
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oscillation and the arrival time of the REMPI lasers. In scenario 2.), the molecular density

is constant and Equation 5.6 becomes

P thr
ion (x, y, z, t) ∝

(
1

1 +
(2(z−zoffset)

zRN

)2
)N
·

(
1

1 +
(2(z−zoffset)

zRM

)2
)M
·

exp

[
− ((x− xoffset)

2 + (y − yoffset)
2)

(
N

w2
N

+
M

w2
M

)

− (t− toffset)
2

(
N

τ2
N

+
M

τ2
M

)]
,

(5.9)

where zoffset is the z-displacement of the laser focuses from the centre of the trap.

The probability of ionising at a given field magnitude E is given by the integral of the

ionisation probability over the surface, SE , defined by the ellipsoid of constant electric

field described in Equation 5.1, where

Pion(E) ∝
∫ ∮

P thr
ion (x, y, z, t)dSEdt. (5.10)

In general, this integral needs to be solved numerically, using the ellipsoidal parameteri-

sation of the electric field

~r(u, v) = a cos(u) sin(v) · î + b sin(u) sin(v) · ĵ + c cos(v) · k̂, (5.11)

where u is the azimuth angle from the positive x-axis and v is the polar angle with respect

to the z-axis to positions on the surface of the ellipsoid; î, ĵ and k̂ are unit vectors along

the +x, +y and +z directions respectively; and a, b and c are parameters that depend on

the electric field. In the general case, where all electrode voltages are considered,

a =
E · r2

0(
ηV dc

ax + V rf
rad · cos(Ωt)

) ,
b =

E · r2
0(

ηV dc
ax − V rf

rad · cos(Ωt)
) ,

c =
E · r2

0(
2ηV dc

ax

) .
(5.12)

With these substitutions, the integral becomes

Pion(E) =

∫ ∞
−∞

∫ π

0

∫ 2π

0
P thr

ion (x(u, v), y(u, v), z(u, v), t)

∥∥∥∥∂~r∂u × ∂~r

∂v

∥∥∥∥dudvdt, (5.13)

where the term ‖...‖ represents the Jacobi determinant. From Equation 5.4, the electric

field can be replaced by

E =
∆2

α2
, (5.14)

to convert from electric field strength to the shift of the ionisation threshold from the
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zero-field value. In this work, we assume that ionisation takes place in the adiabatic

regime for the reasons described by Stollenwerk et al.76 Under this assumption, we take

α = 6.1 1
cm ·

√
V
cm . In order to make the results of our investigations independent of the

exact electrode geometry, and hence applicable to the most common linear rf ion traps, we

replace the applied voltages with the trap q-parameter, q, and the axial secular frequency,

ωz:

V rf
rad =

mqr2
0Ω2

2Q
,

V dc
ax η =

mω2
zr

2
0

2Q
,

(5.15)

where Q is the charge of the ion produced in the ionisation process and m is its mass.77

In this way, Equation 5.13 only depends on q, Ω and ωz, and the results of the numerical

analysis can be easily scaled to other ion traps.

It is informative to consider the effects of certain special cases. In addition to the general

case, we have considered the effects of varying the radial confinement, the timing of the

REMPI laser pulses and the dc voltages applied to the electrodes. As these cases consider

the rf and dc voltages separately, it is possible to simplify the parameterisations used in

the integration of Equation 5.13.

5.5.2 The Axial Electric Field

The first special case of interest is to consider only the dc voltages applied to the axial

electrodes. The dc electric field varies along the trap axis as well as radially, but is time

independent. The axially applied electric field, Eax, can be written in terms of the axial

secular frequency, ωz, to give

Eax =
mω2

z

2Q

√
r2 + 4z2, (5.16)

where r2 = x2 +y2. The circular symmetry in the radial plane allows the parameterisation

~r(u, v) = a cos(u) sin(v) · î + a sin(u) sin(v) · ĵ + b cos(v)k̂, (5.17)

where

a =
2Eaxe

mω2
z

=
∆2

α2
· 2e

mω2
z

,

b =
Eaxe

mω2
z

=
∆2

α2
· e

mω2
z

.

(5.18)

The Jacobian, J , for integration is

J =

∥∥∥∥∂~r∂u × ∂~r

∂v

∥∥∥∥ . (5.19)
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The derivatives are

∂~r

∂u
= (−a sin (u) sin (v))̂i + (a cos (u) sin (v))̂j,

∂~r

∂v
= (a cos (u) cos (v))̂i + (a sin (u) cos (v))̂j + (−b sin (v))k̂.

(5.20)

The Jacobian is then

J =
[
a2b2 sin2 (u) sin4 (v) + a2b2 sin4 (v) cos2 (u)

+
(
−a2 sin2 (u) sin (v) cos (v)− a2 sin (v) cos2 (u) cos (v)

)2 ]
.

(5.21)

Scenario 1: Molecular Beam

The axially applied field is dc and so the time dependence in Equation 5.8 can be omitted,

simplifying it to

Pion(x, y, z) ∝ exp

−((x− xoffset)
2 + (y − yoffset)

2)

(
N

w2
N

+
M

w2
M

)
− (z − zoffset)

2

w2
beam

 .
(5.22)

Equation 5.22 can be rewritten by making the substitutions

x = a cos(u) sin(v),

y = a sin(u) sin(v),

z = b cos(v).

(5.23)

The result is a change of coordinates and a probability function of

Pion(u, v) ∝ exp

[(
M

w2
M

+
N

w2
N

)
·
(
−
(
a sin (u) sin (v)− yoffset

)2
−
(
a sin (v) cos (u)− xoffset

)2 )− 1

w2
MB

(
b cos (v)− zoffset

)2 ]
.

(5.24)

This function can be integrated to generate the distribution of ionisation threshold prob-

abilities, Pion,

Pion(∆) ∝
∫ π

0

∫ 2π

0
Pion(u, v)Jdudv. (5.25)

Performing the integral for multiple values of ∆ results in a spectrum of ionisation thresh-

old probability.



64

Scenario 2: Background Gas

Again, as we consider only the axially applied dc voltages, the time dependance can be

omitted from Equation 5.42 to give

Pion(x, y, z) ∝

(
1

1 +
(

2(z−zoffset)
zRN

)2

)N
·

(
1

1 +
(

2(z−zoffset)
zRM

)2

)M

· exp

−((x− xoffset)
2 + (y − yoffset)

2)

(
N

w2
N

+
M

w2
M

) .
(5.26)

Making the substitutions from Equation 5.23, this can be rewritten

Pion(u, v) ∝

 1

1 + 4
z2
RM

(
b cos (v)− zoffset

)2

M  1

1 + 4
z2
RN

(
b cos (v)− zoffset

)2

N

·

exp

[(
M

w2
M

+
N

w2
N

)(
−
(
a sin (u) sin (v)− yoffset

)2
−
(
a sin (v) cos (u)− xoffset

)2 )]
.

(5.27)

The integral becomes

Pion(∆) ∝
∫ π

0

∫ 2π

0
Pion(u, v)Jdudv. (5.28)

This integration can be performed numerically to obtain the ionisation threshold proba-

bility spectrum.

5.5.3 The Radial Electric Field

The radially applied electric field increases linearly from the centre of the trap and oscillates

in time. In an ideal linear Paul trap the electric field, close to the trap centre, does not

change along the trap axis. The temporal oscillation of the field leads to several possible

scenarios. The arrival times of the lasers may be uncorrelated to the phase of the rf

trap drive or they may be timed to coincide exactly with a specific phase of the rf field.

Furthermore, the solution can be simplified if the lasers pass precisely through the centre

of the trap.
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Specific Arrival Phase

No Displacement of the Lasers

In this case, the laser pulses are timed to coincide with a specific phase of the rf drive field

and the ionisation lasers pass through the centre of the trap (xoffset = yoffset = 0). The

integration over the spatial degrees of freedom has an analytic solution, but the integration

with respect to time must be done numerically. Equation 5.13 becomes

Pion(∆) ∝ ∆2

∫ +∞

−∞

1

| cos(Ωt)|
exp

[
−

(
∆2

α2
· r2

0

V rf
rad cos(Ωt)

)2

·

(
N

w2
N

+
M

w2
M

)

− (t− toffset)
2

(
N

τ2
N

+
M

τ2
M

)]
dt.

(5.29)

Displacement of the Lasers

If the lasers are offset from the centre of the trap, Equation 5.13 must be solved numerically.

The electric field strength has radial symmetry

E2
rad =

V rf
rad

2 cos2(Ωt)

r4
0

· (x2 + y2). (5.30)

Due to the radial symmetry of the electric field produced by the rf electrodes, it is possible

to simplify the integration by using the circular parameterisation

~r(u) = a cos(u)̂i + a sin(u)̂j, (5.31)

where

a =
Eradr

2
0

V rf
rad| cos(Ωt)|

=
∆2

α2
· r2

0

V rf
rad| cos(Ωt)|

, (5.32)

and Erad is the time-dependent electric field applied by the radial electrodes (see Equation

5.1). With this change of variables,

Pion(u, t) ∝ exp

[
− ((a cos(u)− xoffset)

2 + (a sin(u)− yoffset)
2)

(
N

w2
N

+
M

w2
M

)

− (t− toffset)
2

(
N

τ2
N

+
M

τ2
M

)]
.

(5.33)

The integral becomes

Pion(∆) =

∫ ∞
−∞

∫ 2π

0
a(t) · Pion(u, t)dudt. (5.34)
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Random Arrival Phase

If the arrival of the laser pulses is uncorrelated to the rf phase, it is necessary to integrate

over all phases.

No Displacement of the Lasers

If the lasers are not displaced from the centre of the trap, the integration over the spatial

degrees of freedom still has an analytic solution. Equation 5.29 can be adapted to integrate

over all phases of the rf,

Pion(∆) ∝ ∆2

∫ 2π/Ω

0

∫ +∞

−∞

1

| cos(Ωt)|
exp

[
−

(
∆2

α2
· r2

0

V rf
rad cos(Ωt)

)2

·

(
N

w2
N

+
M

w2
M

)

− (t− toffset)
2

(
N

τ2
N

+
M

τ2
M

)]
dtdtoffset.

(5.35)

This integrates over the time offsets of the laser pulses from the zero-crossing of the rf

between zero and the period of the rf drive.

Displacement of the Lasers

If the lasers are displaced from the centre of the trap, the integration of Equation 5.33

must be performed with respect to the arrival phase. The resulting integral is

Pion(∆) =

∫ 2π/Ω

0

∫ ∞
−∞

∫ 2π

0
a(t) · Pion(u, t, toffset)dudtdtoffset. (5.36)

5.5.4 The General Case: Axial and Radial Electric Fields

The superposition of the rf and dc electric fields breaks the radial symmetry used to

simplify the integrals in the previously considered cases. However, the general case has

special cases associated with the special cases considered for the axial and radial cases.

There is no longer an analytic solution to the spatial integral in the case where there is

no offset of the lasers. The full three-dimensional integration is necessary in this case.
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Substituting for E , the parameters a, b, c are

a =
∆2

α2
· r2

0(
ηV dc

ax + V rf
rad · cos(Ωt)

) ,
b =

∆2

α2
· r2

0(
ηV dc

ax − V rf
rad · cos(Ωt)

) ,
c =

∆2

α2
· r2

0(
2ηV dc

ax

) .
(5.37)

The Jacobian, J , in this case is given by Equation 5.19. The result is

J =
[
a2c2 sin2 (u) sin4 (v) + b2c2 sin4 (v) cos2 (u)

+
(
−ab sin2 (u) sin (v) cos (v)− ab sin (v) cos2 (u) cos (v)

)2 ] 1
2
.

(5.38)

Scenario 1: Molecular Beam

The change of variables for Equation 5.8 gives

Pion(u, v, t) ∝ exp

[
− ((a cos(u) sin(v)− xoffset)

2

+ (b sin(u) sin(v)− yoffset)
2)

(
N

w2
N

+
M

w2
M

)

− (c cos(v)− zoffset)
2

w2
beam

− (t− td)2

(
N

τ2
N

+
M

τ2
M

)]
.

(5.39)

Specific Arrival Phase

For the case of the lasers arriving at a specific phase of the rf drive, the integral becomes

Pion(∆) =

∫ ∞
−∞

∫ π

0

∫ 2π

0
Pion(u, v, t) · J · dudvdt. (5.40)

Random Arrival Phase

For the case of the lasers arriving at a random phase of the rf drive, the integral becomes

Pion(∆) =

∫ 2π/Ω

0

∫ ∞
−∞

∫ π

0

∫ 2π

0
Pion(u, v, t, toffset) · J · dudvdtdtoffset. (5.41)
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Scenario 2: Background Gas

In the case of loading from a background gas,

Pion(u, v, t) ∝

(
1

1 +
(2(c cos(v)−zoffset)

zRN

)2
)N
·

(
1

1 +
(2(c cos(v)−zoffset)

zRM

)2
)M

· exp

[
− ((a cos(u) sin(v)− xoffset)

2 + (b sin(u) sin(v)− yoffset)
2)

(
N

w2
N

+
M

w2
M

)

− (t− toffset)
2

(
N

τ2
N

+
M

τ2
M

)]
.

(5.42)

Specific Arrival Phase

For the case of the lasers arriving at a specific phase of the rf drive, the integral becomes

Pion(∆) =

∫ ∞
−∞

∫ π

0

∫ 2π

0
Pion(u, v, t) · J · dudvdt. (5.43)

Random Arrival Phase

For the case of the lasers arriving at a random phase of the rf drive, the integral becomes

Pion(∆) =

∫ 2π/Ω

0

∫ ∞
−∞

∫ π

0

∫ 2π

0
Pion(u, v, t, toffset) · J · dudvdtdtoffset. (5.44)

5.6 Results

The following subsections present the effect of the trap parameters and laser pulse timings

on the broadening of the ionisation threshold. This broadening is quantified by the full-

width at half-maximum (FWHM) of the ionisation threshold. These simulations explore

the effects of the radial confinement, laser pulse timings and axial confinement separately

before considering the general case, where voltages are applied to both the radial and axial

electrodes. The state-selectivity of a chosen REMPI process can be assessed by comparing

the width of the ionisation threshold to the splitting of energy levels within the molecular

ion. As an example ionisation process, we take the case of 2+1’ REMPI of 14N2 molecules

in a linear Paul trap.
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Figure 5.4: Ionisation threshold distributions were simulated for 2+1’ REMPI of 14N2. (a)
Broadening of the ionisation threshold for different axial secular frequencies for loading
from a molecular beam with waist wbeam = 250 µm (solid line) and from a homogeneous
background gas (dashed line). In both scenarios, zoffset = 0. Inset, the normalised ionisa-
tion threshold distributions for an axial secular frequency of 2π · 200 kHz. (b) Broadening
of the ionisation threshold for different axial secular frequencies and axial displacements
from the trap centre for loading from a molecular beam with waist wbeam = 250 µm.

5.6.1 Axial Electric Field

Scenario 1: Molecular Beam

The broadening of the ionisation threshold increases linearly with the axial secular fre-

quency (Figure 5.4(a)). Here, by way of example, we considered ionisation from a molec-

ular beam of waist wbeam = 250 µm passing through the centre of the trap. For these

parameters, the increase in the broadening with axial confinement is approximately 225

cm−1 MHz−1, which is significant compared to the splitting of rotational levels in a typical

molecular ion. The shape of the ionisation threshold differs from that seen in the radial,

due to the different electric field gradients along the trap axis and out radially from the

trap centre. The result is an initial spike followed by a slow decrease (Figure 5.4(a), inset).

Increasing the displacement of the molecular beam from the centre of the trap leads to an

initial increase in the broadening followed by a decrease as the displacement exceeds the

width of the beam (Figure 5.4(b)). This is a consequence of the square-root relationship

between the electric field and the corresponding spectral shift (Equation 5.4). At higher

electric fields, the gradient of the shift is smaller, so the range of shifts seen by the target

molecules is smaller. While smaller peak widths can be obtained for large offsets from

the trap centre, it is not desirable to ionise there due to the large energy acquired by ions

produced in strong electric fields. It is therefore preferable to ionise as close as possible to

the centre of the trap.
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Figure 5.5: Ionisation threshold distributions were simulated for 2+1’ REMPI of 14N2

with a trap drive frequency Ω = 2π · 20 MHz and ionisation laser beamwaists wN/M =
50 µm. The laser pulses were timed to the zero-crossing of the rf field, with temporal
widths τN/M = 5 ns. (a) Broadening of the ionisation threshold for different q parame-
ters, where the REMPI lasers pass through the centre of the trap. Inset, the normalised
ionisation threshold distributions for q = 0.05. (b) Broadening of the ionisation threshold
for different q values and radial displacements of the REMPI lasers from the trap centre.

Scenario 2: Background Gas

In scenario 2.), we consider ionisation laser beam waists wN/M = 50 µm and wavelengths

λN = 255 nm, λM = 212 nm.

The FWHM of the ionisation threshold increases linearly with the axial secular frequency

(Figure 5.4(a)), but more rapidly than in scenario 1.). The gradient in this case is ∼1,800

cm−1 MHz−1. This is because the intense part of the laser beam extends much further

than the width of the molecular beam previously considered. We do not consider the

impact of displacing the focus from the trap centre, but the effect is likely to be smaller

due to the larger extent of the ionisation volume in the axial direction.

5.6.2 Radial Electric Field

The width of the threshold distribution shows a square-root behaviour for increasing q-

parameter (Figure 5.5(a)). With a trap drive frequency of 2π· 20 MHz, the broadening

exceeds 100 cm−1 for q values as low as 0.05. This is significantly larger than the typical

rotational constants of molecules.

The Gaussian laser profiles and size of the surface element result in a shell-like ionisa-

tion threshold distribution (Figure 5.5(a), inset), with no photoionisation at the centre of

the trap (∆ = 0 cm−1) due to the small volume element. From the centre of the trap,

the photoionisation probability increases due to the increased ionisation volume and then

decreases again due to the lasers’ intensity profiles. While the FWHM reflects the broad-

ening of the threshold distribution, it neglects the shift of the threshold which can be large

compared to the broadening.
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Figure 5.6: Ionisation threshold distributions were simulated for 2+1’ REMPI of 14N2 for
q = 0.1 and no radial displacement of the REMPI lasers. (a) Broadening of the ionisation
threshold for different laser pulse durations where the lasers are timed to coincide with
the zero-crossing of the rf field. Inset, the normalised ionisation threshold distribution for
a laser pulse duration of 10% of the trap drive period. (b) Broadening of the ionisation
threshold for different laser pulse durations and phases of the rf trap drive relative to the
arrival times of the ionisation lasers.

For a radial displacement of the photoionisation lasers, the broadening of the ionisation

threshold increases with the displacement from the trap centre (Figure 5.5(b)). For a

displacement of 100 µm from the trap centre, the increase in the broadening is already

significant for higher confinements. The ionisation threshold broadening is therefore sen-

sitive to small misalignments of the ionisation lasers in the trap. Depending on the design

of the trap, sufficient alignment precision may be difficult within the tolerance of the

ionisation scheme.

5.6.3 Laser Pulse Timing

With the laser pulses timed to coincide with the zero-crossing of the rf drive, the FWHM

of the ionisation threshold increases with the temporal pulse width (Figure 5.6(a)). For a

pulse width of ∼1% of the period of the rf field, the broadening of the ionisation threshold

is approximately 50 cm−1 for a trap q value of 0.1. As the temporal pulse width increases,

the rate of broadening decreases until it begins to plateau at around 50% of the trap

drive period, as the laser pulses begin to extend significantly beyond one period of the rf

drive. When the rf phase at which the laser pulses arrive is varied, the periodicity of the

broadening is notable for pulse durations less than 20% of the trap drive period (Figure

5.6(b)). The plateauing of the ionisation threshold widths can be seen for all phases. For

larger pulse durations the effect of the trap drive phase is minimal.
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5.6.4 General Case

In the general case, we only present results for the case of loading from a molecular beam

to assess state-selectivity, as this case results in less broadening. For the ionisation process

considered, ionisation is only possible into rotational states that are either only odd or

only even, due to the symmetry of the nuclear wavefunction. The rotational constant

for 14N+
2 is 1.9 cm−1 .115 For trap parameters of Ω = 2π · 5 MHz, q = 0.01 and ωz =

2π · 50 kHz, the ionisation threshold distributions are sufficiently well-separated to allow

rotationally selective ionisation into either the J=0 or J=1 state (Figure 5.8), depending

on the initial state of the molecule. Higher rotational levels have not been included for

the sake of simplicity, but would reduce the maximum state purity that could be achieved

in cases where there is spectral overlap. Although a high degree of state-selectivity can be

achieved, there is a balance between the state-selectivity and efficiency (Figure 5.8(b)).

While the broadening increases linearly for the axial confinement and with a square-root

behaviour for the radial case, the combined broadening in the presence of both the axial

and radial voltages is more complicated (Figure 5.7) because the radial component of the

dc confinement partially compensates the rf electric field.
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Figure 5.7: Broadening of the ionisation threshold for different axial and radial confine-
ments. Ionisation threshold distributions were simulated for loading from a molecular
beam with beam waist wbeam = 250 µm into a trap with drive frequency Ω = 2π · 5 MHz.
The laser pulses were timed to the zero-crossing of the rf field, with temporal pulse widths
τN/M = 5 ns.

5.6.5 Ionisation Process

In addition to the trap parameters, different ionisation schemes will result in different field

broadening. This depends on the number of photons involved in the ionisation process

and the wavelengths of those photons if loading from a molecular source much wider than

the Rayleigh length of the lasers. The broadening decreases for larger numbers of photons

involved in the process (Figure 5.9), although it is worth noting that this is accompanied by

a reduced efficiency for the process as more photons have to be absorbed by the molecule.
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Figure 5.8: Broadening of the ionisation threshold for different axial and radial confine-
ments. Ionisation threshold distributions were simulated for loading from a molecular
beam with beam waist wbeam = 250 µm into a trap with drive frequency Ω = 2π · 5 MHz.
The timing of the ionisation lasers was uncorrelated to the phase of the rf drive.
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Figure 5.9: Broadening of the ionisation threshold for different numbers of photons in the
REMPI process, N+M . The laser beamwaists were 50 µm and q was 0.1. The lasers were
timed to the zero-crossing of the rf field. Only the radial plane was considered because in
scenario 1.) there is no dependence in the z direction.



74

200 300 400 500 600 700 800
Ionisation Laser Wavelength/ nm

200

300

400

500

600

700

800

Ex
cit

at
io

n 
La

se
r W

av
el

en
gt

h/
 n

m 300

350

400
450

500550600 300

350

400

450

500

550

600

650 FW
HM

 of Ionisation Threshold/ cm
1

Figure 5.10: Broadening of the ionisation threshold for different excitation and ionisation
laser wavelengths in scenario 2.). Only the axial dc voltages are considered.

In the case of loading from a source with a broader spatial extent than the Rayleigh

length of the lasers along the laser axis, the broadening depends on the wavelengths of the

photons. Here, the shorter the wavelength, the larger the Rayleigh length and the greater

the broadening (Figure 5.10).

5.7 Discussion

In order to achieve rovibronic state-selectivity, the broadening of the ionisation threshold

due to the electric trapping field must be smaller than the rotational state splitting of the

molecular ion during the loading process. For ion traps with high secular frequencies and a

high drive frequency, the electric field inhomogeneity significantly broadens the ionisation

threshold, hampering rotational state-selectivity.

In some circumstances, it may be beneficial to use a multipole trap in order to have a

smaller electric field gradient near the centre of the trap. This could sufficiently reduce the

broadening to allow state-selective ionisation. However, in many cases where a quadrupole

trap is used, a higher order multipole trap would not be suitable. For example, the

quantum logic scheme for high resolution spectroscopy of nitrogen is only possible using

a quadrupole ion trap. Synchronising the laser pulses with the minimum of the rf drive

can significantly reduce the broadening. However, this strategy is most effective when the

pulse duration is significantly shorter than the period of the rf drive (Figure 5.6), favouring

short laser pulses in conjunction with low trapping frequencies.

Another way to reduce the broadening is to shrink the spatial region in which ionisation can

take place. In the radial plane, this can be done by tightening the focuses of the ionisation

lasers. However, in set-ups where dye lasers are used, very tight focusing is challenging due

to their poor beam profile. In the axial direction, loading from a molecular beam rather
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than from a homogeneous background gas has been shown to reduce the broadening for

typical laser parameters by a factor of eight for a molecular beam width of 250 µm (Figure

5.4). An additional consideration is that, if loading from a background gas, collisions with

the produced ions cannot be prevented. Thermalisation of the rotational state and charge-

exchange reactions can cause loss of the produced state. To further reduce the broadening

for two-colour and multi-colour REMPI processes, it may be possible to cross the ionisation

lasers so that ions are only produced in the volume where they intersect. For the trap we

have considered, this would reduce the ionisation region along the axis of the trap, reducing

the broadening due to the dc axial electrode voltage. If these steps are inadequate, a final

strategy would be to minimise the voltages applied to the electrodes during loading. This

can be done by choosing to work at lower confinements during loading. However, where it

is not possible to trap with low enough electric fields to resolve the ionisation thresholds

for different rovibrational levels, rapid switching of the trap drive may be necessary. This

is explored in Chapter 6.
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Chapter 6

Switching of the Trap Drive

6.1 Introduction

The ionisation threshold for molecules in a rf ion trap can become prohibitively broad,

preventing state-selective ionisation at relatively low confinements (see Chapter 5). Load-

ing nitrogen ions into our trap, the broadening would significantly exceed the separation

between rotational levels for all feasible combinations of trapping and laser parameters.

This may be mitigated by lowering the trapping voltages before loading and then raising

them again after ionisation. For this to work, the trap voltages need to be switched off

and back on again sufficiently fast to retain the trapped ions. Switching the trap off whilst

loading may have additional benefits, such as preventing the acceleration of photoelectrons

(released from the electrodes by the ionisation lasers) into the ion crystal. However, it

may also cause heating of ions already in the trap.

One way to facilitate fast trap switching is to use a digital trap in which the rf voltage

switches between three discrete levels to resemble an oscillation (see e.g Deb et al.116).

Within the rf cycle, there can be a period when the voltage on the rf electrodes is zero

and applying the REMPI lasers during this period could facilitate state-selective loading.

Alternatively, in the case of an ion trap driven by a resonant circuit, the resonant circuit

can be dumped by a built-in high voltage switch. After the resonator field is extinguished,

no voltage is present at the rf electrodes. Both methods are well suited for low frequency

ion traps but are difficult to implement for high frequencies.

We have explored the switching of the resonant circuit for a linear Paul trap. In this

chapter, we examine the speed and quality of switching which can be achieved and the

consequent heating of the existing trapped ions. For this, we have used Coulomb crystals

of calcium ions and measured the fluorescence after switching as the ions recool to their

initial temperature. The effects of switching off both the rf and dc voltages have been

explored.
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Figure 6.1: (a) The decay of the resonator field, measured with the monitor coil, as the
drive was switched off. (b) The recovery of the resonator field, measured with the monitor
coil, as the drive was switched back on.

6.2 Decay of the Electric Field in a Resonator

The rf trap drive is mediated by a high-Q-factor resonator circuit. The Q factor of the

resonator is the ratio of the resonator frequency to the width of the resonance (Equation

4.1). The decay of energy in the resonator depends on the Q factor according to

Q =
τω0

2
, (6.1)

where τ is the time constant of the decay and ω0 is the resonant frequency of the circuit.

As our ion trap resonator has a Q factor of 260, it will take tens of µs to switch the trap off

and on again with good extinction of the field (Figure 6.1). The slow switching time can

make the trap unstable during the recovery of the trapping potential. If the trap voltages

are lowered and raised slowly, there is a risk of losing ions that were already trapped, due

to small disturbances such as collisions with residual background gas. Switching the trap

off for a very short time reduces this risk, but is technically more complex.
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6.3 Methods

The methods used to switch off the rf and dc trap voltages are explained in the following

subsections. To assess the impact of the switching process on trapped ions, the fluorescence

rate during and after switching was recorded.

6.3.1 rf Switching

In the following experiments, the intra-circuit field was interfered with a counter-driving

field to increase the extinction rate of the resonator field. Three function generator outputs

at 22 MHz were connected via two rf switchesa to an amplifierb which was then connected

to the trap’s resonator circuit (Figure 6.2(a)). Initially, the resonator was driven by

a signal characteristic of normal trap operation. By switching the phase of the trap

drive by π and increasing its amplitude, the resonator field was subsequently eliminated.

This occurred faster than the natural decay rate of the resonator due to the additional

destructive interference between the intra-circuit and out-of-phase drives. Similarly, by

applying a high-amplitude, in-phase drive, the rf field was recovered. Once the original

drive amplitude was restored, the drive was switched back to the in-phase low-amplitude

drive (Figure 6.2(c)).

The switch-off and recovery times depend on the relative amplitudes of the high-amplitude

and low-amplitude driving fields. In practice, these are limited by the amplitude required

for normal trap operation and the maximum power that can reasonably be supplied to

the resonator circuit. In our trap, a total switching time of 2 µs is feasible.

During the switching process, the signal picked up by the monitor coil (Figure 4.4) was

recorded on an oscilloscopec. To convert from the rf voltage detected by the monitor coil

to the voltage on the radial electrodes, the monitor coil voltage was first converted to a

radial secular frequency by interpolating a linear calibration plot of monitor coil voltage

and secular frequency. Once the secular frequency was determined, the electrode voltage

was given by

V =

√
2mωrΩr

2
0

Q
. (6.2)

6.3.2 dc Switching

The switching of the dc field is more straightforward in principle. The two axial electrodes

are held at different voltages to compensate stray fields that cause excess micromotion

along the trap axis. In order to switch off the dc field for the duration of the rf switching,

an OR gate was used to combine either the two TTL pulses used for the rf switches or a

aMini Circuits, ZASWA-2-50DR and ZASWA-2-50DR-FT+
bMini Circuits, LZY-22+
cAgilent, MSO6054A
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Figure 6.2: The set-up used to rapidly switch the trapping fields off and on again. The
TTLs were supplied by a delay generator. a) The set-up used to switch the rf field.
Initially, the resonator circuit is driven by a low amplitude signal from FG 1. The drive
source is switched to FG 3 which supplies a high-amplitude signal, with a phase difference
of π, which interferes with the intra-resonator field. On reaching the minimum amplitude,
the resonator input is switched to FG 2, a high-amplitude signal in-phase with the original
drive, which restores the trapping field. Finally, the drive from FG 1 is reinstated. b)
The set-up used to switch the dc field. c) The pulse sequence used for the switching. The
duration of the high amplitude pulses for the rf switching can be varied. The dc switching
is shown in the case where TTLs 1 and 2 are TTLs A and B also. However, longer dc
switching times using different TTLs are possible.
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longer TTL pulse and ground. A quad SPDT switchd switches between the axial electrode

voltages and ground (Figure 6.2(b),(c)). After the switch, a low pass RC filter was used

to smooth the switching pulse.

While it may at first glance appear that the ideal option is to switch the dc confinement

off for the shortest possible duration, this is not the case due to the strong kick given to

the ions during the switch. The rf switching time is on the order of a few µs (in total

to switch off and on again). It was found that when the dc voltage was switched off for

similar durations, the ions were lost from the trap. To reduce the heating rate, the dc

voltage should be switched off as gradually as possible to move the ion adiabatically to

the zero-voltage position. This can be changed by varying the low pass filter RC values.

In order to be able to switch without loss of ions, the RC values were varied to lower

the cut-off frequency and the lengths of the pulses used to switch the trap were increased

to ensure the complete extinction of the field. The switch-off time and RC filter cut-off

frequency were optimised to minimise the drop in ion fluorescence. A cut-off frequency of

100 Hz was chosen for these experiments. The bias tee (Figure 4.6) acts as an additional

low-pass filter.

6.3.3 Doppler Recooling Measurements

The cycle-averaged fluorescence rate of a trapped ion depends on its motional energy

because of the Doppler effect (Figure 4.17). If a hot ion is cooled, the fluorescence rate

will change and approach the steady-state fluorescence rate.117,118 The time taken for the

ion fluorescence rate to recover increases with the ion’s temperature. This relationship

can be used to both qualitatively and quantitatively assess the temperature of trapped

ions. In the following experiments, the switching process heats the trapped ions, resulting

in a drop in fluorescence. The rate at which the original fluorescence level is recovered

provides an indication of the heating caused by the switching.

The TTLs supplied to the rf switches were generated by a delay generatore. A homemade

pulse generator was used to trigger the delay generator and deliver the TTL for the dc

switch. A third signal from the pulse generator triggered the TDC, which recorded the

arrival times of photons from the PMT relative to this trigger (Figure 6.3(a)). During

the measurement time of the TDC, the rf and/or dc trapping fields could be switched

off as part of the measurement sequence (Figure 6.3(b)). Measurements were taken with

different confinements and timings.

dAnalogue Devices, ADG413B
eSRS DG645
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Figure 6.3: (a) The set-up used to record the ion fluorescence during switching of the trap
drives. A pulse generator outputs three TTL signals: the first triggers the delay generator
(SRS, DG645) used to switch the rf trap drive; the second goes to the dc switch; and the
third starts the TDC measurement window. The PMT output is connected to the stop
input of the TDC. (b) The pulse sequence used to record the ion fluorescence while both
the rf and dc trap voltages are switched off and on again.

6.4 Results

The following subsections present the achievable field extinction and the effect of the rf

and dc switching processes on the fluorescence of trapped ions. The rf field extinction was

explored for different drive phases. The heating of the ions caused by switching the rf

and dc voltages is qualified by the rate at which the original fluorescence rate is recovered

after switching. The effects of the switching time, rf and dc confinements, and number of

ions are explored.

6.4.1 rf Switching

Achievable Field Reduction

The reduction in the rf amplitude that can be achieved depends on several factors: the

phase and amplitude of the counter drive, the switching time and the phase of the trap
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Figure 6.4: The voltage on the rf electrodes as the rf field is rapidly switched off. Inset,
the minimum of the rf field during switching. The trap drive frequency is 22 MHz.

drive field when the switching starts. In the best case, a reduction in the rf amplitude

by a factor of >1000 was achieved (Figure 6.4). There is a high sensitivity to the phase

of the counter drive; a change of just a couple of degrees from the optimal phase results

in a significant decrease in the extinction of the field (Figure 6.5(a)). Additionally, a

small dependence on the start phase was observed (Figure 6.5(b)). The field is most

effectively extinguished when the duration of the switching is increased, although this

must be balanced with the heating caused by increasing the timing (see Fig 6.7). Even

for times as short as 3 µs the field was almost completely extinguished.

Whilst switching, a higher frequency (∼120 MHz) signal is visible after switching from the

counterdrive to the high amplitude in-phase drive. This was not observed after the first

switch (from the normal drive to the counter drive). It is suspected that this is caused by

a resonance in the amplifier. This additional signal is greater in amplitude when switching

with higher amplitude drives (compare Figure 6.5(a),(b)) and subsides after a few periods.

This may cause heating by disturbing the ions when the trap field is minimised.

Effect of Switching on the Ion Temperature

Here we present the effect of the rf switching on existing trapped ions. These data were

taken with the dc electrode voltage set to 0 V, unless otherwise stated. A single ion was

used for the measurements, except where the number of ions was explicitly varied. For each

confinement, a full micromotion compensation was performed using the photon-correlation
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Figure 6.5: The effect of phase on the extinction of the rf electric field in the ion trap.
(a) The rf electrode voltage for different phases of the counter drive, φ1, where a phase of
0° corresponds to the optimised phase. (b) The rf electrode voltage for different phases
of the normal trap drive when the trap is switched, φ2. (The initial rf amplitude for the
data in (a) was smaller than in (b).)

method (see Section 4.8).

rf Confinement

As the rf confinement was increased from 2π ·500 kHz to 2π ·900 kHz, the ion fluorescence

recovery time increased from 10 ms to 12 ms (Figure 6.6). Increasing the rf confinement

leads to a slight increase in the heating during the switching process (for the same switching

time), but this effect is small.
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Figure 6.6: Fluorescence of a single ion as the rf trapping field is switched off for different
rf confinements.

Switching Time

Ideally, the trap would be switched off for a time that is very short compared to the

period of the secular motion of the trapped ion. However, in practice, this may not be

possible due to the constraints imposed by the available amplifier power. Increasing the

time between the initiation of the counter drive and the recovery of the original drive

amplitude results in an increase in the ion temperature (Figure 6.7). Beyond a switch-off

time of 8 µs it was not possible to retain the ions whilst switching the trap off at a rate

of 1 Hz for more than a couple of switching cycles. This illustrates the flaw of the natural

decay switching shown in Figure 6.1; after such times the ions would be lost. Using the

shortest possible switching time within the constraints of the amplifier minimises heating

and loss of ions.

It is notable that the shape of the rf decay for short switching times, dominated by the

effects of the counterdrive, shows a roughly linear decrease in rf amplitude, both when

switching off and back on. In contrast, the shape of the envelope of the rf signal for longer

switching times resembles the natural exponential decay.
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Figure 6.7: The fluorescence of a single ion as the rf trapping field was switched off for
different durations of the switching sequence. (a) The fluorescence counts recorded with
time as the rf field was switched after 5 ms. (b) The electrode voltage as the rf field was
switched.
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Figure 6.8: The fluorescence of a single ion after switching the rf trap drive for different
dc confinements.

dc Confinement

Increasing the dc voltage from 0 V to 8 V increased the recovery time from a few ms to

more than 80 ms (Figure 6.8). The dc field is trapping in the axial direction, but anti-

trapping in the radial plane. The strong dependence of the ion heating on the original dc

electrode voltage is likely to be caused by this anti-trapping field. There is an additional

consideration that the micromotion compensation is performed only for the initial trapping

voltage. If the rf field is switched while the dc field is maintained, the dc voltage should

be minimised to reduce the heating effect experienced by the ion(s).

Number of Ions

The heating was found to increase slightly with the number of ions, although the difference

was small (Figure 6.9). The inter-ion repulsion may increase the rate of delocalisation of

the ions and consequently increase the heating. For large crystals, space-charge effects

might be expected to have a significant destabilising effect. However, these data suggest

that for small ion crystals of one to five ions, the consequences of increasing the ion number

are not large.
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Figure 6.9: The ion fluorescence as the trap is switched off for different numbers of ions.

6.4.2 dc Switching

Achievable Field Reduction

The dc field was switched off by a factor of more than 1000 over 20 ms (Figure 6.10). In

this trap, the bias tee and low pass filter limit the rate at which the trap is switched off.

This necessitates a switch-off time of at least 15 ms to achieve a reduction in the field to

less than 1% of the original electrode voltage. The long switch-off time is dictated by the

requirement to retain the existing trapped ions during the switch. It could potentially be

reduced at the expense of ion retention and heating.

Effect of Switching on the Ion Temperature

Here, we examine how switching the dc electrode voltage affects existing trapped ions.

These data were taken with a constant rf amplitude and a single ion was used for the

measurements. For each confinement, a full micromotion compensation was performed

using the photon-correlation method (see Section 4.8).
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Figure 6.10: The normalised dc voltage measured at one axial electrode feedthrough while
the dc field was switched off.

Switching Time

No correlation was observed between the ion fluorescence recovery and the switching dura-

tion, provided that the same low-pass filter was used. This is because the kick experienced

by the ions during switching depends only on the gradient of the voltage during switching,

which is not affected by the duration for which the voltage is off. When the trapping field

was switched back on, the fluorescence recovery rate was instead comparable to the re-

covery of the dc voltage (Figure 6.11(a),(b)). This suggests that the fluorescence recovery

was limited by the rising edge of the voltage signal. This is consistent with the ion moving

back to its original position as the voltage recovers. However, the initial switching edge

causes a sustained loss of signal which suggests significantly greater heating is caused by

the first edge. The ion position whilst the trap is off is visible to the photon detector so

displacement with respect to the imaging system is not the dominant cause of the loss of

signal. This is supported by the increasingly delayed onset of the recovery for different dc

confinements (Figure 6.12). The movement of the ion from the centre of the rf trapping

field by 30 µm (Figure 6.11(c)) results in excess micromotion which may also contribute

to heating.

dc Confinement

The initial dc trapping voltage was varied for a fixed switch-off time of 20 ms. In the

case of low trapping voltages, the ion fluorescence recovered from the kick (caused by
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Figure 6.11: Switching of the dc voltage. (a) The recovery of the ion fluorescence rate as
the dc voltage returns to its stationary value. (b) The dc voltage as it is switched back
on during the switching process. (c) A false-colour CCD image shows how the ion moves
between the micromotion-compensated initial position and its position when the trap is
off.

the first, falling edge of the voltage) before the second, rising edge (Figure 6.12). These

data were taken with the same RC filter in place; in other words, the electric field was

extinguished in the same time for each initial dc voltage. In the case of higher initial

axial voltages, the ion fluorescence does not appreciably recover in the switching time and

there is significant heating. There appears to be a considerable change in the fluorescence

recovery for trapping voltages between 6 V and 7 V. The ion fluorescence is non-linear

with temperature and this change may correspond to greater delocalisation of the ion or

even decrystallisation.

6.4.3 Reducing dc and rf Confinement

There are two different ways that the dc electric field in our trap can be reduced to zero:

the dc trap voltages can be set to zero from the start (only possible if the rf provides

sufficient axial trapping); or they can start at a non-zero value and the dc voltage can be

switched at the same time as the rf field. It is preferable to only switch the rf field due

to the heating inherent to the fast switching of the dc voltage. This is borne out by a

comparison of the heating that results from switching the rf field at 0 V dc with that from

the switching of both the dc and rf fields (Figure 6.13).
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Figure 6.12: Histogram of ion fluorescence as the dc electrode voltages are switched off
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of the falling and rising edges of the dc voltage during switching are denoted by vertical
dashed lines.
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Figure 6.13: Ion fluroescence histograms while the trapping voltages are switched off.
(a) The dc electrode voltage was held at ground throughout the measurement and the
micromotion was fully compensated. The rf field was switched off for 3 µs. (b) The dc
confinement was initially 7 V and was switched off for 15 ms. At the minimum of the dc
voltage, the rf field was switched off for 3 µs.

6.5 Discussion

The rf field has been extinguished by a factor of >1000. The field can be most effectively

minimised by optimising the phase of the counter-drive and the phase of the switching

pulses relative to the normal rf drive (Figure 6.5). The second switching edge results in

some high frequency noise, but this always occurs after the minimum amplitude of the rf

field and so will not coincide with the lasers.

The dc field was reduced by a factor of >1000. The speed of the dc switching was limited by

the ion heating. This heating was particularly noticeable after the first (falling) edge of the

switching pulse. Retention of the ions was only possible when using long switching times

(∼ ms) in conjunction with low pass filters. Under these conditions the ion was displaced

by approximately 30 µm from the trap centre, resulting in excess micromotion. In theory,

it should be possible to eliminate the dc field completely and arbitrarily fast. However,

this requires the stray fields in the trap to be compensated throughout the duration of

the switching pulse. If the micromotion compensation and trapping voltages do not follow

the same path during the switching, the ion(s) will experience a kick. Additionally, a low

pass filter is needed to prevent the voltage overshooting which would repel the ions from

the trap centre. Preventing the heating of the ions is therefore technically complex and

may be challenging to achieve in practice.
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In the specific ion trap used, the rf field alone is enough to trap the ions in all three

dimensions. Therefore, it was not possible to test the effect of switching the axial trapping

field off completely for longer than the rf switching time. In another ion trap, switching

the dc voltage off while retaining the ions may be unfeasible. If the dc voltages were the

only trapping field along the axis, it may be impractical to find a suitable balance between

the requirements for smooth switch-off and short off-time to reduce the heating effects.

It was found that the heating caused by switching the rf field was predominantly influenced

by the switching time, which should be as short as possible (Figure 6.7), and the dc

trapping voltage (Figure 6.8). The dc switching was shown to cause significant heating for

higher confinements (Figure 6.12), but there was no apparent dependence on the switch-off

time for the same low pass filter (Figure 6.11) which suggests that the heating is dependent

on the rate of change of the electric field during the switch. The minimal dependence of

the switching on the time that the trap is switched off is likely to be due to the trapping

force from the rf field which is sufficient to prevent the ions delocalising and the consequent

heating.

As the micromotion compensation voltages were not optimised as the dc field was switched

off, stray fields in the trap were no longer compensated and so the true dc electric field in

the trap centre was not 0 V when the electrode voltages were minimised. This persisting

electric field broadens the ionisation threshold. This would have consequences for ionisa-

tion spectroscopy and state-selective loading of molecular ions. If conducting a REMPI

experiment using this method, the off voltage should not be grounded, but rather set to

appropriate micromotion compensation voltages for 0 V of trapping voltage.

In the context of our own experiment, the key information to extract from this data is

what trapping and switching parameters are most suitable for using REMPI in a rf ion

trap. There are two points of interest: the broadening of the ionisation threshold and

the time taken for the nitrogen ions loaded to cool into the Coulomb crystal. This is a

balance of the electric field extinction achievable and the resulting ion heating. Given the

possibility to operate the ion trap with no dc trapping voltage and the significant heating

caused by switching the dc field, it makes sense to operate the trap in this way. Regarding

the rf field, it makes sense to operate the trap with as fast a switching time as possible

without compromising on the stability of the trap.
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Chapter 7

Experimental Loading of Nitrogen Ions

7.1 Introduction

In order to perform high resolution spectroscopy of molecular ions, they need to be pre-

pared with high fidelity into a specific internal state. As a non-polar molecular ion, ni-

trogen cannot be pumped into the rovibronic ground state.119–123 Once prepared, the

state purity is not lost through interaction with the background blackbody radiation

(BBR), because pure rotational transitions are electric-dipole-forbidden. This makes

resonance-enhanced multiphoton ionisation (REMPI) an appropriate state preparation

method. REMPI has been used to load molecular ions into rf ion traps state-selectively

for some species.74–76 Although photoionisation may be used to load ions into rf traps, the

trapping fields can broaden and lower the ionisation threshold which may compromise the

state-selectivity of the process (Chapter 5).76,111,124 Field-induced shifts of the ionisation

threshold must be mitigated to ensure state-selectivity in many typical trapping fields.

One way to reduce the electric field while loading is to switch the trap off rapidly for the

duration of the ionisation process.

The lifetime of the prepared state of the nitrogen ion is likely to be limited by inelastic

collisions with background gas. The lifetime of the nitrogen ions with respect to reactions

with background water molecules is expected to be on the order of a few minutes. The

loading time should be much shorter than this to enable the experiment to be repeated

many times without reloading. The cooling time will depend on the number of laser-

cooled calcium ions trapped, the initial energy of the nitrogen molecules and whether the

trap-switching method is used.

This chapter describes experiments to characterise the loading of nitrogen ions into the

ion trap using electron ionisation and 2+2 REMPI in preparation for loading by state-

selective 2+1’ REMPI in the future. The molecular beam and synchronisation have been

characterised and the desired S0 excitation transition has been observed. In addition, the

switching technique (described in Chapter 6) was demonstrated to load nitrogen ions into
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Figure 7.1: The ionisation scheme. The excitation and ionisation steps of the REMPI
process from the ground state of the N2 molecule to the ground state of the N+

2 molecular
ion.

the trap.

7.2 The 2+1’ Ionisation Process

A number of REMPI schemes have been developed for N2.73,125–127 These schemes proceed

via different intermediate states and with different state-selectivities. High purity of the

desired state is best achieved when the photon energy for the ionisation step is different

from the excitation step. This allows the second photon energy to be tuned to a chosen

resonance or threshold. For a two-colour process, it is preferable for the energy change of

the ionisation step to be larger than for the excitation step. This is because there is always

the possibility of ionisation by the absorption of additional “excitation” photons after the

excitation step. Therefore, if the energy of the second step is smaller than the energy of an

excitation photon, an e.g. 2+1’ process competes with a 2+1 process. This competition

limits the maximum selectivity. However, if the second step is larger in energy, the 2+1’

process competes with a 2+2 process instead. The probability of ionisation decreases

as the number of photons required for the process increases (Equation 5.6), so the 2+2

process is less likely. The 2+1’ dominates at lower laser pulse energies. For these reasons,

we intend to use the 2+1’ process developed by Gardner et al.73

This ionisation process uses photons at 255 nm for the excitation step and at 212 nm for

the ionisation step (Figure 7.1). The first step is the resonant excitation of the X1Σ+
g (v =

0)→ a1Πg(v = 6) transition. The following step is ionisation from the a1Πg(v = 6) state

of the molecule to the X2Σ+
g (v = 0) state of the molecular ion (Figure 7.1). This state is

selected by tuning the ionisation laser to an energy above the ionisation threshold for the

ground rovibronic state of the ion but below the threshold for the next accessible state.

As the nitrogen molecule has a nuclear spin of I = 1, there is even-odd staggering of the
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transition strengths depending on the nuclear spin state. The high precision spectroscopy

requires the rotational ground state in the ion,12 which can be achieved by tuning the

excitation step to the S0 transition which proceeds from the rotational ground state of the

neutral molecule.

As the 2+1’ process competes with a 2+2 process, it should be possible to achieve a high

degree of selectivity for low pulse energies. In order to prevent broadening effects due to

the electric trapping fields, the REMPI lasers were aligned down the axis of the trap and

the trap can be switched off during the loading.

The S0 Transition

The state-selective 2+1’ REMPI process will proceed via the S0 transition and so this

is the transition of interest to us in the 2+2 spectrum. As an S-branch transition, this

corresponds to a change in the rotational state of ∆J = +2. The S0 peak in the spectrum

sits next to the S11 peak. The excitation probabilities for the S0 and S11 transitions

depend on the initial distribution of molecules in the J = 0 and J = 11 states respectively.

The relative strengths of the two transition peaks will vary with the rotational temperature

of the molecular beam (Figure 7.2).
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Figure 7.2: PGOPHER simulation of the S0 and S11 peaks for different rotational tem-
peratures of 14N+

2 . Simulations were performed by A. Gardner.73

7.3 Competing Ionisation Processes

There are two likely ionisation mechanisms that may compete with the 2+1’ REMPI pro-

cess: impact ionisation caused by electrons liberated from the trap electrodes by the pulsed
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lasers; and the 2+2 ionisation process. The state-selectivity of ionisation is compromised

by a combination of three factors: 1. non-REMPI ionisation processes such as electron

ionisation; 2. ionisation via the competing 2+2 REMPI process; and 3. non-selective

ionisation via the desired 2+1’ process.

7.3.1 Electron Ionisation

If the laser pulse energy and the trap voltages are high, nitrogen can be loaded even when

the excitation laser is detuned from any resonance. This occurs via electron ionisation

(EI).128 In this mechanism, electrons are accelerated from a metal surface and interact

with the molecule, producing a radical cation,

e− + A→ 2e− + A +, (7.1)

where A is the molecule and e− are electrons. There is also the possibility of the ionisation

process being accompanied by fragmentation of the molecule,

e− + A→ 2e− + [A b] + + b;

e− + A→ 2e− + b + + [A− b],
(7.2)

where b is a fragment of the original molecule. This propensity for fragmentation is

the reason that this method is considered a hard ionisation technique. The probability of

ionisation by EI increases with the energy of the incident electrons.128 In some applications,

such as mass spectrometry, fragmentation patterns can be useful in distinguishing the

molecule from others that have the same mass (within the resolution of the spectrometer).

However, in the generation of molecular ions for precision spectroscopy, this is highly

undesirable as it does not deterministically produce the target ion and there is no state-

selectivity.

Despite this lack of state-selectivity, the insensitivity of this method makes it appropriate

for characterisation of the set-up. Photoelectron ionisation has been demonstrated for

the ionisation of molecules within a rf quadrupole mass spectrometer.129 In this case,

the emitted electrons are accelerated into the molecules by the rf electric field of the

spectrometer. This ionisation mechanism can occur in the ion trap where the electric

fields are analogous. Assuming the photon energy of the ionisation lasers exceeds the work

function of the electrode surfaces, the number of electrons emitted will be proportional to

the pulse energy of the laser. The probability of ionisation will also depend on the electric

field strength, which dictates the kinetic energy of the accelerated electrons.

7.3.2 The 2+2 Process

The 2+2 process shares its excitation step with the 2+1’ process. From the resulting

excited state the molecule can either absorb one photon of the second colour or two



97

Figure 7.3: The two competing REMPI processes. Ionisation from the intermediate level
can proceed by the absorption of one 212 nm photon or two 255 nm photons.

photons of the same colour as in the first step (Figure 7.3). The total energy of the

four 2+2 photons exceeds the ionisation threshold considerably and so the latter of these

options results in a non-state-selective ionisation of the nitrogen molecule. At low pulse

energies the 2+1’ process is expected to be dominant, with the state-selectivity decreasing

as the pulse energy increases. This trend was observed by Gardner et al .73

7.3.3 Undesired 2+1’ Ionisation

The 1’ photon in the final stage of the 2+1’ ionisation scheme can be tuned to different

energies above the ionisation threshold. In principle, this allows the ionisation process

to proceed into the desired state. However, if the ionisation threshold is broadened by

external fields so that transitions into neighbouring states overlap, it may not be possible

to load into only one state. In this case, the desired ionisation process will compete with

other pathways within the 2+1’ process. The extent of the problem can be estimated by

simulating the broadening of the ionisation threshold.

7.4 Simulated Ionisation Threshold

We consider two cases. The first is loading of the ion trap under typical operating condi-

tions and the second is loading of the ion trap during a short period in which the electric

field within the trap is minimised (as described in Chapter 6).

In this first case, where the electric field amplitude in the trap is large, the broadening

is expected to be correspondingly large. For this reason, it is important to synchronise

the arrival times of the ionisation lasers to the zero-crossing of the electric field. However,

in these conditions the simulated broadening is still significant and would be expected to
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Figure 7.4: The simulated ionisation threshold for parameters corresponding to normal
operation of the Paul trap. Above, the expected distribution of thresholds based on the
expected broadening of ionisation threshold and the splitting of rotational levels within
the ion. Below, the expected ionisation probability (neglecting the natural width of the
ionisation threshold) assuming that the ionisation probability is cumulative. In both cases,
the blue line represents the zero-field ionisation threshold for the J = 0 state of the ion.

inhibit selective loading of the ion trap (Figure 7.4).

Next we consider the case of the dc field in the trap being switched off and the rf field

being minimised. Here, we assume an attenuation of the trap field by a factor of 400. This

results in clear steps in the probability of ionisation with the exception of the first two

states where there is some overlap (Figure 7.5). The state we are interested in reaching

is the J = 0 state which is the lowest of the states and the only state where selective

ionisation is possible (in the case of even staggering). Despite some overlap between the

thresholds for the J = 0 and J = 2 states, there is minimal overlap at lower energies and

high state-selectivity should be achievable.

7.5 Experimental Set-Up

The loading process was automated as described in Appendix B. The initial experiments

were carried out using electron ionisation and 2+2 REMPI mechanisms.
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Figure 7.5: Simulated broadening of the ionisation threshold assuming a reduction in the
radial electric field of a factor of 400 which has been previously achieved experimentally.
Above, the expected distribution of thresholds based on the expected broadening of ion-
isation threshold and the splitting of rotational levels within the ion. The contributing
rotational levels considered in this simulation are labelled. Below, the expected ionisation
probability (neglecting the natural width of the ionisation threshold) assuming that the
ionisation probability is cumulative. In both cases, the blue line represents the zero-field
ionisation threshold for the J = 0 state of the ion.

7.5.1 Ionisation Lasers

The nitrogen REMPI lasers are directed axially (Figure 7.6) and focussed into the centre of

the trap in order to reduce the ionisation volume. If the ionisation lasers arrived radially,

the ionisation volume would only be confined along the axis of the molecular beam by

the Rayleigh lengths of the lasers. They have beam diameters of approximately 150 µm

(beam waist of ∼75 µm) at the focuses, so this would correspond to Rayleigh lengths of

6.93 mm and 8.34 mm for the 255 nm and 212 nm lasers respectively. Further details of

the 255 nm laser used in these experiments can be found in Appendix C.

The lasers were aligned initially with the use of a guide beam from an alignment laser

which had been pre-aligned through the trap. They were overlapped with the alignment

laser using a temporary mirror to increase the path length without sending the lasers

through the trap. Once the REMPI lasers were overlapped with the alignment laser, their

overlap with each other was carefully checked at a position equivalent to the trap centre.

They were then directed through the trap to a photodiode on the other side. (Figure 7.6).
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Figure 7.6: The layout of the nitrogen ionisation lasers through the trap. The two ionisa-
tion lasers are overlapped before passing through the centre of the trap. They are reflected
by a dichroic mirror onto a photodiode after the trap.

To synchronise the timings of the lasers, a mirror was used to direct the lasers onto a

fast photodiodea which was read out on an oscilloscopeb. The dynamics of the dye laser

were considered and accounted for (Appendix C). It was shown by Gardner et al.73 that

the ionisation probability does not decrease rapidly if the excitation laser arrives before

the ionisation laser, due to the finite lifetime of the intermediate state and the time the

molecules stay in the beam. With this in mind, the excitation laser can be set to arrive

before the ionisation laser. Increasing the delay could potentially be used to tune the

loading rate.

It is important to be able to control the phase of the trap drive during photoionisation to

minimise inhomogeneous broadening of the ionisation threshold (Chapter 5). Additionally,

as the kinetic energy of photoelectrons generated by the lasers depends on the electric

field strength, the electron ionisation probability increases when the field is larger. To

synchronise the lasers to the minimum of the rf field, the Q switch triggers for each of

the dye lasers are synchronised to a signal from the function generator which drives the

ion trap. The phase of the trap drive when the laser pulses cross the centre of the trap

can be varied arbitrarily by adding an additional delay to all pulse outputs from the delay

generator. The standard deviation of the delay generator trigger timing with respect to

the rf drive is 0.3% of the trap drive period over the short term. There is an additional

jitter of 2 ns in the laser pulse arrival times from the dye lasers.

There is a measurement delay due to the time taken for the lasers to travel from the centre

of the trap to the photodiode and delays in the cables. This means that the zero-crossing

aEOT, ET-2030A
bAgilent Technologies, MSO6045A



101

Figure 7.7: Set-up used to ensure that the pulse valve and skimmers were aligned such
that the molecular beam passed through the centre of the trap. A guide laser was aligned
to pass through the centre of the trap and was observed on the pulse valve.

seen on the oscilloscope does not necessarily coincide with the coincidence at the trap

centre. This has been calibrated using electron ionisation.

7.5.2 Molecular Beam

Loading nitrogen ions from a molecular beam has advantages over loading from a homoge-

neous background gas (see Chapter 2). It reduces inelastic collisions that could destroy the

prepared rovibronic state and result in charge-exchange reactions. The finite beam width

limits the spatial extent of the ionisation region in the trap and minimises broadening of

the ionisation threshold. The cooling from the supersonic expansion also maximises the

number of molecules in the ground state of the REMPI process.

The molecular beamline is described in A. Gardner’s thesis.3 A pulse valve is opened and

the resulting free jet expands into the first chamber. This jet reaches a skimmer which

partially collimates the beam and the remaining gas is pumped out of the chamber. The

beam then enters the second chamber and passes through a second collimation skimmer.

These skimmers are aligned to ensure that the collimated beam passes through the centre

of the trap (Figure 7.7).

The molecular beam had been aligned previously (see A. Gardner’s thesis3). In order to

check the alignment of the beamline, a low power alignment laser was shone through the

centre of the trap and the skimmers. The laser dot was observed on the pulse valve to

confirm there was a line of sight between the pulse valve and the path of the ionisation

lasers through the centre of the trap (Figure 7.7).

Before attempting to load nitrogen ions into the trap, the molecular beam parameters were

varied to achieve a clear release of gas without raising the pressure in the trap chamber

beyond acceptable levels. Increases in the pressure should be avoided because the lifetime

of the prepared molecular state can be lost through collisions with background gas. The

collision rate between trapped ions and background gas increases with the pressure.
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Figure 7.8: The pressure recorded in the first beam line chamber (above) and trap chamber
(below) for pulse valve repetition rates of 1, 2, 5 and 10 Hz. The stagnation pressure was
0.2±0.05 bar above atmospheric pressure (atm).

Table 7.1: The parameters used for the molecular beamline. *The pulse valve is controlled
by a homemade unit provided by the University of Oxford which quotes the set actuation
voltage in %.

Parameter Value

Pulse valve opening time 100 µs
Pulse valve opening voltage 18 %*
Stagnation pressure 0.35 ± 0.05 bar (above atm)

The repetition rate (at which the pulse valve was triggered) was varied and the pressure

was recorded in the trap chamberc and in the first chamberd of the beam line. For higher

repetition rates of 5-10 Hz, the initial pressure was not recovered between shots (Figure

7.8). The final beamline parameters are shown in Table 7.1.

7.5.3 Pulse Energy Stabilisation

It is important to confirm that any trends we observe in the REMPI spectroscopy data are

not artefacts of the scanning process but rather true physical effects. For this reason, the

pulse energy of the excitation laser was stabilised to ensure the photon energy was constant

across the full scanning range (Appendix C). The scan region for the excitation laser was

chosen based on the experimental findings from Gardner et al. for the S0 transition.73 The

pulse energy was stabilised to ensure that the loading rate for different photon energies

was not influenced by the relative pulse energies across the scan.

cLeybold, IM520
dLeybold, PTR90
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Figure 7.9: The secular frequency of the Coulomb crystal in the ion trap with time after
the nitrogen ionisation lasers were fired through the trap. The dashed horizontal lines show
the expected frequency shift for the arrival of one 14N+

2 ion into a crystal with four 40Ca+

ions. Superimposed images show the ion crystal for the two measured secular frequencies.

7.5.4 Detection of Nitrogen Ions

Nitrogen ions do not have a cyclic transition that can be used for fluorescence collection.

As a result, the nitrogen ions are dark and cannot be observed directly. Instead, their

influence is observed as a distortion of the crystal structure of the bright trapped calcium

ions. The nitrogen ions appear as dark ions in the crystal because only calcium ions will

fluoresce under the cooling lasers in the trap.

In addition to appearing dark, nitrogen ions have a different charge-to-mass ratio to cal-

cium ions. The two-species crystal has common motional modes and the average charge-

to-mass ratio will change if nitrogen ions are loaded into a pure calcium crystal. This

change in charge-to-mass ratio can be detected by crystal weighing. Ionisation of nitrogen

was observed as the arrival of a dark ion and a shift in the COM frequency of the crystal

(Figure 7.9).

7.6 Electron Ionisation Measurements

Before loading the ion trap via REMPI, the laser timings and molecular beam need to be

characterised to ensure synchronisation. In the following we present the results of these

characterisation measurements, conducted via electron ionisation.
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Figure 7.10: The probability of loading nitrogen ions for different pulse energies of the 255
nm excitation laser.

7.6.1 Effect of Pulse Energy

Using the excitation laser, the non-REMPI loading rate was measured for different pulse

energies. A single shot of the 255 nm laser was fired through the trap to coincide with

the molecular beam and the crystal was observed for five minutes to observe whether any

dark ions arrived. The probabilities of loading were determined from the average of 16

repeats at each pulse energy.

In these measurements, there was a linear correlation between the pulse energy and the

loading probability (Figure 7.10). This is consistent with ionisation caused by collisions

between nitrogen molecules and electrons released from the electrode surfaces by stray light

from the laser. The number of photons in each laser pulse increases linearly with the pulse

energy. The photoelectron emission rate is proportional to the number of photons incident

on the electrode surface. This was performed away from any of the excitation transitions

to confirm that there is no REMPI contribution. It is notable that the probability of

ionisation becomes negligible below a certain pulse energy. In this case, no loading was

observed for a pulse energy of 25 µJ. The loading rate was observed to be highly dependent

on the laser alignment.

7.6.2 Phase of the Trap Field

The phase of the rf trap drive when the lasers are triggered is important for two reasons:

1. to reduce the rate of the undesired electron ionisation and 2. to minimise broadening

of the ionisation threshold for the desired REMPI process. The rf trap drive and laser
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Figure 7.11: Nitrogen loading probability for different arrival times of the ionisation lasers
with respect to the phase of the rf trap drive. Experimentally obtained ionisation proba-
bilities (black diamonds) with error bars. The data are fitted with a convolution of a mod
sine wave and a Gaussian of the width of the temporal profile (black line, error in pale
blue).

pulses are simultaneously recorded on a fast oscilloscopee and in principle the phase of the

trapping field during the pulses can be determined. However, intrinsic delays in the cables

and the time taken for the light to travel from the centre of the trap to the photodiode

are not accounted for in these measurements.

Determining the true phase of the trapping field when the lasers pass through the centre

of the trap requires a method that is sensitive to this. One such method is to measure

the rate of ions loaded for different delays of the laser pulse. The loading rate would be

expected to vary with the phase as a higher electric field would correspond to greater

acceleration of photoelectrons. The expected relationship would be a convolution of a

| sin(φ)| (for phase φ) function with the Gaussian laser pulse. As this function repeats

every π radians it is only possible to determine the phase relative to the zero-crossing of

the electric field.

In order to characterise the delay, the 255 nm laser was triggered with different delays rela-

tive to the trap drive zero-crossing. The measured ionisation probabilities were consistent

with the expected trend (Figure 7.11). There was an intrinsic delay of approximately 8 ns

between the oscilloscope reading of the field zero-crossing and the delay corresponding to

the minimum loading rate. This delay corresponds to a ∼2.5 m path length difference in

the set-up.

eAgilent Technologies, MSO6054A
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Figure 7.12: The loading probability for different delays of the laser pulse from the opening
of the pulse valve.

7.6.3 Molecular Beam Temporal Profile

Knowing the temporal profile of the molecular beam is important to ensure the ionisa-

tion laser pulses arrive in coincidence with the molecular beam pulse. Additionally, it is

desirable to ionise in the tail of the molecular beam rather than at its onset to reduce

the probability of inelastic collisions that could destroy the prepared state. The molecu-

lar beam was therefore characterised before the subsequent REMPI measurements were

taken.

The delay between the pulse valve firing and the laser pulse arrivals was scanned. The

temporal profile of the molecular beam was determined from the loading probability (Fig-

ure 7.12). The result was fitted assuming a Maxwell-Boltzmann velocity distribution to

extract a peak arrival time of 3.2 ms. The fitted distribution corresponds to a translational

temperature of 100±10 K along the beam axis. The velocity of the beam for a delay of

3.2 ms is ∼310 m s−1.

7.7 2+2 REMPI Measurements

The photon energy of the excitation laser at 255 nm was scanned over the S0 and S11

resonances and the probability of loading nitrogen ions into the trap was recorded. The

axial dc electrode voltage was set to 0 V and the radial rf field was switched off rapidly

using the method described in Chapter 6 (Figure 7.13).
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Figure 7.13: The laser pulse is timed to the minimum of the electric field. Above, the elec-
trode voltage on the rf electrodes. Below, the laser pulse measured using the photodiode
in Figure 7.13

7.7.1 The S0 Transition

The photon energy of the excitation laser at 255 nm was scanned over the S0 and S11

resonances and the probability of loading nitrogen ions into the trap was recorded (Fig-

ure 7.14). The splitting between the two transitions was fixed to 1.1 cm−1 which was

measured by Gardner et al.73 The rotational temperature of the molecular beam was de-

termined from this to be 139+54
−41 K. The initial temperature of the gas in the reservoir is

approximately 297 K and so this corresponds to some cooling of the rotational states. The

linewidth of the S0 peak was measured to be 0.33±0.05 cm−1. The measured shot-to-shot

variation of the dye laser fundamental was approximately ±0.03 cm−1. Accounting for

the inhomogeneous broadening mechanism, considering that the fundamental is frequency-

doubled and the excitation step is a two-photon process, the expected linewidth of the laser

is approximately ±0.12 cm−1. The measured transition linewidth is likely to be limited

by the laser linewidth, rather than the mixing between the intermediate and continuum

states caused by the photons for the ionisation step.
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Figure 7.14: Scan of the S0 and S11 peaks in the excitation spectrum, obtained by 2+2
REMPI. Lorentzians are fitted to the data. The wavenumbers refer to the energy of the
two 255 nm photons for the excitation step of the 2+2 ionisation process.

7.7.2 Ion Cooling Rates

The reactive lifetime of nitrogen ions in the trap is expected to be on the order of minutes

and the experiment will need to be repeated many times. For these reasons, the loading

time for nitrogen should be as short as possible. The 2+2 data was analysed to extract

a mean arrival time of 80±10 s (Figure 7.15). The data suggest that the nitrogen ion

arrives in less than 60 s approximately 50 % of the time. Crystal weighing data taken at

the end of each loading attempt (after 5 minutes) showed that reactions of nitrogen ions

with water were common within the measurement window. The background pressure in

the trap is 1×10−10 mbar.

7.8 Discussion

The ionisation set-up has been characterised using electron ionisation to map out the

temporal profile of the molecular beam. This yielded an arrival delay of approximately

3.2 ms with an estimated translational temperature of 100 K. From the relative excita-

tion probabilities of the S0 and S11 peaks, the rotational temperature of the beam was

measured to be 139+54
−41 K. This is consistent with the measured translational temperature.

The temperature of the laboratory is 297 K and so this demonstrates some cooling in the

molecular beam. Nitrogen ions have been loaded into the trap via 2+2 REMPI whilst the
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Figure 7.15: Histogram of arrival times for nitrogen ions loaded by 2+2 REMPI. Loading
delay is the time taken for the ion to crystallise, measured from the time the laser pulse
is triggered.

trap was switched using the technique described in Chapter 6. The 2+2 REMPI mecha-

nism was confirmed by a scan over the S0 and neighbouring S11 peaks in the excitation

spectrum. This showed a clear S0 resonance as the photon energy was scanned over the

peak. Additionally, the ionisation mechanism was confirmed as REMPI by the absence

of a trapping electric field while the laser passed through the trap, which eliminated the

electron ionisation mechanism.

The cooling dynamics have not been fully investigated, but preliminary results suggest

mean cooling times of more than a minute when using the trap switching technique with

small ion crystals. Equivalent measurements have not been made in the absence of the

switching technique so it is not possible to draw conclusions about the effect this is having

on the cooling time. However, the newly trapped nitrogen ion’s energy (as a high-velocity

ion in a strong electric field) is likely to be the dominant source of thermal energy requiring

cooling. In the future, it will be necessary to explore the effect of the trapping parameters

on the sympathetic cooling dynamics to reduce the loading time. It may also be necessary

to take steps to reduce the reaction rate by further reducing the pressure in the chamber.
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Chapter 8

Quadrupole Spectroscopy of Calcium Ions

8.1 Introduction

Spectroscopy of nitrogen ions requires the use of an auxilliary ion for state read-out and

cooling. The nitrogen transition frequency must also be compared to another reference

transition that is not sensitive to the proton-to-electron mass ratio. In the intended

experiment, the calcium will act as a frequency reference and be used for ground state

cooling and state read-out of the nitrogen ion. These three roles all involve the use of a

quadrupole transition from the S1/2 to D5/2 state of 40Ca+. It is therefore necessary to

characterise the transition.

The quadrupole spectroscopy discussed in this chapter has been performed before (e.g.130,131),

and much narrower linewidths have been achieved. It is included here because it had not

previously been attempted in this group and because it is a critical step towards realising

our experiment. The data in this chapter were taken using a different ion trap set-up

compared to the rest of the experiments described in the thesis.

8.2 The S1/2 → D5/2 Transition

The S1/2 → D5/2 transition is electric-dipole forbidden. That is, it involves a change in

orbital angular momentum of two quanta in contrast to the dipole selection rule ∆l = ±1.

The decay process is very weak and the lifetime of the D state is ∼1.2 s.132 It is referred

to as metastable, as decay over typical timescales for atomic processes is negligible. The

natural linewidth of the transition of interest is 0.2 Hz.133 This narrowness makes it

suitable for use as a frequency standard; as such, it is often referred to as a “clock”

transition.

For the quadrupole transition we consider, the change in orbital angular momentum is

∆l = 2. The selection rule for the magnetic quantum number mj is then ∆mj = 0,±1,±2.
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Figure 8.1: The ten possible transitions from the S1/2 state to the D5/2 state. Arrows
show transitions corresponding to ∆mj = 0,±1,±2.

Figure 8.2: Harmonic potential with energy levels En = ~ω(n + 1/2). The red arrow
shows one of the motional transitions that contributes to the third red sideband, i.e. it
corresponds to ∆n = −3. The blue arrow shows one of the motional transitions that
contributes to the second blue sideband, i.e. it corresponds to ∆n = +2.

Consequently, there are 10 transitions between the S1/2 (multiplicity 2) and D5/2 (multi-

plicity 6) states (Figure 8.1). In the absence of an external field, these transitions occur

at the same frequency. However, as the magnetic field increases, the energy levels sepa-

rate due to the Zeeman effect and individual peaks can be resolved for each of the ten

transitions.

In additional to electronic energy levels, the trapped calcium ion has motional energy

levels. In the case of the Doppler cooling transition, the natural linewidth is much larger

than the motional energy level separation and the Doppler effect causes broadening. In

contrast, the narrowness of the quadrupole transitions means that the individual motional

transitions appear as sidebands alongside the carrier band. Each sideband corresponds to

a transition in which integer numbers of motional quanta (or phonons) are absorbed or

emitted by the atom (Figure 8.2).
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Figure 8.3: Layout of optics around the ion trap used for quadrupole spectroscopy of
calcium ions.

8.3 Experimental Set-Up and Methods

8.3.1 The Trap and Lasers

The calcium quadrupole spectroscopy was done in a different ion trap from the rest of the

results presented in this thesis. The ion trap used for these experiments is described in

K. Sheridan’s thesis.134 The 729 nm spectroscopy laser and magnetic field were directed

along the axis of the trap (Figure 8.3). The imaging system consisted of a 10x lensa with

a 90:10 beamsplitter to share light between a CCD camerab and PMTc.

8.3.2 Spectroscopy Sequence

The spectroscopy sequence was repeated many times. This sequence consisted of four main

sections: Doppler cooling of the ion for 100 µs; state preparation to ensure the ion was in

the S1/2 state; probing with the spectroscopy laser; and detection of the ion’s state. Short

2 µs waits were integrated to ensure the lasers from the previous stage were completely off

(Figure 8.4). The lasers were switched off by sending TTL pulses to the oscillators which

controlled the acouto-optical modulators (AOMs) in the paths of each laser. In order to

scan the frequency of the 729 nm laser, a double-pass AOM was used to shift the frequency

of the laser by approximately 400 MHz. The sequence was repeated 255 times and, based

on a fluorescence count threshold, success (1) or failure (0) was assigned to each attempt.

A mean of these repeats was taken for each scan frequency and used as the probability of

excitation.

aNikon 10x, 24812
bAndor, Luca
cHamamatsu, H7360-02
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Figure 8.4: The sequence used to perform quadrupole spectroscopy of a single trapped
calcium ion. Initially the ion is laser cooled using the transition at 397 nm. This is
followed by a period of state preparation using the repumping lasers to ensure the ion is
in one of the S1/2 states. Once the ion is in the desired state, a pulse at 729 nm excites
the quadrupole transition. After this pulse is concluded, the cooling lasers are used to
detect the state of the ion. (a) The sequence of laser pulses. (b) The four stages of the
spectroscopy sequence.

8.3.3 Coherent Population Trapping in the Calcium Λ System

The energy levels of the Ca+ ion form a double-Λ system. During the Doppler cooling

cycle, the population is excited from the S1/2 state to the P1/2 state, where the most

probable decay pathway is back to the S1/2 state. The P1/2 state can also decay into the

D3/2 state. If the 850 nm and 854 nm lasers are used as repumpers, the population in the

D states returns to the S1/2 state via the P3/2 state, which can also decay into both the

D3/2 and D5/2 states.

In the experiments described in the previous chapters, lasers at 850 nm and 854 nm

were used to repump the ion out of the D states during laser cooling. However, in this

experiment, the detection mechanism relies on being able to distinguish between the case

where the ion is in the light S1/2 state and the dark D5/2 state. For this reason, the system

was repumped with the 866 nm laser so that the Doppler cooling cycle was independent

of the D5/2 state.

When repumping with the 866 nm laser, the population can become trapped in the D3/2

state. Figure 8.5 shows the possible σ+, π and σ− transitions from the D3/2 state to the

P1/2 state of the Λ system. In the absence of a magnetic field, the laser fields can drive
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Figure 8.5: The Zeeman sub-levels of the D3/2 and P1/2 states at zero magnetic field, and
the possible transitions between them. These transitions are excited by σ+ (red, solid),
π (green, dashed) and σ− (blue, solid) polarised light, corresponding to ∆mJ = +1, 0,−1
transitions respectively.

the atom into a superposition of the D3/2 Zeeman sublevels. The probability of excitation

into the one of the P1/2 states is given by the sum of the excitation probabilities from

the states in the superposition. For any constant polarisation of the 866 nm light, there

is destructive quantum interference between these different excitation pathways which

prevents excitation to the P1/2 state. The consequence of this coherent population trapping

(CPT) is that the population becomes trapped in the dark D3/2 state, preventing Doppler

cooling and fluorescence imaging and detection. The dark state does not evolve so it

remains dark.135–137

There are two effective and commonly implemented ways to destabilise these dark states:

splitting the energy levels, usually by applying a magnetic field; and modulating the

polarisation of the repumping laser.137,138 At magnetic fields on the order of the Earth’s

magnetic field, the dark states are effectively destabilised. Approaching zero magnetic field

at the position of the ion, the fluorescence rate drops as the population becomes trapped.

Scanning the magnetic field shows a dip in fluorescence close to zero field, referred to as

a Hanle dip.139 To prevent CPT when working at low magnetic fields, an electro-optic

modulator (EOM) was used as a variable waveplate to modulate the polarisation of the

866 nm laser at >10 MHz. The result of this polarisation modulation can be seen from

Hanle dip measurements (Figure 8.6).

8.3.4 Magnetic Field Compensation

Due to the sensitivity of the sub-levels to magnetic fields, a very stable and well-controlled

magnetic field is needed. This requires a method of control over the magnetic field in

the trap. For this purpose, six coils are placed around the trap in pairs (Helmholtz

configuration) along each of three perpendicular axes, one of which is collinear with the

trap axis. The current passed through each coil is controlled, allowing the magnetic

field to be compensated and set to a chosen value. At present, only slow drifts in the

magnetic field have been compensated using Hanle dip measurements. Fast variations in
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Figure 8.6: Hanle dip measurements taken for no modulation of the 866 nm laser polar-
isation (a), and with polarisation modulation at 10 MHz applied using an EOM. (b) In
each case the blue scattered points are data collected during multiple scans and the black
lines are a simple mean of the scans.

the magnetic field, such as due to mains electrical fields have not been compensated at this

stage. The current corresponding to zero magnetic field in each of the three dimensions

was determined using Hanle dip measurements.139

The Hanle dip measurement exploits CPT and the destabilising effect of magnetic fields.

The current supplied to the pair of coils is scanned (scanning the magnetic field experienced

by the ion) and the fluoresced photons are counted. As the minimum magnetic field is

approached, the dark states are no longer effectively destabilised and the fluorescence rate

drops. The current at which there is a minimum in photon counts corresponds to zero

magnetic field.

During the spectroscopic measurements presented here, the magnetic field in the x and

y directions (the radial directions) was held at zero while the magnetic field in the z

direction was varied to observe the ten separate transitions associated with the S1/2 → D5/2

transition. Once the field was minimised based on the Hanle dip measurements, the

field was reduced until a single peak was observed in the spectrum (instead of the ten

component peaks) and the linewidth of this peak was minimised. The values obtained

from this minimisation were used to calibrate zero-field.
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Figure 8.7: A spectrum showing the ten peaks corresponding to the ten D5/2 ← S1/2

transitions with ∆mJ = 0,±1,±2. Above, an example experimental spectrum. Below, a
simulated spectrum with a magnetic field of 45 mG and linewidths of 12 kHz by fitting to
these data using the simulation described in Appendix D.
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Figure 8.8: Sideband spectra. (a) Example experimental sideband spectrum taken with
an axial secular frequency of 480 kHz. The carrier is centred at a detuning of 0 MHz.
Sidebands with negative detunings are red and with positive detunings are blue. (b)
Simulated sideband spectrum (see Appendix D).
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Figure 8.9: The magnetic field fluctuations measured close to the trap. (a) The mag-
netic field measured over 100 ms. (b) Spectrum of magnetic field noise from FFT of
measurements from longer measurement times.

8.4 Results

8.4.1 Quadrupole Spectra

The magnetic field was set so that the Zeeman splitting was smaller than the secular

frequency (e.g. Figure 8.7(a)). Peak splittings and relative strengths were consistent with

simulations. Fitting the experimental data using the simulation (with free parameters

of magnetic field, linewidth and an overall multiplying factor), yielded a reasonable fit

(Figure 8.7(b)).

In addition to high resolution spectroscopy, this quadrupole transition will be used to cool

the ions into the ground state by exciting red sideband transitions. With a low magnetic

field to prevent overlap between sidebands, a broad spectrum was taken. For a secular

frequency of 2π · 480 kHz, five sidebands on either side of the carrier band were clearly

visible (Figure 8.8).

8.4.2 Magnetic Field Broadening

The magnetic field in the laboratory changes on multiple timescales. There is a dc com-

ponent caused by the Earth’s magnetic field and other permanent magnets in the vicinity.

In addition, there is a large component at 50 Hz and multiples thereof which comes from

the mains electricity supply and devices that use it. There is also some noise at other

frequencies, fast and slow, from unknown sources.

The magnetic field in the laboratory was measured using a homemade magnetic field
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Figure 8.10: Peaks in the quadrupole spectrum for probe times of 20 µs and 55 µs. In the
case of the Fourier limited peak with a 55 µs probe time, the sinc wiggles arising from the
square pulse of the probe laser are visible.

sensord. The field was measured near to the trap after the magnetic field had been reduced

by changing the current source for the compensation solenoids. The observed field was a

triangular wave composed of harmonics of 50 Hz (Figure 8.9). The amplitude of this wave

was approximately 2 mG.

As the energies of the Zeeman sublevels depend on the magnitude of the magnetic field, any

changes of the magnetic field on a fast timescale relative to the scan rate will be observed

as broadening. Each transition has a different dependence on the magnetic field and so

the different peaks in the spectrum will be broadened by different amounts. The realistic

magnetic field, approximately triangular in shape, is expected to result in a “squaring” of

the lineshape.

8.4.3 Linewidths

The linewidth is important for future spectroscopy. In metrology applications, the im-

portant parameter is the ratio of the frequency resolution to the frequency. In order to

perform high resolution spectroscopy, a linewidth of <10 Hz is desirable. To reduce the

linewidth, a single peak was isolated and narrowed by eliminating unnecessary magnetic

field fluctuations and increasing the duration of the excitation pulse.

Initially, spectra were obtained using a probe time of 20 µs for which the Fourier limit is

approximately 22 kHz. However, the width and shape of the lines observed showed that

the Fourier limit was not reached at this stage (Figure 8.10).

dHoneywell HMC1001
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Figure 8.11: The effect of probe time on the quadrupole peak linewidths. (a) Example
peaks for probe times between 50µs and 2 ms. (b) The full widths at half maximum
(FWHM) of peaks with the probe time.

Reaching the Fourier limit required mitigation of the dominant broadening mechanism.

The magnetic field noise at harmonics of 50 Hz was identified as the source of this broad-

ening. The current supply for the field compensation solenoids was found to produce

magnetic field noise at harmonics of 50 Hz so it was replaced by three separate laser cur-

rent controllers, one for each pair of solenoids. This significantly reduced the linewidth to

the Fourier limit for a pulse duration of 55 µs (Figure 8.10).

To reduce the linewidth further, longer measurement times were needed to push the Fourier

limit to lower linewidths. Initially, when the probe time was increased, the linewidth

decreased. However, as the probe time was increased further, the linewidth began to

increase (Figure 8.11). This broadening could be countered by reducing the power of the

probe laser until a limit was reached (Figure 8.12).

Increasing the pulse duration from 20 µs to 15 ms decreased the linewidth to approximately

3 kHz, which corresponds to a fractional resolution of ∆ν
ν ∼ 1×10−11. This is still limited

by the magnetic field noise.

8.4.4 Rabi Flopping and Decoherence

One measure of the stability of important parameters such as the magnetic field is the

decoherence of Rabi oscillations. The probability of excitation of one transition in the

spectrum was recorded for different probe times (see Figure 8.4). This yielded Rabi oscil-

lations with a decay constant of 100 µs. It was notable that increasing the power of the

729 nm laser did not increase the Rabi frequency, which may be due to a large contribution
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Figure 8.12: The effect of probe laser power on the quadrupole peak linewidths. (a) Peaks
observed for probe powers 20 µW and 1 mW with a probe time of 10 ms. (b) Full widths
at half maximum (FWHM) for different powers of the 729 nm probe laser.

of amplified spontaneous emission at higher powers caused by the tapered amplifier in the

729 nm set-up.

8.5 Discussion

The existing results have demonstrated spectroscopy on the quadrupole transitions which

are consistent with the simulations of the expected spectra. The linewidths are still about

three orders of magnitude larger than should be possible e.g.130, most likely due to the

magnetic field fluctuations measured in the laboratory. Sideband spectra have also been

obtained which can be used in the future for sideband cooling to the ground state.

The spectrum of the magnetic field noise in the laboratory near the ion trap is dominated

by noise from mains equipment at 50 Hz and harmonics thereof. This is very difficult

to eliminate due to the need to run many devices from the mains in order to run this

experiment and others. One option would be to install magnetic shielding. However, this

is expensive and limited by the need for holes to allow laser, vacuum pump, molecular beam

and imaging access. The alternative is dynamic stabilisation which is the route we intend

to go down in the short term. This method uses magnetic field sensors placed around

the trap to interpolate the magnetic field within the trap. From these measurements, a

compensating signal would be generated as feedback for the magnetic field compensation

coils. It should be possible to implement this feedback fast enough to compensate for 50+

Hz fluctuations.

One of the next steps for this part of the experiment is to implement this dynamic magnetic
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Figure 8.13: The peak excitation probability measured from spectra. The duration of the
729 nm laser pulse was scanned to observe Rabi oscillations.

field stabilisation to reduce the linewidths of the peaks in the spectrum. This is important

because the fractional uncertainty in the high resolution spectroscopy measurements will

depend on the precision of the calcium spectra. In addition, the quantum logic scheme

relies on ground state cooling of the calcium ion’s motional state along the trap axis.

This will be achieved by exciting red sidebands. Finally, these techniques need to be

implemented in the nitrogen trap and integrated into the main experiment.
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Chapter 9

Conclusions and Outlook

Observations contradictory to the predictions of the Standard Model have led to many

theories which predict changes in fundamental constants. High resolution spectroscopy of

rotational and vibrational transitions in molecular ions can probe this potential variation in

fundamental constants. Of these, there is a vibrational transition in the nitrogen molecular

ion of particular interest.

In order to perform the desired high resolution spectroscopy, the ion must first be loaded in

the rovibronic ground state with high fidelity. Spectroscopy of the quadrupole transition

in calcium, which will be used for cooling and state readout of the nitrogen state, must

also be characterised. The next step is to implement a quantum logic spectroscopy scheme

to perform high resolution spectroscopy of nitrogen.

When this doctoral project started, the ion trap and molecular beam system were already

in place (see A. Gardner’s thesis3). The aim of the work in this project was to do ground

work for high resolution spectroscopy of calcium and nitrogen ions. In the following

sections, the main conclusions are discussed and the future of this work is explored.

9.1 Conclusions

The distribution of ionisation thresholds across the trapping region in a typical rf trap

can be broad enough to prevent state-selective ionisation of molecules. The extent of

the broadening and its impact depend on the specific target molecular ion, the trapping

parameters and the level of selectivity required. While some ion traps already operate

with sufficiently low drive frequencies and electrode voltages, many experiments require

high confinements which must be adjusted whilst loading to obtain a high purity of ions

in the desired internal state. In these cases, the width of the ionisation threshold can

be reduced by adjusting the trap parameters or by rapidly switching the trap off and on

again to coincide with the timing of the ionisation lasers. For state-selective REMPI in

an ion trap, the choice of trap parameters is crucial and, by employing other mitigation
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techniques such as trap switching, loading of high frequency traps is feasible.

Switching the trap off rapidly can reduce the electric fields in the ion trap without the

loss of ions. This switching does, however, cause heating of the trapped ions. This effect

worsens for long rf switch-off times and for high field gradients during dc switching. It is

unclear how dc field switching might be possible in a trap where the ions were not trapped

by the rf field alone. This is because switching without the loss of ions requires switch-off

times on the order of 10 ms, which is very long compared to the period of the secular

motion. When the rf field is switched off for similar times, the ions are unrecoverable.

Switching the trap off should enable state-selective ionisation by reducing broadening

by a factor of >1000 for both the rf and dc fields. In a trap where there is sufficient

axial trapping with low to no dc voltage, this is a promising option for the state-selective

loading of molecular ions by threshold photoionisation methods. Nitrogen molecular ions

have been trapped in this way. The effect of any heating caused on the rate at which new

ions cool into the crystal is not yet known, but the high energy of the incoming nitrogen

ion is likely to dominate.

Nitrogen ions have been loaded into the trap via electron ionisation in order to characterise

the system before REMPI was attempted. This was facilitated by the scatter of a pulsed

laser on the electrodes, resulting in the acceleration of electrons by the strong electric fields

inside the trap. The ionisation probability increased linearly with the pulse energy of the

laser and was maximised at the maximum of the rf electric field oscillation. This was

used to obtain the temporal profile of the molecular beam, showing a peak in ionisation

probability approximately 3.2 µs after the pulse valve was triggered.

The trap switching method was used to load nitrogen ions into the ion trap. This offers a

proof-of-concept that loading molecular ions while the trap is switched off is practicable.

The S0 transition was scanned and a clear resonance was observed, confirming that the

ions were loaded via 2+2 REMPI. The mean arrival time of ions was 80±10 s, which is

long relative to the chemical lifetime of trapped nitrogen ions. Further investigation of

the factors affecting the sympathetic cooling dynamics is needed.

Spectroscopy has been carried out on the S1/2 → D5/2 transition in a single 40Ca+ ion in

a linear Paul trap. This facilitated peak widths of ∼3 kHz in the best case, corresponding

to a Q factor of ∼ 1× 1011. Fluctuations in the magnetic field in the laboratory were the

dominant cause of the persisting broadening. To achieve narrow peaks, the power of the

probe laser was reduced significantly as otherwise saturation broadening was observed for

longer pulse times. In addition to broadening, the magnetic field instability resulted in

a fast decay of Rabi oscillations. This fast decoherence is likely to be the result of poor

magnetic field stability in the laboratory.
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9.2 Outlook

In order to load nitrogen ions state-selectively, it remains to load via the desired 2+1’

process and explore the effect of switching the trap drive on the ionisation threshold

experimentally. The techniques required to do this have been thoroughly characterised.

However, the cooling dynamics have not been fully explored. The chemical lifetime of

nitrogen in the ion trap is reasonably short, and so in order to maximise the time available

for spectroscopy, the loading time should be as short as possible. The sympathetic cooling

of nitrogen ions into the trap under different loading conditions can be explored to optimise

the loading parameters for future experiments. The difference between the cooling rate

with and without trap switching has yet to be explored.

Once the loading of nitrogen has been investigated and reliably implemented, the next

steps will be towards carrying out spectroscopy of the (v,N, F,M) = (0, 0, 1/2,±1/2) →
(2, 0, 1/2,±1/2) transition of the X2Σg state. This requires further optimisation of the

calcium quadrupole spectroscopy and implementation of sideband cooling. The lasers for

the Raman spectroscopy need to be set up and the quantum logic detection scheme needs

to be implemented.

In order to perform precision spectroscopy, the linewidths of the calcium quadrupole spec-

tra will need to be made narrower. The limiting factor is currently the magnetic field

fluctuations in the laboratory. The predominant source of this noise is mains electricity

with typical frequencies at harmonics of 50 Hz. The magnetic field will be stabilised in

the future using active stabilisation, with magnetic field sensors placed around the trap.

Once these steps are completed, the nitrogen spectroscopy will be carried out using a

quantum logic scheme. The calcium-nitrogen crystal will be cooled to its motional ground

state using sideband cooling on the S1/2 → D5/2 transition in the calcium ion. The

v = 0→ v = 2 vibrational transition in the ground X2Σ+
g state of the nitrogen ion will be

driven as a Raman transition using lasers at 714 nm and 1030 nm (Figure 9.1, A). This

will leave the nitrogen ion in either the v = 2 state (if the transition is successful) or in

the original v = 0 state (if the transition is unsuccessful).

In the following step, two counter-propagating lasers at 780 nm, separated in frequency

by the sum of the Zeeman detuning and the secular frequency, form a walking wave. This

will drive population in the v = 0 to the other magnetic sublevel and transfer the crystal

into the n = 1 motional state (Figure 9.1, B I). If the nitrogen ion is in the v = 2 state,

then it does not gain any motional energy and remains in the n = 0 state (Figure 9.1, B

II). This maps the state of the nitrogen ion onto the shared motion of the crystal.

The motional state of the crystal can be interrogated by driving the first red sideband

of the S1/2 → D5/2 transition in calcium. If the spectroscopy transition was successful,

then the calcium ion will remain in the light S1/2 state and fluorescence photons will be

detected (Figure 9.1, C I). Whereas, if the transition was unsuccessful, the calcium ion will

be excited to the dark D5/2 state and it will not fluoresce (Figure 9.1, C II). By photon
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Figure 9.1: The proposed quantum logic spectroscopy scheme. The crystal of one nitrogen
ion and one calcium ion is cooled to the motional ground state. A) The clock transition
in nitrogen is probed using a Raman transition. B) A walking wave at 780 nm excited
the motional state of the nitrogen ion if step A was unsuccessful and not if the transition
was successfully completed. The motion of the nitrogen ion is also transferred to the
co-trapped calcium ion. C) The first red sideband of the calcium ion is driven and if the
crystal is still in the motional ground state (if the nitrogen ion is in the v = 2 state) the
calcium ion will remain in the light S1/2 state. If the crystal has gained motional energy
during the logic scheme (if the nitrogen is in the v = 0 state) then this transition can
occur and the calcium ion will be excited to the dark D5/2 state. The state of the calcium
ion can be read out by detecting fluorescence.
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statistics, the state of the nitrogen ion can then be determined.



128

Bibliography

[1] A. Corney, Atomic and laser spectroscopy, Clarendon Press, Oxford, 2006.

[2] D. James, Quantum dynamics of cold trapped ions with application to quantum

computation, Applied Physics B: Lasers and Optics, 1998, 66, 181–190, DOI:

10.1007/s003400050373.

[3] A. A. Gardner, Ph.D. thesis, University of Sussex, 2016.

[4] S. Willitsch, M. T. Bell, A. D. Gingell and T. P. Softley, Chemical applications of

laser- and sympathetically-cooled ions in ion traps, Physical Chemistry Chemical

Physics, 2008, 10, 7200, DOI: 10.1039/b813408c.

[5] S. Ospelkaus, K.-K. Ni, D. Wang, M. H. G. de Miranda, B. Neyenhuis, G. Quéméner,
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Appendix A

Data Availability

Data plotted in Chapter 5 can be found at https://doi.org/10.25377/sussex.13060295. The

simulation code used in the same chapter can be found at

https://doi.org/10.25377/sussex.13063628.
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Appendix B

Automation of the Loading Process

The automation procedure was developed to enable recording of the necessary data without

the need for intensive human intervention and to enable timing and efficient recording of

all relevant data. The automated loading sequence was programmed as a state machine

in LabVIEW. This enabled the program to make decisions based on synchronous analysis

of photon count, crystal weighing and CCD imaging data via Python nodes.

B.1 Overview

Automated loading was used for the loading probability data taken in Chapter 7. The

state machine was based on the flowchart in Figure B.1. Further detail is shown in the

following subsections for the highlighted sections. This program facilitated loading of

calcium ions, loading of nitrogen ions, tracking of crystal composition and the scanning of

parameters.

This automated system was operated with two different measurement schemes. In the

first, used for the molecular beam and rf phase scans, the crystal was imaged and weighed

at each time step. In the second, used for the scan of the S0 transition with REMPI, the

crystal image was recorded at each time step and the crystal was weighed at the end of

the measurement. This was to allow us to extract the cooling times without the crystal

weighing disrupting the cooling rate.

B.1.1 Calcium Loading Sequence

Calcium is loaded as described in Chapter 4. First, the oven is turned on by a switch

controlled by a TTL pulse. Next the shutters for the calcium ionisation lasers are opened.

The count rate on the PMT above the trap is measured by a DAQ at intervals of approx-

imately 200 ms. If the count rate exceeds a threshold, the oven and ionisation lasers are

switched off. Otherwise, they are switched off once the loading time limit is exceeded.
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Figure B.1: Flowchart showing the automation sequence.
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After the oven is switched off, the program checks whether ions have been loaded. It

compares the count rate measured on the PMT to the aforementioned threshold. When

the count rate exceeds the threshold, the program moves to the next phase. Otherwise,

once the wait time is over the trap is switched off briefly to eject any uncrystallised ions

and the loading process begins again from the start.

In the next phase of the program, the count rate is measured at intervals of 10 s over

at least 70 s to check that all loaded ions have crystallised into the trap. This is to

reduce confusion later on when conducting measurements and to prevent any effect that

uncrystallised calcium ions could have on the cooling dynamics of arriving nitrogen ions.

When the difference between consecutive measurements was less than 1,500 counts per

second, the ions were presumed to have settled. If the ions had settled, the program

would move on to the next stage in the general flow chart. If the ions do not settle in the

designated time frame, they are ejected and the loading process restarts.

B.2 Micromotion Compensation Sequence

The nitrogen ionisation lasers can create patch potentials on the electrodes that change

the dc electric field in the ion trap. This in turn will shift the ion crystal away from the

rf minimum in the trap and increase the excess micromotion. As the cycle was repeated

many times to build up loading statistics, the micromotion compensation sequence should

be as short as possible. To ensure accuracy, the micromotion compensation was only

performed when a single ion was loaded.

B.2.0.1 The Principle of the Method

Due to the linear geometry of the trap, the micromotion along the axial axis and within the

radial plane can be considered separately. For the axial field compensation, the measure-

ment time can be reduced by measuring the micromotion amplitude for a small number

of axial compensation voltages (X). A straight line can be fitted to this data to extract

the zero-crossing of the amplitude (as in Chapter 4).

In the radial plane, the method differs from measurements described in Chapter 4. In

the previous method, the compensation voltages were set to the intersection point of two

lines where the micromotion amplitude was minimised for the two radial lasers (see Figure

4.25). The gradients of these lines depend on the geometry of the lasers and the trap, but

are constant unless the angles of the lasers with respect to the trap change. Changes in

the stray fields will manifest as a change in the offset of these lines.

All that is needed to define each line is the gradient, which will be unchanged from the

previous measurements, and a single point on the line. By choosing to measure the

micromotion at (H,V ) coordinates that lie on the normal to the line, a small number

of points may be used. If possible, points either side of the minimum micromotion point
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should be used so that the zero-crossing of the micrmotion amplitude lies within the probed

range. Points on the normal can be found by solving the simultaneous equations:

d =

√
(H1 −Hline)

2 + (V1 − Vline)
2, (B.1)

and

V1 =
−1

m
·H1 + ζ1. (B.2)

The intercept, ζ1/2 of each line can be determined from the zero-crossing of the normal,

(Hpoint, Vpoint), and the gradient, m1/2, according to

ζ1/2 = Vpoint −m1/2 ·Hpoint. (B.3)

This can be done for both lasers. The intersection of the two lines, (Hbest, Vbest), can then

be calculated from the two intercepts and gradients

Hbest =
ζ2 − ζ1

m1 −m2
; Vbest = m1 ·Hbest + ζ1. (B.4)

A generalised version of this method to compensate micromotion in three coupled dimen-

sions is described in A. Riley-Watson’s thesis.140

B.2.1 The Practical Implementation of the Method

In practice, this method of micromotion compensation was implemented within the larger

state machine using a combination of LabVIEW and Python code. LabVIEW was used

to control the TDC, DAQ and lasers while Python nodes provided the functionality to fit

sine waves to the photon-correlation histograms, select H,V pairs on the normal to the

lines of minimum micromotion and calculate the relevant intersections. To avoid applying

voltages that could significantly destabilise the ions, the voltages are coerced to within a

sensible range and discarded if outside it.

B.3 Crystal Weighing

The crystal weighing sequence uses the method described in Chapter 4. The secular

frequency is determined using a Python script to perform a FFT followed by a fit to the

tallest peak. From the centre of this peak, the secular frequency is determined.

B.4 Crystal Cleaning

In the case of nitrogen ions being loaded or calcium ions reacting with water, it is necessary

to start the next cycle of the loading process with a clean crystal of only Ca+ ions. This can

be achieved by discarding the trapped ions and reloading the trap with calcium. However,
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this is time consuming and so it is preferable to find a way to clean an existing crystal

contaminated with non-Ca+ ions. This is implemented by applying a signal to one of the

axial electrodes at the secular frequency for a pure crystal of each contaminant. In this

case, the crystal was cleaned using a frequency for [Ca-OH]+ followed by a frequency for

N2. It was not possible to clean [N2-OH]+ from the crystal because its mass-to-charge

ratio is very similar to that of calcium. Exciting at the secular frequency of [N2-OH]+

causes considerable excitation of the motion of the calcium ions.
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Appendix C

Nitrogen Ionisation Laser

The excitation laser at 255 nm is a pulsed dye lasera pumped with a Nd:YAG laserb. The

dye used is Coumarin 307 in ethanol (0.4 g/l for oscillator and 0.1 g/l for amplifier). The

output from the dye laser passes through a doubling crystal to obtain light at 255 nm.

Due to the dynamics of the laser, the delay in the arrival of the laser pulse depends on the

pulse energy of the pump laser. This is in turn controlled by the Q-switch delay of the

Nd:YAG laser. As the Q-switch delay (and pulse energy) is increased, the pulse arrives

earlier (Figure C.1).

Figure C.1: The temporal profiles of laser pulses for different Q-switch delays of the
Nd:YAG laser used to pump the 255 nm dye laser.

The most probable cause of this is the excitation dynamics. Changing the dye, which

effectively increased the gain of the dye laser, shifted the peaks to shorter delays. Main-

taining the synchronisation of the laser is complicated by the changing dynamics as the

dye degrades and the gain drops.

aRadiant Dyes, Narrowscan
bContinuum, Surelite 2
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The pulse energy of the excitation laser was stabilised to ensure the photon energy was

constant across the full scanning range (Figure C.2). This was done at higher pulse energies

than the operational energies used to ensure reliable measurement with the pulse energy

meterc.

78540 78541 78542 78543 78544
Photon Energy/ cm 1
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Figure C.2: The pulse energy of the excitation laser at different photon energies. The Q
switch delays used in these measurements correspond to higher energies than were used
in the experiment.

cThorlabs, PM100USB with ES220C head
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Appendix D

Simulation Methods: Quadrupole Spectra

There are ten peaks in the quadrupole spectrum which correspond to the ten possible

transitions satisfying the selection rule ∆mj = 0,±1,±2 for transitions from the S1/2 state

to the D5/2 state. In addition to changes in the atomic state, the ion can also undergo

transitions between motional states. That is, an atomic transition can be accompanied by

a change in the motional quantum number.

D.1 The Quadrupole Spectrum

For the purposes of the simulations, zero detuning is defined as the zero-field transition

frequency of the S1/2 → D5/2 transition. The ten observed transitions are split by a mag-

netic field due to the Zeeman effect. The frequency shift, ∆ν, of each peak due to the

weak magnetic field is,

∆ν =
µBB
h

(gSmjS − gDmjD), (D.1)

where B is the magnetic field strength, µB is the Bohr magneton, gS and gD are the

gyromagnetic ratios, and mjS and mjD are the magnetic quantum numbers of the S and

D states respectively. Equation D.1 can be used to find the positions of each peak in the

spectrum. The coupling strengths for the different magnetic transitions are respectively

given by (see141,142):

g0 =
1

2
| cos(γ) sin(2φ)|,

g±1 =
1√
6
| cos(γ) cos(2φ) + i sin(γ) cos(φ)|,

g±2 =
1√
6

∣∣∣∣12 cos(γ) sin(2φ) + i sin(γ) sin(φ)

∣∣∣∣,
(D.2)
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Table D.1: Table of Clebsch-Gordan (CG) coefficients and couplings for the relevant tran-
sitions in the calcium-40 ion141

Initial State Final State CG Coefficient Coupling Strength

S1/2, mJ = -1/2 D5/2, mJ = -5/2 1 g2 g2

S1/2, mJ = -1/2 D5/2, mJ = -3/2
√

4
5 g1

√
4
5g1

S1/2, mJ = -1/2 D5/2, mJ = -1/2
√

3
5 g0

√
3
5g0

S1/2, mJ = -1/2 D5/2, mJ = +1/2
√

2
5 g1

√
2
5g1

S1/2, mJ = -1/2 D5/2, mJ = +3/2
√

1
5 g2

√
1
5g2

S1/2, mJ = +1/2 D5/2, mJ = -3/2
√

1
5 g2

√
1
5g2

S1/2, mJ = +1/2 D5/2, mJ = -1/2
√

2
5 g1

√
2
5g1

S1/2, mJ = +1/2 D5/2, mJ = +1/2
√

3
5 g0

√
3
5g0

S1/2, mJ = +1/2 D5/2, mJ = +3/2
√

4
5 g1

√
4
5g1

S1/2, mJ = +1/2 D5/2, mJ = +5/2 1 g2 g2

where φ is the angle between the wavevector of the incident photon and the magnetic field

vector, in this case parallel; and γ is the angle between the magnetic field vector and the

plane spanned by the polarisation and wavevector of the photon. The Clebsch-Gordan

coefficients and the coupling strengths of the transitions are shown in Table D.1.

D.2 The Motional Spectrum

Sidebands appear in the experimental quadrupole spectrum at frequencies of ν0±∆nνsec,

where ∆n is the change in motional quantum number during the transition, with a positive

∆n corresponding to a gain of phonons (a blue sideband) and a negative ∆n corresponding

to loss of phonons (a red sideband). In addition to red and blue sidebands, there is also a

central band corresponding to a transition in which the motion state of the ion is unchanged

(∆n = 0).

The strengths of the different sidebands, ρ∆n, depend on the initial distribution of motional

states and the Rabi frequencies for each sideband, according to

ρ∆n =

∞∑
n=0

Pn · sin2(Ωn,n+∆nt/2), (D.3)

where Pn is the probability that the ion is in motional state n initially and Ωn,n+∆n is the

Rabi frequency for the quadrupole transition between motional states n and n+ ∆n.

The initial state population was assumed to be a Boltzmann distribution for an estimated

ion temperature. The probability of a given motional state, n, being occupied is given by

Pn =
exp

(
−En
kBT

)
Z

, (D.4)
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where the partition function, Z, is

Z =

∞∑
κ=0

exp

(
−Eκ
kBT

)
, (D.5)

and En/κ are the motional energy levels.

The Rabi frequency Ωn,n+∆n is, in general, given by (see141)

Ωn,n+∆n = Ω0 exp

(
−η

2

2

)
η|m|L|m|n (η2)

(
n!

(n+ ∆n)!

)sign(m)/2

, (D.6)

where η is the Lamb-Dicke parameter

η =
2π

λ

√
~

2mCaω
, (D.7)

Ω0 is the Rabi frequency of the central band and L
|m|
n (η2) is a Laguerre polynomial of the

form

Lαn(x) =
n∑
κ=0

(−1)κ
(
n+ α

n− κ

)
xκ

κ!
. (D.8)

The Rabi frequency for each possible motional transition was calculated and the proba-

bilities for transitions were summed according to Equation D.3.

For small magnetic fields where the Zeeman splitting is smaller than the secular frequency,

the spectrum consists of bands of peaks. Each series corresponds to a different motional

transition and the peaks within the band correspond to the different quadrupole transi-

tions. The positions of the peaks were determined by adding the positions of the sidebands

to the positions of the quadrupole transitions. The strength of each peak was taken to be

the product of the atomic transition probability and sideband strength. The peak shape

was assumed to be Lorentzian.
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