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ABSTRACT

Algorithmic fairness is a multi-faceted topic which is of significant consequence to a diverse

range of people. The issue that this thesis investigates is a fairness-specific instance of a yet

even broader concern — that data can be biased due to spurious correlations. Machine learning

models trained on such data learn to exploit these spurious correlations that do not hold in the

test distribution. When spurious correlations are found with respect to protected demographic

attributes, trained models could be biased towards certain subgroups or populations. A promising

approach to counteract biased data is by producing a fair representation as a pre-processing

step. The main drawback, however, of existing fair representation learning approaches is that

the data often become obscured when projected into an uninterpretable latent space, making

intuitive assessment difficult. Noticing that the domain the data resides in is often interpretable,

with the structure providing richer information that is easier to understand on a per sample

basis, I develop fair representations in the data domain. These convey additional per-sample

information that can be easily shared and explained to system designers and stakeholders. This

thesis investigates three aspects of fair representations in the data domain. Firstly, I demonstrate

a novel application of fair representations to generate counterfactual samples in the data domain.

The aim of this application is to promote positive actions to address discrimination in an already

existing system; Secondly, I develop a method to produce fair representations in the data domain

based on statistical dependence principles; Lastly, I take this approach further, introducing two

further methods to achieve fair representations in the data domain based on adversarial learning.
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Part I

P RE L IM INAR I E S

This part covers the introduction, the related work, and a summary of the work

presented in Part II.



1 I NTRODUCT ION

The increasing capability of machine learning (ML) models to perform well at specific tasks has

led to their use in more consequential applications. This increased consequence has in turn led

to greater scrutiny, with particular concern about what it means for an algorithmic decision,

recommendation, or prediction to be ‘fair’. In response, the research community has begun

investigating these questions which are grouped together under the term algorithmic fairness.

This burgeoning field of algorithmic fairness has been the focus of a growing body of research,

with a number of definitions being introduced to quantify and measure un-fair behaviour, which,

as a research community we aim to minimise, or ideally, eradicate. These definitions are often

with respect to specific, legally protected characteristics that are observed alongside the features

used for training an ML model, but cannot be used during inference. Examples of these protected

characteristics may include race, gender, age, or disability status, among others.

Although algorithmic fairness is a multi-faceted problem, this thesis investigates a specific

instance of a general concern — that data can contain spurious correlations. These are coincidental

correlations between variables that are not related in a direct cause-and-effect manner. Despite

these correlations not existing in the broader population, they may appear when non-random

subsets of data are observed. Due to difficulties in obtaining representative samples, spurious

correlations may be present in the subset of data used for training and validating an ML model,

leading to a shortcut being exploited rather than a more complicated underlying true function

being learnt. A toy example of such behaviour could involve a ‘camels or cows’ image classification

model. Although in the wider world both camels and cows can be seen in a myriad of different

settings, such as cities, beaches, or prairies, in this fictitious example these different settings are

not well represented in the obtained data. Here, both the training data and the data withheld

to validate model performance predominantly feature camels in a sand-based setting, and cows

in a grass-based setting. There is a risk that instead of training a model to identify the animal

present in an image as intended, the model simply learns to associate the image setting with the

classification target. A spurious correlation between regions of the input image and a perceived

2



1.1 problem statement

target may be modelled due to underspecification of the task, producing incorrect results should

an image of a camel in a pasture, or a cow on a beach be presented. Although the above example is

simplistic, this becomes particularly important when the spurious correlation is between the model

target and features associated with a protected characteristic. Examples of a model target for a

classification task where sensitivity to protected characteristics is paramount may be approval or

not, for a hiring, loan or bail decision. Simple rules such as ‘invite male candidates to interview for

a vacancy’, or ‘offer higher loans to white applicants’ may perform well on the labelled training

and validation data, but when deployed they may both perform poorly, and have the potential

to cause significant harms to the population. This specific type of spurious correlation, often

referred to as biased data, is the source of concern in this thesis. Biased data impacts performance

and plays a large part in the trust afforded to ML-based systems. The effect of this can have a

significant impact, especially in the case of decisions that directly affect a person’s livelihood.

A promising approach to counteract biased data is by producing a fair representation as a pre-

processing step. In fair representation-learning, the aim is to produce a transformation of the data

such that it still retains utility for a downstream task, but has been modified so that information

about a protected characteristic of concern is either removed, or obfuscated to the point where a

downstream model produces ‘fairer’ decisions by default. The benefits of this approach are that

the fairness-promoting aspect is isolated, allowing easier regulation, and allowing the process to

be independent of other concerns. However, this approach is not without drawbacks. Completely

removing some attributes while retaining utility is non-trivial; the burden of responsibility to

check for unfair behaviour can be inadvertently moved away from a downstream system; and the

data often becomes obscured when projected into an uninterpretable latent space, making intuitive

assessment difficult. Making progress in addressing some of these drawbacks may promote the

adoption of fair representations and the benefits that they provide.

1.1 Problem Statement

This thesis investigates fair representations of data and whether they can be used to provide

additional insight into a system. Can we retain the benefits of fair representations of data — an

isolated and measurable fairness-inducing intervention — while making progress in overcoming

the shortcomings? The result should be a transformation of the data that increases the fairness of

3



1.2 motivation and aims

a post-hoc ML model by default, while retaining the utility of the original input, and still remaining

as interpretable as the input data.

This desiderata poses the research question that is tackled in this thesis: ‘How can we make

fair representations interpretable?’. To approach this, I first develop a method that uses fair

representations to interrogate the effect of a specific protected characteristic. This will provide

insight into the relationship between the feature of interest, the protected characteristic, and the

remaining features. I will demonstrate that this can be used to promote fairer outcomes without

necessarily directly manipulating an existing decision system.

Secondly, I will demonstrate that fair representations can exist within the data domain itself.

This is not a trivial task. The resulting output of the transformation should reside in the original

feature space and retain useful information about features other than the protected characteristic.

In addition, the transformation should also obfuscate that particular feature.

Finally, I will improve on this first attempt at producing fair representations in the data domain,

introducing models based on alternative approaches to achieve a more robust outcome with

improvements to the qualitative results.

1.2 Motivation and Aims

More data cataloguing human behaviour is being produced than ever before. The broad aim of

many applications is to use this data to make sensible predictions about future events. These

can be to assist the user by preempting their needs and queries, or to make decisions about the

effectiveness and cohesion of potential hires. Ideally, to do this, we would aim to have the total

information that was available to the user. However, this is not realistic. Instead, we typically have

𝑛-pairs of data (𝑥, 𝑦), which form a dataset 𝐷 = {(𝑥0, 𝑦0), … , (𝑥𝑛−1, 𝑦𝑛−1)}. These pairs represent

input features 𝑥 from the set of possible values 𝒳, and outcomes 𝑦 from the set of possible

outcomes 𝒴. If the data were total, then we would have all of the information necessary to

emulate the true underlying mapping from 𝒳 to 𝒴. Instead, we are limited to obtaining, at most,

data that can be recorded. As such, the aim is not to reconstruct the ground-truth mapping, but

instead produce an approximation. Typically in ML we focus on finding an approximation function

𝑓∶ 𝑥 ↦ 𝑦, from the set of possible functions in the hypothesis space ℱ∶ 𝒳 ↦ 𝒴, that most

accurately models this relationship (minimises the Empirical Risk). However, recent works have

questioned if this alone is the best criterion for success. Instead, fairness-aware ML algorithms

4



1.2 motivation and aims

take into account additional information in the form of a protected characteristic 𝑠 from the set

of possible values 𝒮, and seek to reduce the hypothesis space to functions that either don’t make

use of 𝑠 at all, or allow for a defined margin-of-error1. An overview of related work that aims to

achieve this is discussed in chapter 2.

One application for ML models is emulating current decision processes. For tasks such as loan

approval, decisions have traditionally been made by a number of decision makers employed for

the task, each with their own thresholds, preferences, and biases. In such a setting, the promise

of automated decision systems is clear. An automated system can process millions of applications

incredibly quickly, is available at all times, and crucially, will be consistent in its decision making

process. However, there are drawbacks. Any errors or inconsistencies in the logic learned from

observing past behaviour have a greater chance of being exposed, and worse, perpetuated. With

such a system deployed, it is no longer possible to pass off inconsistent decision making as human

error. The challenge to produce a fair systemmight be difficult, but there is significant opportunity

for improvement from any unconstrained system. In such a system, making the outcome ‘fairer’

in any way can have a significant and practical impact, even if absolute fairness is not achieved.

One criticism that is often levelled at ML models, especially those deployed in human-centred

scenarios, is that the decisionmaking process is not clear. In addition to our desire to produce fairer

results, it is also important that stakeholders in the system feel confident in any fairness-enhancing

interventions introduced. On top of the aim of producing a fairer result, any amendments to

the system should also increase the interpretability. An improved fairness intervention solution

would not only increase the fairness of the system, but would allow stakeholders to gain some

knowledge of what changes are required for this to be met.

Lastly, a concern for generally adopting fair ML is the potential trade-off between model

accuracy and how ‘fair’ the system is. I explore more about different definitions of fairness in

chapter 2, however there is a simple case to demonstrate that there may not be a trade-off after

all. In figure 1.1 we witness the case where the training dataset is imbalanced in relation to the

deployment setting. This can be for a number of reasons, such as using historical data, or only

having access to a limited source of data. In the deployment set, however, the data is balanced.

If the features available to train a model are not sufficiently rich for a function to approximate

the mapping of 𝑋 to 𝑌, but are sufficiently rich to map 𝑋 to 𝑆, then the protected characteristic

may become a proxy label for the target. In this case, the data could be categorised as biased —

1 The maximum margin-of-error is often legally defined.
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1.2 motivation and aims

%
Po

pu
la
tio

n
𝑌
=
𝑦

% Population 𝑆 = 𝑠

30

70

100

30 100

𝑌 = 0, 𝑆 = 0

𝑌 = 1, 𝑆 = 0

𝑌 = 0, 𝑆 = 1

𝑌 = 1, 𝑆 = 1

(a) Training Population.

%
Po

pu
la
tio

n
𝑌
=
𝑦

% Population 𝑆 = 𝑠

50

100

50 100

𝑌 = 0, 𝑆 = 0

𝑌 = 1, 𝑆 = 0

𝑌 = 0, 𝑆 = 1

𝑌 = 1, 𝑆 = 1

(b) Deployment Population.

Figure 1.1: An example of possibly biased data. The training dataset is imbalanced with respect to both
outcome 𝑦, and 𝑠-group, however the deployment setting is balanced with respect to both. The
training set does not reflect the deployment set. Depending on the complexity of the task, it
may be simpler to use 𝑠 as an indicator for 𝑦. In this setting, enforcing some fairness criteria
may improve generalisation performance. This is explored in greater detail in chapter 2.

there exists a spurious correlation between 𝑆 and 𝑌 that is only present in the training set. By

providing an additional inductive bias that the outcome should not be dependent on 𝑆, we may

produce a function 𝑓 that is closer to the ground truth than the training data implies.

The aims of this thesis are to provide an approach that reduces the effect during model training

of a specific type of spurious correlations between features related to a protected characteristic and

a target label which appear as biased data. I produce this at the pre-processing stage in the form of

a data transformation. While ideally a protected characteristic would be completely obfuscated,

this is an unnecessary aim. Instead, the task of deciphering the protected characteristic need only

be more complex than learning to perform the task.

As an additional aim, the resulting transformation should give us some insight into the trans-

formation process itself. Of particular concern is additional problems being introduced by the

transformation process. For example, if the protected characteristic is ‘gender’, then any changes

made to hide this feature that in turn affect skin-tone are an indicator that the system designer may

also need to consider ‘race’ as an additional source of potential bias. Similarly, if the system returns

a clearly degenerate solution, then it may save months of development time by highlighting this

problem earlier.
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1.3 claims and contributions

1.3 Claims and Contributions

In this thesis, I produce three main contributions. Firstly, I demonstrate that fair representations

can be used to promote fairer outcomes within an already existing system. I achieve this by

drawing a connection between the reconstruction of samples from fair representations and

counterfactual examples. This work is catalogued in chapter 4.

Secondly, I demonstrate that fair representations can exist within the data domain, making use

of the inherent interpretability that this domain provides. I make a first contribution to this in

chapter 5 using a statistical dependence measure to promote a fairer representation under an

additive decomposition assumption, allowing the data to be broken down to a ‘fair’ and ‘unfair’

component.

Lastly, I improve on this first attempt, assuming a more complex relationship between the ‘fair’

and ‘unfair’ components and introduce null-sampling in chapter 6 to draw manipulated samples

from a designated region of a learned latent space. This opens up alternative techniques to

achieve fair representations in the data domain, making use of the properties of both a conditional

VAE (cVAE) and an Invertible Neural Network (INN).

1.4 Thesis Outline

This thesis is organised in the following way. Chapter 2 gives an overview of algorithmic fairness,

and in particular, publications to date on fair representations of data. Following this, chapter 3

describes each of the three main chapters of this thesis in greater detail, with an emphasis on

how they relate to each other. Chapters 4 to 6 contain three peer-reviewed and published works

which have been reproduced with minimal changes except where explicitly indicated. The work

presented in chapter 4 is currently under review as a journal submission which extends on

published conference proceedings. Chapter 5 contains an addendum with experimental results to

help motivate chapter 6. Finally, in chapter 7 I present the main conclusions and suggest possible

future directions for the presented work.
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2 RELATED WORK

‘The world isn’t fair, Calvin.’
‘I know Dad, but why isn’t it ever unfair in my favor?’

— Calvin and Hobbes, 14 April 1986
Bill Watterson

This chapter aims to provide a summary of research to date in the area of algorithmic fairness,

with a particular focus on fair representations. This is a broad research area which includes the

topics of fairness, interpretability, and ultimately, accountability in automated decision-making

and decision-support systems. While this is a relatively new area of research, there is a growing

body of work with dedicated conferences such as FAccT1, AIES2, and EAAMO3 as well as events

at prestigious conferences with a more general scope, such as NeurIPS (Barocas and Hardt, 2017)

and ICML (Corbett-Davies and Goel, 2018). The reason for this increase in activity is simple —

the problem is complex. Machine learning (ML) models find patterns in, and ultimately reflect the

underlying data. This has enabled them to be incredibly successful, performing to a superhuman

standard for many tasks (Silver et al., 2017; Vincent, 2017; Brown and Sandholm, 2018; Jumper

et al., 2021; Ravuri et al., 2021). Typically, these tend to be objective problems such as predicting

the weather (Holmstrom et al., 2016), playing Atari games (Adamski et al., 2018) or distinguishing

between plant phenotypes (Singh et al., 2016). Naturally, the success and high performance of

machine learning techniques in these areas has led to the desire to apply these same techniques

to more subjective applications, such as advertising (Sweeney, 2013), parole hearings (Angwin

et al., 2016) and CV screening (Albert, 2019) to name a few. The promise of instant, consistent,

and cheap decision making clearly has high impact potential. However, without due care, ML

models can exhibit the problem described in Kallus and Zhou (2018) as ‘Bias In, Bias Out’ — an

analogue of the database mantra ‘Garbage In, Garbage Out’. This description refers to training a

model on biased data — that is, a non-random subset of data that exhibits a spurious correlation

1 https://facctconference.org/

2 https://www.aies-conference.com/

3 https://eaamo.org/
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between a subset of features (that do indeed have a correlation with a protected characteristic),

and the target, despite the observed correlation not being present in the wider population. An ML

model trained on such data may (unwittingly) approximate the spurious correlation between the

incorrect features and the target, rather than approximating the intended function. This can have

serious unintended repercussions. In principle, this short problem description is appealing, but it

represents only part of a larger picture. While data is a source of unfairness in ML models, it is

not the sole cause. It would be remiss to discuss fairness without highlighting that sociological,

economic, and historical factors are a major contributor to unfairness in general. In addition,

the role of the system designers in determining criteria for success and monitoring these criteria

during the period a model is deployed are also fundamentally important. However, exploring

these avenues is outside of the scope of this work. Here, the focus is on the data.

2.1 Outline

The predominant discussion in this chapter, and in this thesis generally, is around fairness.

Specifically, fairness applied to ML systems — what it is, where it fits in a broader context, and

how to promote it. To facilitate this, this chapter is laid out in the following way: Initially,

some background for studying this as a research topic in its own right is given in section 2.2.

There is then a brief discussion in section 2.3 placing fairness, and in particular research into

fair representations, into a wider scope of adjacent problems. Next, in section 2.4 there is a

brief discussion of how fairness fits more broadly into the topic of A.I. Ethics, of which fairness,

transparency, interpretability, and accountability are pillars. In section 2.5, definitions of fairness

are reviewed from a group and individual perspective, followed by a discussion on when enforcing

fairness can be beneficial, and the scenarios in which it can be detrimental to the utility of a model.

This is followed by an overview of how fairness constraints are being added to existing models

in section 2.6. Lastly, a predominant issue in this area revolves around the problem that what

is considered discriminatory is domain-specific, requiring subject matter expertise to identify.

For example, the sex of a patient may be an important non-discriminatory feature in a diagnosis

system, but would be considered discriminatory by a bank to determine if an applicant should

receive a loan. A useful tool for facilitating these discussions around the relationships within data

is Causal Modelling. A brief summary of work in this is provided in section 2.7.
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2.2 Motivation

The area of bias and discrimination is not a new one. Legal scholars have been debating these

problems for centuries (Pole, 1978; Kennefick, 2018). As such, there are a number of statutes

around the world defining what it means to illegally discriminate. Although there is not consensus,

the prevailing opinion is that decisions should not be based on the immutable characteristics of an

individual. That is, features that an individual has never had a choice over, and cannot reasonably

change should not be used as the basis of a decision — they are not relevant to the task. In the

UK, discrimination based on age, disability, gender reassignment, marriage and civil partnership,

pregnancy and maternity, race, religion or belief, sex, and sexual orientation are all covered by

the Equality Act 2010, let alone other protections within specific domains. Producing automated

decisions, or decision recommendations, should then be sensitive to these attributes. ‘Ignorantia

juris non excusat’ — ignorance is not an excuse. A well-meaning practitioner may first think

to simply remove the features of concern from a dataset. The rationale is that if an ML model

does not have access to a protected characteristic, then it cannot use it to make a decision, thus

avoiding disparate treatment. Unfortunately, the effect these protected characteristics have is so

profound, that even removed, they are often largely recoverable from the remaining data (Pedreshi

et al., 2008). As such, the problem about automated bias has been highlighted by researchers

for a number of years and institutions are starting to pay attention. Furthermore, deployed

applications are having to be justified or withdrawn after investigations have demonstrated that

they are falling foul of this very concern. For example, Propublica’s Machine Bias (Angwin et al.,

2016) article sparked debate and raised concerns that needed to be addressed by the community

after demonstrating that (at least on the surface) recidivism prediction software produced by

Northpointe advised that black people in the U.S. were more likely to re-offend than offenders

with a similar profile who were white. Concerningly, this is a pattern that has been repeated in

similar areas as reported in Johnson (2022). As a cause for optimism, both the U.K. House of Lords

(2018) and the U.S. Whitehouse (2010) now say that this issue should be addressed.

The aim is to approach justifiable concerns head-on. Doing this has a number of benefits. It is

changing the questions that we are asking about fairness and biases, the impact they have on our

own societies, and prompting researchers to find innovative ways of adapting models to complex

real-world problems.
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2.3 Context

Before discussing the definitions of fairness, let us consider how fair representations, the pre-

dominant focus of this thesis, relate to fairness and in turn, how fairness in ML relates to similar

tasks.

2.3.1 From Fairness to Fair Representations

As mentioned, this chapter is concerned with fairness. This thesis though is concerned with

fair representations. Methods to implement these are elaborated on in section 2.6, but here

is a brief introduction to both the definition of fair representations, and notation that will be

used throughout this chapter. The main idea behind fair representations is linked to the initial

suggestion of removing protected attributes from a dataset, but it goes a little further. Instead of

simply removing the features, the aim is to obfuscate the removed features from the remaining

data. The core idea is to project the features used for training a model to a new latent embedding

space, where the latent embedding is still useful for a task, but makes determining the removed

features difficult. Formally, let 𝑋 be the input space, and 𝑌 the label space. The objective is to

find hypotheses 𝑔∶ 𝑋 ↦ 𝑍 and ℎ∶ 𝑍 ↦ 𝑌 such that two conditions hold. First, Empirical Risk

should be minimised by the application ℎ ⋅ 𝑔, that is minℒ(𝑌 , ℎ(𝑔(𝑋))). Second, some dependence

measure, 𝑓 (⋅, ⋅) that can be used to measure the relationship between 𝑍 and 𝑆 should be minimised

— they should be independent. Motivation for the core idea behind fair representations is based

on the data processing inequality from Information Theory, that ‘local processes cannot increase

information content’ (Beaudry and Renner, 2012). Given aMarkov Chain of three random variables

𝑋 → 𝑍 → 𝑌, then 𝑌 is conditionally independent of 𝑋. In addition, no post-processing of 𝑍 can

increase the information that 𝑍 contains about 𝑋. Expressed in terms of Mutual Information, this

can be written as

𝐼 (𝑋 ; 𝑍) ≥ 𝐼 (𝑋 ; 𝑌 )

If independence between 𝑍 and 𝑆 is achieved, then any mapping from 𝑍 to 𝑌 must also satisfy

independence between 𝑌 and 𝑆. The benefit of this fairness intervention is that it is a contained

step. Furthermore, fair representations present an opportunity for additional applications; some

of which are presented and investigated in this thesis.
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This concept of expressing data as a constrained representation though, is not unique to the

area of fair representations. Indeed, this approach has been applied in other research areas.

The arising question then, is what characterises fair representations so that they are worthy of

investigation, independently of these related problems?

2.3.2 The Wider World

There are of coursemultiple research areas that overlap to some extent, and fairness is no exception.

For many problems, there is a connection to fairness-inducing methods. One similar research

problem to fairness is Domain Adaptation, which in turn is similar to Transfer Learning. In

Domain Adaptation, the aim is to produce a model that performs well on a different (but related)

target data distribution than that which the model was trained on. This is sometimes described as

a distribution shift. An example of domain adaptation is training on house number signs, such

as those in the Street View House Numbers (SVHN) Dataset (Netzer et al., 2011) for deployment

reading the handwritten digits dataset MNIST (LeCun et al., 2010) (French et al., 2018; Hoffman

et al., 2018; Saito et al., 2018; Wang et al., 2021). A common approach in Domain Adaptation is

to project the input to a new latent embedding such that multiple domains project to the same

embedding space . An analogy for this type of many-to-one processing could be downsampling

an image. Multiple high-resolution images may be visually indistinct in low-resolution. However,

the utility of this downsampled image for a task might be severely hampered. The challenge

becomes retaining as much information relevant to the task as possible, independent of domain.

Additionally, domain labels are provided during training, these are a categorical label indicating

which domain (dataset) a training sample comes from. Although there is research relaxing this

constraint such as in Creager et al. (2021).

Producing embeddings for Domain Adaptation may sound similar to fair representations, and

there is certainly a connection. Work originally designed for this problem, such as Ganin et al.

(2016), has been re-purposed for fairness in works such as Edwards and Storkey (2016), Beutel

et al. (2017), Jaiswal et al. (2018b) and Yang et al. (2020) among others. The differences, however,

are subtle but serious. Firstly, there is a difference in the scale of distribution shift. In domain

adaptation, the domains are semantically similar, but distinct. A typical problem is training on

SVG images of vehicles and evaluating on JPEG images of vehicles in the real world. In fairness

problems, the equivalent domains are the values of protected attributes, for example, whether
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an applicant is male or not. The remaining features, for example, word embeddings from a C.V.

in a hiring scenario, are often semantically identical, and the distinctness is arguable. There is

also a difference in the effect. In domain adaptation, the aim is to produce better results in the

deployment setting. The goal is to maximise generalisation from the source to target domains.

There is no requirement that performance across domains be equally performant. There is also

a difference in the sensitivity to using the domain label at inference time. A valid approach in

domain adaptation may be to determine the domain and use a different model based on this

inference (Wang et al., 2020), in fairness applications, this would be a problematic design decision.

The difference between Domain Adaptation and fairness when trying to ensure complete

independence between a predicted outcome and a protected attribute is perhaps slight. However,

independence is only one notion of fairness. As will be discussed in section 2.5 there are multiple

definitions. When other notions of fairness, such as Equality of Opportunity, or Equal Calibration

are used, the comparison falls flat. Although it is certainly possible to enforce these criteria in a

Domain Adaptation setting, because of the difference in aims, these would hinder, rather than

help performance.

Due to these differences, fair representations are being designed, implemented and evaluated

as distinct from other approaches. However, it is quite common for progress in each field to

permeate and provoke improvements across these research areas with differing priorities.

2.4 The Pillars of Ethical ML

Fairness, Accountability, Interpretability and Transparency are all cornerstones of A.I. Ethics.

Although this thesis is ostensibly about technical solutions to fairness issues, there is an overlap

with the other topics in terms of motivation. The aim is to increase fairness, but to do so in a

way that allows for greater accountability by providing a suite of approaches that increase the

interpretability of a system, and in turn, making the system more transparent. In this section, all

of these topics are briefly expanded upon with two aims. The first is giving a short introduction to

the topic and providing an illustration of the research questions within. The second is to provide

a wider context to chapters 4 to 6, despite not being the primary focus of these works.
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2.4.1 Fairness

Fairness, as alluded to, is a reference to outcomes with respect to a protected attribute, and is

largely the focus of the contributing chapters of this thesis. The predominant body of literature

regarding fairness is based around classification, which is an inherently discriminative4 task,

although this need not be the case — the principles of fair behaviour can apply to any task,

including regression (Agarwal et al., 2019; Chzhen et al., 2020), recommendations (Beutel et al.,

2019) and resource allocation (Li et al., 2020), among others. The task of binary classification is

used throughout this chapter, however, for expediency.

In the U.S., fairness legislation broadly falls into two groups: Disparate Treatment (DT), and

Disparate Impact (DI) (Barocas and Selbst, 2016). As such, much of the early work on fairness

interventions developed around this language. Understanding the notions that these capture then

becomes critical when following the development of fairness enhancing models.

A decision making process is said to suffer from disparate treatment if its decisions are (even

partly) based on an applicant’s protected attributes. Outcomes that disproportionately affect one

group in either a positive or negative way, despite the application of seemingly neutral processes

are said to suffer from Disparate Impact.

To avoid DT the simple solution is to ensure that a decision making process does not have

access to the protected attributes. However, as Pedreshi et al. (2008) explain, this is not a straight

forward process. It is simply not enough to not directly ignore a sensitive attribute. The reason

for this is that a sensitive attribute can be effectively ‘reconstructed’ from the other features. In

their paper, which was one of the first to address fairness in a context related to ML they give the

example of determining whether to give a loan to an applicant or not. They point out that if we

decide not to capture the race of an applicant, but still capture the area code, we could potentially

learn the rule ‘rarely give credit to applicants in neighbourhood 10451 from NYC’. This may seem

harmless, but if a subject matter expert advised that the vast majority of people in NYC area

10451 were black, then the learned rule is equivalent to ‘rarely give credit to black-race applicants

in neighbourhood 10451 in NYC’, which is evidently discriminatory (Pedreshi et al., 2008). To

4 Discriminative in the Latin sense that we are trying to discriminate between two (or more) classes. This is an important
distinction raised in Pedreshi et al. (2008). The membership of the category that we are conscious of not discriminating
against is referred to as a potentially discriminatory, or protected attribute. Their paper argues that this is different
to being a sensitive attribute giving the example that gender is not often considered sensitive (withheld), but it can
be potentially discriminatory. In general, later work has adopted that terms ‘sensitive attributes’ and ‘potentially
discriminatory attributes’ and ‘protected attributes’ are used interchangeably, although some works, such as Chiappa
(2019) (For more on this paper, see section 2.7) go back to this original view that they are indeed different.
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satisfy DT then, a more complicated transformation of the data, rather than a simple masking of

some features must be used. The authors distinguish between direct discrimination, which uses a

protected attribute directly, and indirect discrimination which uses a non-protected feature (or

a combination of features) as a proxy for the protected feature and then use this proxy in their

evaluation, which they demonstrate using the ‘German Credit’ dataset.

Similarly, a simple way to avoid DI is to use protected attributes when making decisions. Then,

verifying that the outcomes satisfy the fairness criteria becomes straightforward. However, this of

course would constitute DT. Clearly this is a nontrivial task. One of the first papers to investigate

a fairness intervention regarding classification was Kamiran and Calders (2009) with their CND

(Classification with No Discrimination) model. Their first contribution is to define a measure of

discrimination in a dataset:

𝐷𝑖𝑠𝑐 ≔ 𝑃( ̂𝑦 = 1|𝑠 = 0) − 𝑃( ̂𝑦 = 1|𝑠 = 1)

Their solution hinges around the notion that the bias isn’t a property of the features of an

individual, but within the mapping of input features 𝑥 to the outcome label 𝑦. The remedy

proposed is to massage the data prior to training a classifier so that no discrimination is present

in the eyes of a Naïve Bayes classifier by simultaneously promoting applicants from a protected

group and demoting applicants not from this group by ‘flipping’ the outcome label in the training

data. The notion that bias exists within the mapping to an outcome label is an interesting one and

reflects our understanding of the world. Intuitively, there is no bias in just having an attribute,

such as race, the bias only exists in outcomes based on that feature. More recently, however, this

assumption has been challenged. It has been observed that due to the inherent feedback loop of

decisions regarding people, those decisions that affect a generation have repercussions. If a group

are perpetually discriminated against, then over time the sensitive attribute is reflected in other

features (Liu et al., 2019), strengthening the case for intervention in the feature space.

Further methods to invoke fair outcomes are discussed in section 2.6, but it’s worth noting that

research into fairness in ML has developed in several ways. In one set of approaches, researchers

investigate different definitions of fairness, particularly cases where existing definitions do not

reflect the problem well. This is discussed in section 2.5. Another approach that some researchers

take is to try and improve on the bounds of a fairness-enhancing model section 2.6. In addition,
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there is research that highlights ML reflecting societal inequalities such as Bender et al. (2021),

though again, these wider works are outside of the scope of this thesis.

2.4.2 Accountability

Although fairness is a measurable quantity (once the definition has been agreed upon), accountab-

ility is a less mathematical construct. However, there has been research into what accountability in

ML could, and perhaps should look like. This topic provides a compelling justification for fairness

methods being adopted. As greater levels of accountability are introduced, it can be reasonably

expected that methods that may mitigate any liabilities become of greater interest. Although this

topic is largely outside the scope of this thesis, here is a short summary of a selection of works.

In Wachter et al. (2017) open questions are presented — can human-interpretable systems be

designed without sacrificing performance? how can transparency and accountability be achieved

in inscrutable systems? and how can parallels between emerging systems be identified to set

accountability requirements? The first of these questions is motivation throughout this thesis,

but particularly for chapters 5 and 6 which attempt to address this issue.

The concern in Citron and Pasquale (2014) is ‘arbitrariness by algorithm’ and the effect that

this may have on society. Although this is slightly beyond the scope of this thesis, the presented

concern is an adjacent topic to chapter 4. The authors suggest that individuals assessed by

predictive models should be notified that they have been assessed, along with being presented

with the opportunity to challenge the assessment. Individuals, or neutral experts should be able

to ‘open up the black box scoring system’.

A counterargument to the proposal put forward throughout this thesis is Ananny (2018) in

which the authors argue that accountable systems cannot simply be created by incorporating

transparency. In their eyes, accountability is about addressing power imbalance and transparency

is limited in its ability to deal with this. As the models are complex, they argue, transparency is

unlikely to be a binary attribute. It is therefore important to not only consider what transparency

reveals, but also what is not revealed. This aligns with the findings and limitations in chapters 5

to 6, where transparency is improved for part of the system, but some elements remain opaque.

As a reminder of the importance of remaining vigilant of current developments, the approach

to accountability in Diakopoulos (2014) is that ‘Journalistic approaches’ should be taken to try

and interrogate the semantic behaviour of a decision system. On the one hand, the aim is that
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stakeholders will be more critical of their own products, but also some responsibility also falls on

journalists to become fluent in methods to interrogate these systems. This is an element that is

advocated for in chapter 7.

In Hwang (2018) they bring in a broader perspective. Computational decision processes are in

part determined by the computational power available. As such, regions with the greatest access

to computational resources will be the ones to determine the ethics of more complicated models.

As we transition into the a period where large ‘foundation’ models are routinely being used as

the basis of other applications, this perspective is becoming more pertinent.

2.4.3 Transparency & Interpretability

The last of ‘The Pillars of Ethical ML’, relate to greater accessibility. The terms interpretability

and transparency are inconsistently defined within the literature, but here interpretability is the

degree to which a human can understand the cause of a decision. Transparency is the degree

to which a human can interpret the training and inference procedures that lead to a decision.

Some models are inherently interpretable and transparent, such as Decision Trees, or to a lesser

extent linear models, but these are limited in terms of the complexity they can capture. There

are also model agnostic interpretability techniques such as local surrogate models (Ribeiro et al.,

2016), or game-theory approaches to explanations such as the Shapley Value (Winter, 2002), which

are applied post-hoc. Throughout this thesis the aim is not to be completely transparent and

interpretable, but instead, to improve on existing methods by making them less opaque.

From Miller (2019), Interpretability is the degree to which a human can understand the cause

of a decision. The book Interpretable Machine Learning (Molnar, 2019) frames that statement

in a slightly different way, describing interpretability as ‘the degree to which a human can

consistently predict the model’s result’. We have already made a distinction between transparency

and interpretability, but Molnar (2019) goes further, distinguishing between interpretability and

explanation. Even if we are capable of interpreting the results of a model, Miller (2019) argues,

unless we receive an explanation of how that model came to make a decision, then we will be

unable to reliably reproduce the results. Not only that, but as humans, simply any old explanation

will not do, we require a good explanation. According to Miller (2019), good explanations are not

only truthful and coherent, but are — Contrastive: We tend to think in a counterfactual way, i.e.,

would I have been approved for a loan if I earned more money, and explanations should reflect

17



2.5 definitions of fairness

this. Selective: The world is complex and we do not like to receive too much information. As such,

we should only give between one and three explanations that cover the majority of cases. Social:

They should be tailored to the audience. Causal: While truth and probability matter, audiences

tend to find cause and effect explanations more satisfying.

The concepts above have been introduced despite not being the primary focus of the work in

this thesis. They are however relevant to the motivation of the work introduced, particularly in

chapters 5 to 6. Achieving fairness without accountability is unlikely. Accountability without

interpretability and in turn transparency may be similarly difficult. Incorporating ideas from

these adjacent research areas into any potential fairness interventions then could be desirable.

2.5 Definitions of Fairness

As fairness is the primary concern in this thesis, in this section the definitions of this topic are

explored. A first disambiguation is that discrimination and fairness are not the same thing. One

is the problem, and the other is the remedy. Because of this, typically we describe measures of

discrimination and fairness constraints, which are used to combat discrimination. Discrimination

measures naturally align into two main groups, characterised by Dwork et al. (2012) as group

fairness and individual fairness. Throughout chapters 4 to 6 of this thesis, the notion of fairness

promoted is group fairness, although by contrasting this notion of fairness against others, we can

obtain a better understanding of its scope and limitations. The term ‘group’ refers to the measure

being applied to the collection of people who form the group. Individual fairness, on the other

hand, evaluates fairness at an individual level, rather than as part of a group.

2.5.1 Group Fairness

In Barocas et al. (2019) definitions of group fairness are described as belonging to one of three

groups, Independence, Separation or Sufficiency. This pattern is adopted in this section. Throughout,

the random variables 𝑌, 𝑆 and �̂� are used to denote the observed outcomes, protected attributes,

and predicted outcomes, respectively.
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2.5.1.1 Independence

The most intuitive notion of fairness is Independence. This is the notion that given a prediction (�̂�)

of a recorded outcome (𝑌) and a protected sensitive attribute (𝑆), then the prediction should be

independent of the sensitive attribute

�̂� ⟂ 𝑆

In fact, one of the first papers in algorithmic fairness literature, Kamiran and Calders (2009), use

this as their discrimination measure. Although written in a different form, they later used the

notation latterly adopted throughout the fairness literature in their journal article Kamiran and

Calders (2012), which expanded on their previous work (Kamiran and Calders, 2009; Kamiran,

2011). Other works often describe this definition as statistical parity

Statistical parity ≔ 𝑃(�̂� = 1|𝑆 = 𝑠) = 𝑃(�̂� = 1|𝑆 = ¬𝑠)

Statistical Parity (or Demographic Parity (DP) as it is often known) appeals to an intuitive sense

of group fairness, namely, that the outcome of the model should be independent of some sensitive

attribute(s). For example, the probability that a student is accepted onto a course at a university

should be the same regardless of whether of the student is male or female. This aligns directly

with the DI discrimination definition and is the fairness measure associated with this type of

discrimination.

Independence is a class of fairness notions, however, and although DP is the most prevalent in

this class, there are other notions of fairness that fall within this class, including ‘Difference in

Mean Scores’ and ‘Difference in average residuals’ (Zliobaite, 2015).

Difference in mean scores ≔ 𝔼[�̂� |𝑆 = 𝑠] = 𝔼[�̂� |𝑆 = ¬𝑠]

Difference in average residuals ≔ 𝔼[�̂� − 𝑌 |𝑆 = 𝑠] = 𝔼[�̂� − 𝑌 |𝑆 = ¬𝑠]

There are situations, however, where this does not work as intended. In these cases, instead

of promoting the perceived harmed group based on the quality of the individual, as long as the

probability of acceptance is the same, the criterion is met.

To illustrate this, let us consider an example that will be used across all our definitions. Imagine

that we are in charge of admissions at a university and we are particularly concerned with com-

plying with a fairness criteria regarding male and female subgroups. At this fictitious university,
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we can only accept 50% of all applicants. To determine if a potential student is likely to succeed,

there is an entrance requirement, which is highly predictive of success. In fact, 80% of people

who meet the entry requirement successfully graduate. However, many students apply despite

not meeting the requirements. Universally, only 10% of students successfully graduate if they do

not meet the entrance requirements. Both male and female subgroups apply to our university in

equal numbers, though only 40% of applying males meet the entrance requirements, whilst 60%

of applying females meet the entrance requirements. As already stated, we can only accept 50%

of applicants to be students. Under Demographic Parity, we would require that 50% of both males

and females be accepted, regardless of likely academic performance. Even though only 40% of

male applicants meet the qualifying academic requirements, an additional 10% of the unqualified

male population would have to be accepted to be ‘fair’, whilst 10% of qualified females would be

rejected. A confusion matrix showing outcomes for this selection rate applied to both groups is

shown in tables 2.2a and 2.2b.

To counter this, yet keeping within the frame of independence, relaxations of this criterion have

also been suggested to include parity up to some threshold, 𝜖. This could be expressed in terms of

an absolute difference

| 𝑃(�̂� = 1|𝑆 = 𝑠) − 𝑃(�̂� = 1|𝑆 = ¬𝑠) | ≤ 𝜖

or via a ratio as suggested in Zafar et al. (2017b) which is seen as being comparable to 80% rule

mentioned in disparate impact law (Feldman et al., 2015).

min(𝑃(�̂� = 1|𝑆 = 𝑠), 𝑃(�̂� = 1|𝑆 = ¬𝑠)
max(𝑃(�̂� = 1|𝑆 = 𝑠), 𝑃(�̂� = 1|𝑆 = ¬𝑠)

≥ 1 − 𝜖

This rule suggests that as long as the selection rate of the ‘harmed’ group is within 80% of the

‘privileged’ group, then it is fair enough. Although critics of this point out that 80% was chosen

seemingly arbitrarily.

2.5.1.2 Separation

A more complex definition of fairness is separation, which is independence given the observed

outcome (𝑌)

�̂� ⟂ 𝑆|𝑌
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This has been formalised by the metric Equalised Odds (EOdds) (Hardt et al., 2016) which

considers all values of 𝑌, and the looser constraint Equality of Opportunity (EOpp) (Hardt et al.,

2016), which only constrains independence given the observed outcome is positive.

Equalised Odds ≔ 𝑃(�̂� |𝑌 = 0, 𝑆 = 𝑠) = 𝑃(�̂� |𝑌 = 0, 𝑆 = ¬𝑠)

& (2.1)

𝑃(�̂� |𝑌 = 1, 𝑆 = 𝑠) = 𝑃(�̂� |𝑌 = 1, 𝑆 = ¬𝑠)

Equality of Opportunity ≔ 𝑃(�̂� |𝑌 = 1, 𝑆 = 𝑠) = 𝑃(�̂� |𝑌 = 1, 𝑆 = ¬𝑠) (2.2)

Concisely, EOdds ensures matching both the true positive rate (TPR) and false positive rate (FPR)

across the protected groups, whereas EOpp only ensures that the TPR of both (all) protected groups

are equal. The benefit of this is that in some cases it may be a truer representation of fairness.

In our university admissions example, EOpp is equivalent to accepting members of both female

and male subgroups at different rates, as long as the TPR of both groups is equal. To achieve this,

we would be looking to accept 44.5% of males and 55.5% of females, which would give both groups

a TPR of 85.4%. If we were enforcing Equalised Odds, we would have to make sure that we were

not only matching the TPR, but also the FPR. In our example, the selection rate would be 46.4% for

males and 53.6% for females. The effect of this on each group is demonstrated in the confusion

matrices in tables 2.2c and 2.2d.

However, could an algorithm satisfy both independence and separation? Theoretically, this is

possible in two scenarios, but practically these are unlikely to occur. Let’s compare DP and EOpp,

the less strict of the two separation-based group fairness measures introduced. DP requires that

the positive predictive rate (PPR) per group is equal

𝑃𝑃𝑅(𝑠) = 𝑃(�̂� = 1|𝑆 = 𝑠) (2.3)

and EOpp requires that the TPR is equal across groups

𝑇𝑃𝑅(𝑠) = 𝑃(�̂� = 1|𝑌 = 1, 𝑆 = 𝑠) (2.4)

For independence and separation to both hold, the PPR and TPR must be equal. In the above, we

can see the first of the scenarios where this can occur: If 𝑌 and �̂� are independent of each other,

which would results in a very poor classifier indeed, then 𝑃𝑃𝑅 = 𝑇𝑃𝑅. This could be achieved, for
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example, by a random number generator, or in the degenerate case where the model consistently

predicts only one output class e.g. 𝑃(�̂� = 0) = 1 or 𝑃(�̂� = 1) = 1.

Expressing TPR using Bayes Rule, we get

𝑃(�̂� = 1|𝑌 = 1, 𝑆 = 𝑠) =
𝑃(𝑌 = 1|�̂� = 1, 𝑆 = 𝑠)𝑃(�̂� = 1, 𝑆 = 𝑠)

𝑃(𝑌 = 1, 𝑆 = 𝑠)

=
𝑃(𝑌 = 1|�̂� = 1, 𝑆 = 𝑠)𝑃(�̂� = 1|𝑆 = 𝑠)

𝑃(𝑌 = 1|�̂� = 1, 𝑆 = 𝑠)𝑃(�̂� = 1|𝑆 = 𝑠) + 𝑃(𝑌 = 1|�̂� = 0, 𝑆 = 𝑠)(1 − 𝑃(�̂� = 1|𝑆 = 𝑠))

(2.5)

The other scenario where both DP and TPR can hold starts with the condition that DP is met:

that the prediction �̂�must be independent of 𝑆. If in addition, the observed value, 𝑌 is independent

of the protected attribute 𝑆 then TPR can also hold. This can be seen in equation (2.5) where if

both �̂� and 𝑌 are independent of 𝑆, then the whole equation becomes independent of 𝑆.

2.5.1.3 Sufficiency

There is another notion of fairness that is less well utilised in the general fairness literature

criteria called sufficiency. This is the concept that the true outcome, given the predicted score is

independent of 𝑠.

𝑌 ⟂ 𝑆 | �̂�

In our example, we would leave the selection rates alone, giving a selection rate of 40% for the

male subgroup and 60% for the female subgroup, as we then treat applicants equally based on our

anticipation of their success. Confusion matrices for this are shown in tables 2.2e and 2.2f.

As is the case in our example, sufficiency is typically satisfied by default in modern machine

learning pipelines. In the case of a (artificial) neural network (NN) model, the logits are typically

inferred as outcome labels during inference by either evaluating 𝑓 (𝑥) ≥ 0 in a 1-𝑑 output, or

argmax(𝑓 (𝑥)) with an 𝑛-𝑑 output. To violate sufficiency would require 𝑠-specific thresholding (or

manipulation) of these raw logits, which would be outside of standard practice. This approach is

suggested as a manner to implement independence and separation notions of fairness however —

see section 2.6.1.
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Similarly to the conflict between independence and separation, there is a conflict between

independence and sufficiency, and between separation and sufficiency. These conflicts can be

described succinctly, so are demonstrated below.

Independence is �̂� ⟂ 𝑆 and sufficiency is 𝑌 ⟂ 𝑆|�̂�. By simply claiming both of these statements

to be true, we then have:

𝑆 ⟂ �̂� and 𝑆 ⟂ 𝑌 |�̂� ⟹ 𝑆 ⟂ 𝑌

This shows that independence and sufficiency can only hold when the observed outcome in

the data (𝑌) is independent of 𝑆. In other words, we have a dataset with outcome rates that are

equal across protected groups.

The scenarios where separation and sufficiency are not in conflict are easier to view via

Bayes Rule. Equality of Opportunity (EOpp) is an implementation of separation and requires

𝑃(�̂� = 1|𝑌 = 1, 𝑆 = 𝑠) to be consistent for all values of 𝑠 ∈ 𝒮. An instance of a sufficiency-based

metric is Positive Predictive Value (PPV) and requires 𝑃(𝑌 = 1|�̂� = 1, 𝑆 = 𝑠) to be consistent for all

values of 𝑠 ∈ 𝒮. Defining 𝐵𝑟𝑠 = 𝑃(𝑌 = 1|𝑆 = 𝑠) as the base rate, PPV can be expanded, giving:

𝑃(𝑌 = 1|�̂� = 1, 𝑆 = 𝑠) =
𝑃(�̂� = 1|𝑌 = 1, 𝑆 = 𝑠)𝐵𝑟𝑠

𝑃(�̂� = 1|𝑆 = 𝑠)

=
𝑃(�̂� = 1|𝑌 = 1, 𝑆 = 𝑠)𝐵𝑟𝑠

𝑃(�̂� = 1|𝑌 = 1, 𝑆 = 𝑠)𝐵𝑟𝑠 + 𝑃(�̂� = 1|𝑌 = 0, 𝑆 = 𝑠)(1 − 𝐵𝑟𝑠)

=
𝑇𝑃𝑅𝑠 ⋅ 𝐵𝑟𝑠

𝑇𝑃𝑅𝑠 ⋅ 𝐵𝑟𝑠 + 𝐹𝑃𝑅𝑠 ⋅ (1 − 𝐵𝑟𝑠)
(2.6)

For PPV and TPR to be equal across 𝑆, then one of three conditions must be met. First, make the

right side of equation (2.6) must become independent of 𝑆, which can be satisfied if the classifier

produces a degenerate result as previously described, resulting in the TPR being either 0 or 1.

Or, there must be an impossibly accurate model where an incorrect prediction is never made.

In other words, the FPR must be 0, and the TPR must be 1. Alternatively, if the Base Rate is the

same across groups implying 𝑌 ⟂ 𝑆, then when PPV is satisfied, our measure of separation, TPR

must also be the same across groups, along with the FPR, by the definition of PPV in equation (2.6).

This demonstrates that we cannot have both sufficiency and separation-based notions of fairness

unless the data is inherently balanced across protected groups with regard to outcome. This

notion of trade-offs and balancing tension is a common one throughout fair machine learning,

and certainly one that will be repeated throughout this thesis.
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Table 2.1: Confusion Matrices per population subgroup (Male/Female) for the fictitious University Admis-
sions example that runs throughout section 2.5.1. In all examples, the number of both male and
Female applicants is 5, 000, giving 10, 000 total applicants for that academic year, of which only
5, 000 can be accepted. Top Row: An acceptance rate that promotes Demographic Parity (DP)
is used. Middle Row: An acceptance rate that promotes Equality of Opportunity (EOpp) is used.
Bottom Row: An acceptance rate that promotes Positive Predictive Value (PPV) is used.

(a) Outcomes for Male applicants with DP applied.

Actual

Predicted Graduate Retake

Accepted 1650 850
Rejected 250 2250

(b) Outcomes for Female applicants with DP applied.

Actual

Predicted Graduate Retake

Accepted 2000 500
Rejected 600 1900

(c) Outcomes for Male applicants with EOpp applied.

Actual

Predicted Graduate Retake

Accepted 1632 691
Rejected 268 2409

(d) Outcomes for Female applicants with EOpp applied.

Actual

Predicted Graduate Retake

Accepted 2142 535
Rejected 458 1865

(e) Outcomes for Male applicants with PPV applied.

Actual

Predicted Graduate Retake

Accepted 1600 400
Rejected 300 2700

(f) Outcomes for Female applicants with PPV applied.

Actual

Predicted Graduate Retake

Accepted 2400 600
Rejected 200 1800

2.5.2 Individual Fairness

All definitions of fairness that have been looked at so far consider statistics applied to subgroups

of a dataset — these are referred to as group fairness measures. There is another approach, called

individual fairness. This is the idea that regardless of any group as a whole, similar individuals

should be treated similarly. A practical challenge of this approach to fairness though, is that it

raises several questions about the nature of the term ‘similar’. A simplified version of this idea

was implemented by Thanh et al. (2011) in the context of a K-Nearest Neighbours (KNN) classifier,

but this approach is generally credited to Dwork et al. (2012) who independently developed and

refined the approach.

2.5.2.1 Similarity Measures

To determine the similarity between samples, a number of different approaches have been adop-

ted. In Thanh et al. (2011), the authors use a Manhattan distance of 𝑧-scores for interval-scaled
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Table 2.3: A non-exhaustive example list of different fairness criteria and their categorisation as Independ-
ence, Separation, or Sufficiency based.

Fairness Goal Definition Example of

Demographic Parity 𝑃(�̂� |𝑆 = 0) = 𝑃(�̂� |𝑆 = 1) Independence
Equal Opportunity 𝑃(�̂� = 1|𝑌 = 1, 𝑆 = 0) = 𝑃(�̂� = 1|𝑌 = 1, 𝑆 = 1) Separation
Equalised Odds 𝑃(�̂� = 1|𝑌 = 𝑦, 𝑆 = 0) = 𝑃(�̂� = 1|𝑌 = 𝑦, 𝑆 = 1) ∀𝑦 ∈ 𝑌 Separation
Equal Accuracy 𝑃(�̂� = 𝑌 |𝑆 = 0) = 𝑃(�̂� = 𝑌 |𝑆 = 1) Independence
Predictive Parity 𝑃(𝑌 = 1|�̂� = 1, 𝑆 = 0) = 𝑃(𝑌 = 1|�̂� = 1, 𝑆 = 1) Sufficiency
Conditional Use Accuracy Equality 𝑃(𝑌 = 𝑦|�̂� = 𝑦, 𝑆 = 0) = 𝑃(𝑌 = 𝑦|�̂� = 𝑦, 𝑆 = 1) ∀𝑦 ∈ 𝑌 Sufficiency

attributes, and the percentage of mismatching values for nominal attributes to determine the

distance between data points. They determine that discrimination has occurred if in its 𝑘-nearest

neighbours those within the same protected category have been treated differently to the neigh-

bours of a different category. They propose that on finding points where they are confident that

some discrimination has occurred, then the class label for that point should be amended. This

data should then be used to train subsequent models.

A seminal paper in the field, Dwork et al. (2012) continued with the concept of a distance

measure. They characterised individual fairness and proposed that it should be their goal. They

suggest that given some task-specific similarity metric, 𝛿, then similar samples should have similar

outcomes, i.e. |𝑓 (𝑥) − 𝑓 (𝑥′)| ≤ 𝛿(𝑥, 𝑥′) ∀𝑥, 𝑥′ ∈ 𝒳 should hold, where 𝑓 (𝑥) produces a continuous

score as opposed to a discrete label. The authors acknowledge that obtaining 𝛿 is a tricky problem,

described as ‘one of the most challenging aspects of this framework’. Practically, it may require

input from social and legal scholars or domain experts to help formulate this metric.

In Mukherjee et al. (2020) the authors propose learning a similarity score from the data. They

propose two methods to achieve this. The first is based on factorising an embedding of the

original data into a fair and un-fair representation, and then calculating the similarity based on

the Mahalanobis distance between the fair embeddings. In their second approach, they require

human feedback to determine ‘comparable’ pairs of samples. A logistic regression model is then

trained to predict if two given samples are similar.

2.5.3 Which Fairness Measure to use?

The above is a useful framework for viewing fairness constraints and helps us to categorise

various definitions of fairness, such as those in table 2.3, but that should not diminish the work

that seeks to make novel strides within each of the areas. For example, Foulds et al. (2020)
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expand the independence notion of fairness. Their inspiration comes from third-wave feminism

and intersectional privacy, which they expand beyond binary sensitive groups and measure

an unfairness value at each intersect. For example, consider we have a dataset with three

sensitive attributes, sex, race, and religion. Most prior approaches consider these to be one feature

sexRaceReligion. This paper measures the difference in outcome with respect to independence

between each combination of sensitive attributes so that sex, race, and religion are all viewed as

separate, measurable points of potential discrimination — the authors are concerned with whether

discrimination occurs in any, some, or if only with all attributes present.

A question that may be reasonably asked is which fairness definition (or family of definitions)

should one be using? This is a complex question to answer. Some, such as Heidari et al. (2018)

and Yeom and Tschantz (2018) make the assumption that the choice of which to apply should

come from the designer’s moral perspective, arguing that this is a task outside of the expertise of

computer scientists and instead should be debated by philosophers.

However, there is a view that the best approach is to model the problem and investigate the

effects. Recently, works have started analysing the delayed impact that fair interventions in

machine learning have on society (Liu et al., 2019). This work looks to model the impact that

different notions of fairness have on the groups involved, recognising that there is more than

the initial ‘accepted for a loan’ or ‘rejected for a loan’ dichotomy, but that this has an impact in

terms of credit scores for the individual applying. This is a bold approach that tries to measure

the effect that automated decisions may have one generation into the future.

The problem of which fairness criteria to apply was looked into in Hinnefeld et al. (2018). They

look at a dataset5 which they use to create four datasets, with combinations of Sample Bias, No

Sample Bias, Label Bias and No Label Bias. They consider a binary race attribute (Black or White),

where White race is 𝑠 = 0 and Black race is 𝑠 = 1. Label Bias is where there are different label

thresholds based on race, and Sample Bias is where one group (in this case White race) has people

selected at a higher rate. This paper demonstrates that no single fairness metric is able to pick up

all discrimination and that all fairness metrics require ‘a healthy dose of human judgement’.

5 The dataset in the paper is unable to be released or referenced, according to the authors, due to ‘contractual limitations’.
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2.5.4 Effect on utility

It has already been demonstrated in section 2.5, that when enforcing fairness objectives, one

degenerative approach to satisfy all fairness criteria is that the predictive value �̂� loses all rela-

tionship to the target variable 𝑌. Clearly, this is not a practical solution, but it highlights that the

trade-off between utility (accuracy) and fairness may need to exist. The question is, although a

lack of utility can be introduced, is there necessarily a trade-off? Is it not possible to increase both

utility and satisfy notions of fairness? In the following section, this is explored using hypothetical

datasets from figure 2.1.

There are a number of scenarios to take into account, with various combinations of balanced

and imbalanced training and deployment settings, and the type of fairness that is enforceable. To

make the discussion simpler, only Demographic Parity (DP) and Equality of Opportunity (EOpp)

are considered as fairness measures as they are most predominantly featured thorughout this

thesis.

2.5.4.1 Deployment Setting Reflected in the Training Data

Let us first consider when the training data is representative of the deployment data. In the

simplest case where the training and deployment setting are both ‘balanced’ (figure 2.1a), that is

0.25 = 𝑃(𝑌 = 𝑦, 𝑆 = 𝑠) ∀𝑠 ∈ 𝒮 , 𝑦 ∈ 𝒴 in the binary case for both 𝑆 and 𝑌, there is no fairness-utility

trade-off. A classification model exists that can minimise empirical risk and also achieve DP and

EOpp. Furthermore, in this situation, a ‘perfect’-classifier would achieve DP, EOpp and perfect

accuracy. The constraint of being balanced in all quadrants can be relaxed to the case where

the data is represented by figure 2.1b and the above statement about the existence of an ideal

classifier remains true.

In the case where the data is not exactly balanced regarding 𝑆, but the outcomes are balanced,

as in figure 2.1c, a model exists that still displays the positive characteristics of the above, but

there is a risk that less importance will be put into correctly modelling the minority outcome

(𝑌 = 1, 𝑆 = 0 in this case). This in turn potentially affects the generalisation capabilities of the

model.

Lastly, there is a dataset that is imbalanced with respect to both the observed outcome and

protected attributes figure 2.1d. With this kind of dataset, it is no longer possible to satisfy both

DP and EOpp with a ‘perfect’ classifier. A model that maximises accuracy cannot be fair with
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(a) The dataset is perfectly balanced with regard to ob-
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(b) The dataset is perfectly balanced with regard to protec-
ted attribute and although a lower acceptance rate, the
observed target label remains consistent.
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(c) The dataset is imbalanced with respect to the protected
attribute, but the observed outcomes across these groups
is balanced.
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(d) The dataset is imbalanced with respect to the protected
attribute and the observed outcomes across these groups
is imbalanced.

Figure 2.1: Four examples of the distribution of data in a dataset. In figures 2.1a and 2.1b the datasets are
balanced with respect to protected attribute. In figures 2.1a and 2.1c, the datasets are balanced
with respect to outcome. In figure 2.1d the dataset is imbalanced with respect to both protected
attribute and observed outcome. The combinations of these datasets is used to discuss various
settings where fairness-promoting methods can help, or harm generalisation of the model to a
deployment setting.

regard to DP as the labels themselves don’t satisfy DP. Depending on the definition of fairness

being encouraged, in this scenario, a fairness-utility trade-off is introduced. This is because if DP

is enforced, the model will have to incorrectly classify some samples to meet this requirement.

However, if EOpp is enforced, then both the fairness criteria and utility can be mutually improved.
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2.5.4.2 Misleading Training Data

Alternatively, there is the case where the training data does not represent the deployment setting.

This can be due to a number of reasons, including a procedural screening during data collection as

discussed in Kallus and Zhou (2018). This is one of a number of situations where a fairness-utility

trade-off can be introduced, but there are also scenarios where fairness interventions can improve

the generalisation of the model.

There are two main scenarios. First, where the data is balanced with respect to outcomes in

the training set, but not in the deployment data, and secondly, where the reverse is true. When

the training data conforms to data such as that in figures 2.1a to 2.1c, but the deployment setting

is closer to figure 2.1d then a model achieving several definitions of fairness can be produced

on the training dataset, but when deployed, the model may achieve a fair result in terms of DP,

but would fare poorly in terms of utility. The effect on EOpp is not clear to determine, equal TPR

(recall) may be achieved by virtue of the model performing poorly. Similarly, unequal TPR may be

observed as equal performance is not guaranteed.

In the case where the training data is imbalanced (as in figure 2.1d) and the deployment setting

is balanced, then during training it will not be possible to achieve both DP and high utility, though

EOpp will be able to be met during training with an high-accuracy model. However, conversely, if

DP is enforced though reflecting prior knowledge of the deployment setting, then encouraging

DP will actually help the generalisation of the model, making the performance in terms of utility

better.

Similar analysis was conducted empirically in Wick et al. (2019) and more theoretically in Maity

et al. (2021). Clearly, understanding the context around any fairness-enhancing intervention

becomes paramount, as no intervention is universally applicable. Furthermore, a ‘blind’ application

of an intervention without consideration can lead to unintended results.

2.5.4.3 Trade-offs between Fairness and Interpretability

As demonstrated above, the relationship between utility and fairness is not simple. The work

in this thesis, in addition to fairness, also introduces a form of interpretability into the decision

process. Similarly to the espoused trade-off between utility and fairness, there is generally

expected to be a trade-off between fairness and interpretability (Agarwal, 2021), but the intersect

is still in the early stages of characterisation (P et al., 2021). In chapters 5 to 6 methods for
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introducing interpretability are introduced with limited trade-offs with respect to both utility

and fairness. However, this method of incorporating additional interpretability is within the

context of retaining freedom of model selection, which may not be available under some stricter

definitions of interpretation.

2.6 Implementation of Fairness Enhancing Methods

Fairness Methods

Pre Training During Training Post Training

Drop Features

Additional Syn-
thetic Samples

Fair
Representations

Adversarial

Distribution
Matching

Data
Augmentations

Loss Reweighting

Sampling

Modify Loss

Threshold
Shifting

Label
Reassignment

Fine Tuning

Figure 2.2: A taxonomy of fairness intervention techniques. The dashed box surrounds the topics that are
contributed to in chapters 4 to 6 of this thesis.

After diagnosing a problem, the natural next step is to consider methods to remedy it. In the

case of detecting discrimination in an automated system, the method to remedy this is adding

fairness-enhancing interventions to the system. As with all areas, the line between the various

points where fairness constraints can be injected is at times blurred. However, in general, we

can think of fairness interventions occurring after, during, or before the training of a model with

a taxonomy of approaches shown in figure 2.2. In this section a non-exhaustive selection of

methods will be discussed, giving a brief summation of a variety of fairness-enhancing approaches,

many of which are used as baseline models in chapters 4 to 6. The section is divided into three

broad categories of fairness intervention methods Post-Training, During-Training - which covers
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minimising fairness constraints directly and Pre-Training - which includes feature selection and

feature adjustment, adversarially removing sensitive attributes, and learning fair representations.

2.6.1 Post Processing

One of the first approaches was by Calders and Verwer (2010) who ‘flip’ the predicted outcomes

for some samples close to the decision boundary so that the notion of fairness being aimed for is

satisfied. To achieve this, they use a stochastic classification model and massage the probabilities

of the outcome of each sample. This is later extended by Lohia et al. (2019) to address direct bias

in the form of Disparate Treatment6 by aiming to reduce the disparity in the predicted outcomes

of a model directly conditioned on the protected attribute.

In Hardt et al. (2016) the thresholding value for the soft outputs of a classifier is amended per

group. Further analysis of Hardt et al. (2016) is conducted in Awasthi et al. (2020) who show that

even when only a subset of the protected attributes are known at inference time, this method

still produces an optimal level of fairness. A criticism of this approach, however, is given in

Woodworth et al. (2017) who highlight a scenario with biased data where this approach would

fail.

A fundamentally different approach to that taken above is the fine tuning of an existing model’s

weights to make the model produce fairer outputs. This approach is presented in Savani et al.

(2020). In this work, three approaches are suggested. Random perturbations of the weights; a

layer-wise Bayesian Optimisation procedure; and an adversarial fine-tuning approach. In all

approaches, the best performing model on a withheld validation set is selected. Results are

demonstrated on tabular datasets that are common in the literature: the COMPAS recidivism

dataset (Flores et al., 2016; Larson et al., 2016), the UCI Adult Income dataset (Dheeru and Karra

Taniskidou, 2017), and Bank Marketing dataset (Moro et al., 2014) as well as the image-based

CelebA dataset of Celebrity images (Liu et al., 2015).

6 In this paper, the authors refer to Disparate Treatment as ‘a type of individual fairness’. This is not a definition in
common use.
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2.6.2 During Training

A less intrusive approach, rather than modifying the model outputs directly, is to reduce the

hypothesis space of valid models so that the outputs are fairer. Some methods to achieve this are

given below.

One of the more direct ways to enforce fairness is to modify the loss term directly. An example

of this is Zafar et al. (2017b) where the covariance between the protected attributes of a user and

the signed distance from the remaining features to the decision boundary (the predicted score

𝑑(𝑥)) are used as an approximation of DP, as shown in equation (2.7). The authors then minimise

this according to one of two strategies. In the first, they optimise for accuracy under the fairness

constraint that the fairness measure should be within some region of tolerance. In the second,

they optimise for fairness under the constraint that a

𝐶𝑜𝑣(𝑠, 𝑑(𝑥)) = 𝔼[(𝑠 − ̄𝑠)𝑑(𝑥)] − 𝔼[(𝑠 − ̄𝑠)] ̄𝑑(𝑥)

≈ 1
𝑁

𝑁
∑
𝑖=1

(𝑠𝑖 − ̄𝑠) ⋅ 𝑑(𝑥𝑖) (2.7)

A further example of modifying the loss function directly is to follow Quadrianto and Shar-

manska (2017) who noticed that enforcing fairness constraints is an application of Distribution

Matching — the distribution of outcomes across groups should be identical (or up to a small

tolerance). They use a modified Support Vector Machine (SVM) from the Learning Using Privileged

Information (LUPI) paradigm to ensure the sensitive feature is not used during inference, but is

available during training. They then pose a question about how much fairness to apply. In their

experiments, a fairness-utility trade-off is present and the authors suggest a human should be

responsible for selecting how much fairness (within a legal limit) to apply. This concept of bring-

ing accountability into automated decision making is an important, although often overlooked

addition.

A subsection of modifying the loss term is incorporating adversarial training to minimise the

empirical risk of predicting the target, but maximising the empirical risk when predicting the

protected attribute. This approach overlaps in terms of implementation with section 2.6.3.2. There

are parallels between what we are trying to achieve with fairness constraints and the work that

is being progressed in domain adaptation. One of the major breakthroughs in this work was

adding a ‘gradient reversal layer’ introduced by Ganin et al. (2016) and . This has been applied in
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many fields including fairness. The gradient reversal layer is applied at the conceptual input to a

discriminator network (adversary) and allows the min-max game to become a direct minimisation,

as gradient descent is applied to the discriminator network, but gradient ascent with regard to the

discriminator loss is applied to the network prior to this point. This framework was then used in

Edwards and Storkey (2016) for making a representation that censored a sensitive attribute. This

was built on by Beutel et al. (2017) who applied the technique explicitly to fairness, demonstrating

that this method is particularly useful even with very small amounts of data. Other papers have

tried to build on this work, such as Wadsworth et al. (2018) who, instead of using a representation

as the input to the adversary, use the soft output from the predictor.

Other approaches during training include loss reweighting (Kamiran and Calders, 2012). During

training the proportion of samples in each group related to a combination of 𝑆 and 𝑌 is calculated.

Then, for each group, a weight is assigned (the same weight for all samples in the group) —

assigning an instance weight determined by the number of samples in each 𝑌/𝑆 group combination

as in equation (2.8), where 𝑊 is a function providing the group weights and 𝑁 is the number

of samples. During training of a classifier, this group weight associated with each sample is

multiplied by the loss for each sample.

𝑊(𝑠, 𝑦) =
𝑁𝑋|𝑆=𝑠 ⋅ 𝑁𝑋|𝑌=𝑦

𝑁𝑋 ⋅ 𝑁𝑋|𝑆=𝑠,𝑌=𝑦
(2.8)

Although this does not specifically minimise any fairness criteria, it assists in making the

model ‘pay attention’ to under-represented samples. A parameterised variation of this approach

is presented in Yan et al. (2022) where they propose finding instance weights via meta-learning

rather than precomputing the weights such that a specified fairness criteria is satisfied.

Another approach is to view the fairness constraint as a regularisation term, as in Chuang and

Mroueh (2021). Here the authors use the data augmentation technique Mixup (Zhang et al., 2018b)

to interpolate between the training samples and a sample from the alternative protected group

in the case of DP (they also extend this to a procedure for EOdds). They measure the gradient of

the model on the interpolated features and try to minimise the inner product of the Jacobian on

interpolated samples and the difference between the two original samples. The intuition provided

for this approach is that the gradient of the model should remain consistent throughout different

interpolation values if the model is indeed not sensitive to the protected attribute.
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Lastly, sampling techniques can be used to promote fairness in a model. Approaches such

as Roh et al. (2021a) effectively ‘upsample’ from under-represented groups during mini-batch

selection during training of a NN model. They achieve this by adaptively optimising the selection

rates for each group to promote the training of a model that satisfies the selected notion of fairness.

This idea was developed further in the follow-up paper by the same authors in Roh et al. (2021b).

Here they additionally consider a scenario where only a subset of the training data contain records

of the protected attribute value.

2.6.3 Pre-Training

The final broad category of fairness interventions is prior to training a classification model. This

encompasses a number of interventions, including producing additional samples and learning

a new representation of the data. The element that connects these approaches is that they all

modify the underlying dataset and is the intervention method that is predominantly developed in

this thesis.

2.6.3.1 Fair Representations

Work in this field was pioneered by Zemel et al. (2013). In their work, they argue that fairness

can be achieved through representation learning. The authors suggest that the population in

𝑋 should be mapped to one of 𝐾-prototypes that reside in the same space as the original data.

This is presented as a discriminative clustering model, where each of the prototypes is a centroid.

The ‘job’ of the model is to position all 𝐾-prototypes is positions that satisfy the three competing

desiderata. The first is that a linear classification model should be equally as predictive when

provided with a prototype as the model would be if provided with the original data. Secondly, the

prototype that a sample is mapped to should be as close as possible to the original sample. Lastly,

individuals from each protected group should be equally likely to be assigned to a prototype.

Clearly, these goals are in conflict.

Another approach is to explicitly change the input features, such as in Feldman et al. (2015).

This paper compares the probability distributions of individual features across protected groups

and seeks to rectify this. Enforcing 𝑃( ̄𝑥|𝑠 = 0) = 𝑃( ̄𝑥|𝑠 = 1) where ̄𝑥 is a modified version

of the original feature 𝑥. In this approach, each individual feature is ranked within sensitive

34



2.6 implementation of fairness enhancing methods

subgroups, then the feature distributions are shifted to retain the same rank while having an

identical distribution for each subgroup such that 𝑃(𝑠| ̄𝑥) = 0.5.

An end-to-end approach to learning fair representationswas presented in Louizos et al. (2016). In

this paper the authors present twomethods using the framework of a variational autoencoder (VAE)

to produce a fair embedding 𝑍. The first is an ‘unsupervised’ model where a VAE model produces

an embedding 𝑧 conditioned on 𝑥 and 𝑆, and aims to reconstruct the input �̂� by conditioning on 𝑧

and 𝑠. During training, the embedding 𝑍 is encouraged to be independent of 𝑆 by encouraging

the embedding to be close to a prior that is independent of 𝑆. In practice, they additionally

add a penalty based on distribution matching (they use Maximum Mean Discrepancy (MMD)) to

encourage the distributional embedding of each group to be identical. The second approach is

a ‘semi-supervised’ method. Here the authors take an additional step by further factorising the

embedding based on the outcome, producing a second embedding ̃𝑧 conditioned on 𝑧 and 𝑦, and

the reconstruction of the first embedding 𝑧 conditioned on ̃𝑧 and 𝑠. Then, in the case that the

target label 𝑌 is not observed, a predicted value of 𝑦 conditioned on 𝑧 can be used.

2.6.3.2 Adversarial Learning

One benefit of learning fair representations is that there is the potential for transfer learning —

producing a fair representation that can then be used for a multitude of (data appropriate) similar

tasks. The idea of transfer learning in the context of fair representations was explored further in

Madras et al. (2018a), using a similar framework to that of Beutel et al. (2017), which in turn is

based on Edwards and Storkey (2016) and Ganin et al. (2016), both discussed in section 2.6.2. They

demonstrate that fair representations can indeed be used to predict other features and give a more

robust set of experiments than presented in Zemel et al. (2013) (which mentioned the potential

for transfer learning as a motivation for learning a fair representation). They give motivation

for this by defining two roles. There is a data collector role who obtains the data and sells it,

there is also a data vendor role who purchases the data and uses it to create models. They argue

that the data vendor may not care about fairness, and as such the responsibility falls on the data

collector to amend the data to a new, fair representation. This provides a difficulty for the data

collector as they do not know what the vendor intends to do with the data. This is the motivation

for learning a fair, transferable representation. The model is constructed as an autoencoder,

where a bottleneck layer is used as input to an adversarial classification network with a gradient

reversal layer between the bottleneck layer and the adversarial network. In addition, there is
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a task classification network from the same bottleneck layer. During training, all three losses

(reconstruction, adversarial, and task) are minimised. The learned representation for downstream

classification tasks is then the output of the bottleneck layer that was used during training.

Another adversarial approach is based on Generative Adversarial Networks (GANs). In the

GAN framework, a generator model produces a new sample conditioned on random data and a

discriminator model determines between the generated sample and a genuine sample from the

data. The training of the dual models in tandem takes place as a min-max game. On the one hand,

we have the generator trying to produce a sample which is rich enough to accurately model the

data distribution. On the other hand, we have a discriminator that is similarly trying to determine

the data distribution so that it is able to determine which samples are drawn from it. The proposed

use of GANs in fairness literature is to produce new, diverse samples on which a classification

model can be trained.

In Xu et al. (2018), the authors use a typical GAN set-up, but have an additional discriminator

to not just determine if the data is real or not, but to also query whether the data generated is

fair, in this case, regarding demographic parity, by predicting the value of 𝑠 for the generated

sample. A second paper, Sattigeri et al. (2019) use a similar approach, but in addition to generating

plausible fair samples, they also produce task classification labels. Both new samples and labels

are encouraged by a discriminator to either satisfy DP or EOpp. The theme of building a more

diverse dataset was built on by Sharmanska et al. (2020). They use a conditional GAN model to

increase the representation of under-represented groups in the training dataset by generating

new data conditioned on existing samples within the dataset, and the .

Finally, a wholly alternative adversarial NN approach is provided in Zhang et al. (2018a). In

this approach the network has two classification heads. One predicts the task, the other the

protected attribute using the logits from the classification network as an input. During training,

the gradients for the task update are projected onto the gradients for the adversarial loss. Some

guarantees are provided that the resulting gradient update should improve task performance, but

at the same time, actively harm the adversarial model, resulting in a debiased classifier.

2.7 Causal Inference

The final section in this chapter is about Causal Modelling, which is influential later in this

thesis, notably in chapter 4 where a particularly narrow form of this area is emulated. Causality
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is a framework to describe cause and effect, rather than solely correlations, modelling these

relationships in a Directed Acyclic Graph (DAG) structure. With the acknowledgement that

fairness is difficult to solve arithmetically, methods to incorporate subject matter expertise are

being explored. Causal models are appealing in this regard because they allow for an explicit

causal relationship to be accounted for rather than relying on correlation.

The authors of Dedeo (2014) argue that without understanding the causal relationship between

attributes, then it becomes particularly difficult to differentiate between innocent relationships

and those which at first glance may appear innocent, but when the socio-economic background

of those attributes is understood, they might infer a less innocent relationship.

Stemming from the work of Pearl (2009), causal models are an attempt to model cause and effect.

An example would be atmospheric pressure and the position of the needle on a barometer reading.

We know that the two are linked and our data about this will demonstrate a high correlation

between observations, but the correlation does not imply causation. While we know that changing

the pressure will effect the barometer, moving the needle on the barometer will not effect the

pressure in the room. The benefit of viewing the world in this way is that we can transparently

interpret why decisions have been made. Clearly, the relationships between features are complex,

but we can utilise experts from the domain we are trying to apply our model to. This is a nice

feature given that fairness itself is domain specific. While this may seem simple on the surface, it

is highly complicated to correctly model the world. For example, not all features are captured.

There may be an unobserved feature that confounds two features, so while they may look as if

they are connected in some way, they are actually both reflective of the unseen confounder. An

example of this is height and level of education. On the surface we could draw a correlation that

the taller (on average) the population is, the higher the level of education. This can be observed by

visiting any primary or secondary school, but we are missing a confounder — age. Furthermore,

there can be multiple confounders that affect different sets of features. While not insurmountable,

this is nonetheless a very labour intensive approach. In many ways, if this approach is fully

realised, it is the gold standard for ethical models.

2.7.1 Modelling the Data

A useful first step when approaching any ML problem is to spend time understanding the data.

This is a nontrivial stage that at times can be overlooked. Prior to modelling the relationships
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𝑋

𝑆

𝑌

𝑁

(a) Causal relationship from 𝑋 to 𝑌, with possible affects of
𝑆 on both.

𝑋

𝑆

𝑌

𝑁

(b) Causal relationship from 𝑌 to 𝑋, with possible affects of
𝑆 on both.

Figure 2.3: Possible paths for a protected characteristic to influence data. In both models the presence of 𝑆
acts a possible descendent of both the input features 𝑋 and the target variable 𝑌.

between features, it can be useful to populate a datasheet, as proposed in Gebru et al. (2021) to

understand some of the scope and limitations of any particular dataset.

In terms of algorithmic fairness, the causal relationship of particular concern is between the

protected attribute 𝑆 and the remaining features. Given the nature of protected attributes —

immutable properties of an individual — these are almost always descendants, as opposed to

children, of either the input features 𝑋, or the target outcome 𝑌, or indeed both. Depending on

the relationship between the variables, different types of discriminatory practices may enter the

dataset. These potential relationships from 𝑆 to 𝑋 and from 𝑆 to 𝑌 are shown in blue and red

respectively in figure 2.3. In figure 2.3a the target label is determined by the features 𝑋. This is a

relationship that is closer to that of decision systems such as loan applications, hiring decisions,

or recidivism prediction — outcomes are based on observations in the data. The alternative

relationship from 𝑌 to 𝑋 is shown in figure 2.3b. This model is closer to the relationship in image

classification tasks — detecting the presence of an item or characteristic in an image.

2.7.1.1 𝑆 and 𝑋

The first potential relationship of concern is between the protected attribute and the other input

features as modelled by the blue arrow in figure 2.3. This characterises that the features of an

individual are the source of bias in the dataset. This relationship can be forged through a number

of biases, such as institutionalised bias and measurement bias (Tolan, 2019). If this type of bias is

present, it may be reasonable to adjust the method of encouraging fairer outcomes. For example,

fair representations may be a sensible choice as they manipulate the features of a dataset used for

training an auxiliary model.
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2.7.1.2 𝑆 and 𝑌

An additional source of concern is that the outcomes themselves are causal dependent of the

protected attribute. This may occur if direct discrimination is present in the data (Tolan, 2019).

If this type of bias is present, then broader questions about the use of this data for training a

machine learning model to emulate this process should be asked. In the case that this process

must be emulated, then more direct interventions, such as the during, or post training models

may be more appropriate.

2.7.2 Counterfactual Fairness

𝑆

𝑋

𝑌

unfair path

fair path

partially fair path

Figure 2.4: An example of Path-Specific causal modelling. The path from 𝑆 to 𝑋 (in red) is considered unfair.
The relationship between 𝑋 and 𝑌 is then

Fairness interventions using causal modellingwere first presented in concurrent works Kilbertus

et al. (2017) and Kusner et al. (2017).

𝑃( ̂𝑦 |𝑥, 𝑠) = 𝑃( ̂𝑦 |𝑥, do(𝑠 = ̃𝑠)) ∀ 𝑥 ∈ 𝑋 , ̃𝑠 ∈ 𝑆 (2.9)

In Kilbertus et al. (2017) the authors introduce a counterfactual notion of fairness, that is based

on interventions described in equation (2.9), which they use to determine if a model displays

proxy discrimination. They define two types of variables related to fairness:

1. Proxy Variables: These are causal descendants of the protected attribute that are used in a

predictive model.

2. Resolving Variable: A proxy variable, where the causal effect of he protected attribute is

considered valid to use in a predictive model.

In addition to proxy discrimination, the authors discuss Unresolved Discrimination — when

there is a path from 𝑆 to a variable, 𝑉 that is not blocked by a resolving variable, and when 𝑉 itself
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is not a resolving variable. The authors assume an additive, linear relationship between variables,

allowing for the effect along specific paths to be corrected for using equation (2.10).

𝑉 = 𝑣(𝑋 − 𝔼[𝑋 |do(𝑃 = 𝑝′)]) (2.10)

During the construction of a predictive model, the authors propose either restricting the

variables available for training a model, or explicitly correcting for the influences along specific

paths.

In Kusner et al. (2017) the authors propose defining Counterfactual Fairness, which is evaluated

at an individual level. A classification model displays Counterfactual Fairness if equation (2.11) is

satisfied.

𝑃(�̂�𝑆←𝑠(𝑈 ) = 𝑦|𝑋 = 𝑥, 𝑆 = 𝑠) = 𝑃(�̂�𝑆←𝑠′(𝑈 ) = 𝑦|𝑋 = 𝑥, 𝑆 = 𝑠) ∀ 𝑥 ∈ 𝑋 , 𝑠′ ∈ 𝑆 (2.11)

In this definition, 𝑈 represents the set of ‘background’ variables that are not captured by the

graphical model. The implication of the value of 𝑠 on the left hand side of the conditioning is that

the prediction for the original sample, and a counterfactual sample, intervened on with regard to

𝑠, should be identical. This is achieved through a three-step process:

1. Abduction: Compute a the prior distribution over 𝑈 for a given prior.

2. Action: Perform a do-operation on the protected attribute, replacing relevant equations of

the Structural Equation Model with intervened values.

3. Prediction: Compute the distribution of the remain variables using the posterior distribution

and intervened values from steps (1) and (2).

The crucial difference in the approaches of Kilbertus et al. (2017) and Kusner et al. (2017)

is that the former is intended as a framework to reason about fairness and producing a set of

variables on which a classifier can be trained, whereas the latter is a distinct method that requires

counterfactual modelling at an individual instance level.

The idea of resolved variables in Kilbertus et al. (2017) was expanded on in Chiappa (2019). They

note that not all the effects of a sensitive attribute on the outcome are potentially discriminatory.

They give an example of the Berkley admissions data that was suggested to be discriminatory

against women. They note that women were applying in greater proportions to classes with low

acceptance rates, thus the influence of gender on the class applied for is not discriminatory and
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should be taken into account to learn a highly predictive model. This is similar to the idea first

mentioned in Pedreshi et al. (2008) that there is a difference between sensitive attributes and

potentially discriminatory attributes. In Chiappa (2019) they use the power of a causal model

to isolate this effect along specific pathways noting ‘approaches based on statistical relations

among observations are in danger of not discerning correlation from causation, and are unable to

distinguish the different ways in which the sensitive attribute might influence the decision’. This

paper views unfairness as the presence of an unfair causal effect of 𝑆 on �̂�. This idea is not new. It

is specifically mentioned in Kusner et al. (2017) that ‘a decision is unfair toward an individual

if it coincides with the one that would have been taken in a counterfactual world in which the

sensitive attribute were different’. This assumes that the entire effect of 𝑆 on �̂� is problematic. The

path-specific approach uses the same definition, but modifies the ending to be ‘... counterfactual

world in which the sensitive attribute along the unfair pathways were different’. They achieve

this by measuring the effect of 𝑠 along unfair pathways and disregarding it. In the simple case in

figure 2.4 where the direct effect of 𝑠 on 𝑦 is fair, but the effect of 𝑠 via 𝑚 is unfair, our goal would

be to remove the effect of 𝑠 along unfair pathways. In this case (and in the case of Kusner et al.

(2017) the goal is to achieve fairness in a counterfactual world as described above — this can be

seen as a form of individual fairness.
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3 SUMMARY OF CONTR I BUT IONS

The following is a summary of the main contributions in this thesis. All presented approaches

aim to address the problem of biases, with respect to a protected attribute 𝑆, which are captured in

a dataset that will be used to train an automated decision support system. The proposed solutions

all improve upon the fairness of such a system via transformations of the data. Furthermore, all

of the proposed solutions provide additional passive information that provides insight into the

changes required to meet the various statistical definitions of fairness.

3.1 Replaying Biases

The initial approach taken in Thomas et al. (2021) (expanded in chapter 4) is to build on the

concept of fair representations. Fair representations are a preprocessing transformation step that,

when applied to the data, promote fairer outcomes in a system that is unrestricted by fairness

constraints. This is achieved by removing as much information about the protected attribute, 𝑆,

as possible from the representation. The main idea is that if a fair representation is sufficiently

devoid of information about 𝑆, then this can be viewed as a disentangling procedure, separating 𝑆

from the remaining features. To encourage as much information as possible that is not about the

protected attribute to be retained, this approach is trained in an unsupervised manner, with the

original sample being constructed from a combination of the fair representation and the (known)

protected attribute value. The part of this approach that ‘reconstructs’ the original data from

the fair representation and the protected attribute can be seen as replaying the effect of 𝑆 on the

remaining features, thus replaying a suite of bias-inducing processes. In the text, a connection

is drawn between the unsupervised aspect of fair representation learning as a disentangling

procedure; and a limited form of causal modelling where a counterfactual sample can be drawn

with respect to a specific, predefined treatment variable. Then, this reconstruction procedure is

repeated with alternative plausible values for the protected attribute. This produces samples that

are similar except for the replayed effect of the protected attribute. A decision support system
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can then be interrogated, allowing for the question ‘would two individuals, who are similar in

all ways except for those influenced by a protected attribute, receive a similar outcome?’. A

practical mechanism is then introduced to promote more equal outcomes over time by identifying

individuals who do not receive similar outcomes in the scenario described.

3.2 Fair Representations in the Data Domain

In the previous work, biases are replayed to generate cross-domain samples, for example, an image

of a man could be translated into an image of a woman via a representation that is disentangled

from 𝑆. The approach taken in Quadrianto et al. (2019) (chapter 5) is fundamentally different. A

classification model is designed with an explicit data transformation stage, where the transformed

data is constrained to both exist in the same feature space as the input (e.g. a space of RGB values

for images), and also to be independent of protected attribute. This explicit data transformation

stage to a latent feature embedding is used in previous works, but crucially, here we constrain the

fair representation to be the same data domain as the input. The approach here is to translate

an input into a new domain that not only isn’t present in the data, but also can be represented

within the data domain. This is challenging as there are no examples to aid in training. Instead,

the approach taken is to try and satisfy four objectives. The first is that the representation

should contain information relevant to the classification of the sample. Second, the representation

should be similar to the input. Third, the representation should be statistically independent

of the protected attribute according to the novel application of Hilbert-Schmidt Independence

Criteria (HSIC) which measures statistical independence between two random variables. Lastly,

the residual of the representation when taken away from the original input should be statistically

dependent on the protected attribute.

The benefit of constraining the fair representation to exist in the data domain is that the trans-

formations made by the model become inherently transparent. This transparency, in turn, presents

several opportunities for greater accountability and monitoring of the model in a deployment

setting.

This chapter has an addendum that seeks to bridge the gap between chapter 5 and chapter 6.

This is done by demonstrating an unsupervised version of the training objective with some

practical alterations.
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3.3 Fair Representations in the Data Domain with Controllable Replayed

Biases

The final work of this thesis is presented in Kehrenberg et al. (2020b) (chapter 6). The motivation

for this approach is to improve on the work of the previous chapter. There, the assumption is

that all samples can be decomposed into a ‘fair’ and ‘unfair’ component that, when simply added

together, forms the original input. This work loosens this restriction and allows the original input

to be an arbitrarily complex function of the two components. Two methods to achieve this are

presented. The first proposed method is a conditional VAE (cVAE) which uses adversarial training

to constrain the latent embedding of a variational autoencoder (VAE) framework. The second

proposed method ‘partitions’ the latent space in a lossless manner using an Invertible Neural

Network (INN). The procedure for the cVAE is given below, followed by the training procedure for

the INN.

When training a VAE, the aim is to model the data distribution by conditioning on a learned

posterior distribution 𝑃(𝑍 |𝑋). During training of a VAE, in this work the posterior distribution is

encouraged to be independent of 𝑆 using an adversarial training approach. During reconstruction,

the model that samples from the data distribution is additionally conditioned on a One-Hot

encoding of the protected characteristic to ‘replace’ the information removed by the adversary.

During inference, this encoding is given with all 0-values, so that the reconstruction is not given

any value for the protected characteristic — a ‘null-sample’ is drawn.

Typically, during training of the INN, a multivariate Normal-, or an array of independent Normal-

distributions with 0-mean and unit standard deviation receive a series of information-preserving

transformations such that the likelihood of modelling the data distribution is maximised. However,

because the network is invertible, we can train the network in the reverse direction and try to

fully capture the distribution of samples from the dataset by transforming the data to match the

prior distribution. Adversarial training is used to encourage a small, predefined, independent

selection of the variable to contain all the information about the protected attribute.

To then generate a transformation of the data that remain in the data domain but belong to

no particular protected group, a process coined Null-Sampling is used. A data sample is fed into

the INN, resulting in an embedding. The predefined region of the embedding associated with

the protected attribute is then set to 0, the mean value of the prior distribution. The amended
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embedding is then fed through the INN but in reverse, resulting in the exact image, but with the

protected attribute manipulated to be the mean of the training dataset.

3.4 List of Publications and Author Contributions

This thesis is based on three publications, corresponding to chapters 4 to 6. The following is a

detailed listing of all the individual author contributions.
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4.1 Abstract

Positive actions are additional voluntary steps that can be taken to address an imbalance of

opportunities for individuals belonging to groups of the population that share protected attributes

such as race, disability or gender. They are defined within anti-discrimination legislation as a

legal approach to address under-representation in the workplace for members of these groups

and create more equal outcomes over time. Within this theme, we propose a novel algorithmic

fairness framework to identify candidates to receive positive action outcomes. The aim is to

advance equal representation while respecting anti-discrimination legislation and equal treatment

rights. We use a counterfactual fairness approach to distinguish between two behaviours within

a decision system. The first is direct discrimination — outcomes that are directly influenced by

group membership — which we aim to identify and remove. The second, which we refer to as

structural discrimination, is where outcomes depend on the causal consequences of a protected

attribute. During inference, our aim is to determine which candidates have likely suffered from

structural discrimination and to recommend them for positive action steps.
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4.2 Introduction

Allocating limited resources, such as jobs or university placements, among individuals requires

assessing their suitability for the role as part of the candidate selection process. At the same

time, machine learning (ML) systems are becoming more capable. It is natural then that such

systems are increasingly being used to inform, support, or even make decisions directly within

consequential domains such as candidate selection, which affects millions of lives (Barocas and

Selbst, 2016). To ensure that these systems remain trusted, it is important that the selection

process is fair and, in addition, that positive outcomes are fairly distributed within the population.

Therefore, it is necessary to consider how the notions of fair process and fair outcomes translate

into algorithmic decision support frameworks (Wachter et al., 2020; Xiang, 2021).

In the E.U., U.S., and U.K., among others, anti-discrimination legislation dictates that a fair

selection process requires equal treatment. To achieve this, protected attributes, for example,

gender and race, are not to be considered within the decision-making process without a good

reason (Dwork et al., 2012; Bent, 2019). In addition, we have the concept of a fair outcome, that

outcomes should be assigned consistently throughout the population based on the merits of the

applicant. Simply ignoring the protected attributes, however, guarantees neither a fair process

nor fair outcome (Pedreshi et al., 2008; Harned and Wallach, 2019; Wachter et al., 2020; Simons

et al., 2021; Xiang, 2021), except in trivial cases.

Decision support algorithms are typically trained using data that document previous decisions.

An example of this is to use a candidate’s CV to anticipate how likely they are to be successful when

interviewed based on the outcomes of previous candidates. Without due diligence, the resulting

algorithm may learn to disproportionately predict positive outcomes in favour of applicants who

most closely resemble the existing workforce. This may lead to a lack of opportunities for groups

that have historically been under-represented in the workforce, in contrast to those belonging to

a majority group1(Kamiran and Calders, 2012; Kallus and Zhou, 2018). Statistical disparities in the

training data can arise from two mechanisms: (i) unequal treatment; or (ii) equal treatment when

the status quo in the environment itself is not neutral. The former occurs when the data contain

discriminatory past decisions. The latter, when historically under-represented groups struggle

to compete with the majority under a standard equal treatment selection process — a selection

1 The group enjoying an advantage is not always the majority. We aim for clarity of exposition when referring to the
over-represented group as the majority.
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process that is ‘blind’ to the applicant’s protected attributes. Often, the statistical disparity in the

training data and, as a result, in the model’s prediction, is a combination of both.

When evaluating whether an outcome is fair, measuring Demographic Parity (DP) — the

difference in the probability of positive outcomes between subgroups — as the definition of

fairness is appealing. It is an intuitive concept, but it is often impractical. Except in restricted

scenarios, enforcing it hinders the accuracy of the model’s predictions. Additionally, this approach

often does not align with anti-discrimination legislation. A common alternative is to instead

promote an algorithmic fairness constraint Equal Opportunity — that True Positive rates should

be equal across subgroups — as it better aligns with the notion of equal treatment, however, this

often means maintaining a disparity in the positive2 outcome rates (Hardt et al., 2016; Wachter

et al., 2020).

Anti-discrimination legislation acknowledges the need to bridge the gap between equal treat-

ment and equal representation. The Equality Act 2010 (UK) defines positive action as ‘lawful

measures taken to encourage and train people from under-represented groups to help them over-

come disadvantages in competing with other applicants’3. Examples of positive action include,

but are not limited to: additional training opportunities and mentoring programmes available

to an under-represented group, targeted advertising, outreach, networking, and bursaries. For

example, Target Oxbridge is a free, UK based programme that ‘aims to help black African and

Caribbean students and students of mixed race with black African and Caribbean heritage in-

crease their chances of getting into the Universities of Oxford or Cambridge’ (Rare Recruitment,

2021). Policies designed to meet the specific needs of under-represented groups may also be

considered as positive action. The European Research Council introduced an automatic extension

of eligibility only for women with children when applying for grants4 and the UK Department

for Education has made it a requirement to improve the outcomes of disadvantaged students at

universities by providing positive action in the form of additional tutoring, additional summer

schools, and targeted recruitment for academic vacancies (Donelan, 2021). The action taken

must be ‘proportionate’ to both the extent and the longevity of the under-representation and the

barriers experienced by the under-represented group.

2 Throughout this paper, we use the terms ‘accepted’, ‘successful’, and ‘positive’ interchangeably when referring to
outcomes.

3 European legislation defines positive action similarly. In the US, similar measures can be employed under affirmative
action; however, the definitions do not completely overlap.

4 These measures are included in the European Research Council’s Gender Equality Plan for 2021-2027.
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We argue that incorporating the notion of positive action within decision support algorithms

respects anti-discrimination legislation while promoting equal representation and equal treatment

rights. In this work, we propose a novel algorithmic fairness framework to identify positive

action candidates. These are individuals who would be rejected under a standard equal treatment

selection process due to an earlier disadvantage experienced because of their under-represented

group membership. A natural question may be why a novel approach is needed; why not identify

the top-rejected candidate from an under-represented group as a positive action candidate? We

compare our approach with this baseline in section 4.4.2.1 (figure 4.4).

Our goal is not to produce a fair system but rather to produce an accurate system that also

provides additional insight into the deployment setting so that equal outcomes may be achieved

over time. Instead of just making every input invariant to some sensitive attribute, we want to

make predictions that are as accurate as possible but also ask counterfactual questions about the

outcomes that may have occurred in a counterfactual world where the individual has other values

for their protected attributes, e.g., what if a white applicant were Latino. In this way, we are not

compromising the efficacy of the prediction model, but we are also able to provide additional

information about who, to our best guess, appears to have been overlooked, perhaps rationally,

depending on the application, due to some protected attributes. These individuals are the ones

we want to identify.

4.3 Background

We begin this section with an overview of applicable fairness definitions, before an overview

of counterfactual modelling and the connections to our approach. There is then a discussion of

related research areas and work.

4.3.1 Definitions

In this work we discuss subgroups with respect to protected attributes — characteristics that,

by law, must not be the basis for discrimination. These include, but are not limited to, race,

gender, age, religion, and disability. We define a protected subgroup as an under-represented

group separated from the majority by the perception of one or more protected attributes. For

example, women in the engineering profession are under-represented when compared to their
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representation within the population. In the context of a decision support system, we may observe

a statistical disparity — a disproportionate positive outcome (e.g., hiring or admission) rate — in

favour of an existing majority, compared to a protected subgroup. This can be a result of the

model being trained on previous discriminatory decisions, but it can also be the result of a genuine

statistical difference in the input features (e.g., grades or qualifications) as observed in the data.

In this work, we define bias as a mechanism by which a statistical disparity between a protected

subgroup and the majority is created or exacerbated. Bias within the decision-making process

will affect the decision outcome. Bias that occurred earlier may affect the features on which a

decision is made. To expand the discussion of bias, it may be useful to refer to the framework

presented by Friedler et al. (2021), which defines three spaces — the construct space, observed space,

and decision space — and uses the mappings between them to formalise several definitions of bias.

The construct space represents the ‘ground truth’ — an unobservable space that correctly

captures differences between individuals with respect to a task; the observed space represents the

measurable features for consideration, and the decision space represents the outcome (Friedler

et al., 2021). For example, intelligence resides in the construct space, measured IQ resides in the

observed space, and acceptance or rejection from the International Mensa Club resides in the

decision space.

The observed space is an estimate of the construct space. The decision space, in turn, is an

estimate of the construct space based on the observed space. In any application, we are required

to make assumptions regarding the mapping between spaces. Friedler et al. (2021) refer to these

assumptions as worldviews, highlighting two common worldviews, we’re all equal (WAE) and what

you see is what you get (WYSIWYG), which are often in tension with each other. WAE assumes that

any disparity between subgroups in the observed space is due to structural bias — an incorrect

mapping between the construct and the observed space. WYSIWYG on the other hand, allows for a

disparity between protected subgroups, assuming the observed discrepancies are a true reflection

of disparities in the construct space. In this work, we adopt a ‘hybrid’ worldview (section 4.4.1.1)

that allows a version of both worldviews to coexist by further delineating the construct space.

To better understand the potential for statistical disparities in the data, we discuss the specific

types of bias that we attempt to address in this work. Sample selection bias originates from training

on a non-representative sample of the population (Tolan, 2019). Label bias occurs when the dataset

contains past discriminatory decisions (Wick et al., 2019; Jiang and Nachum, 2020). Mitigation

efforts that independently consider selection bias (Kamiran and Calders, 2012; Agarwal et al., 2018),
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or label bias (Calders and Verwer, 2010; Jiang and Nachum, 2020; Kehrenberg et al., 2020a) are

available. In addition, biases can also be introduced from outside the environment that we control,

for example, outside the training population, measurements, and learning algorithms. Recognising

that these biases may not occur in isolation, our proposed framework aims to acknowledge and

mitigate a broad range of biases rather than focussing on addressing a solitary issue. This includes

bias that cannot normally be mitigated by an automated rejection / acceptance model while

respecting anti-discrimination legislation and the right to equal treatment.

4.3.2 Counterfactual Modelling.

To identify positive action candidates, the subset of rejected candidates from an under-represented

group who have the potential to succeed, we take a counterfactual approach. A counterfactual

outcome is a hypothetical outcome for a scenario that is identical in all respects except for a

specific, well-defined change and its causal consequences (Hume, 2000; Miller, 2019). In the

context of this work, we focus on counterfactual scenarios with respect to a change in a protected

attribute and distinguish between two types of counterfactual questions:

Question 1: Would the outcome change if only the protected attribute were different?

Question 2: Would the outcome change if the protected attributed and its causal consequences

were different?

For example, if a female applicant is not invited for a job interview, we can ask the following

two questions: If your CV was identical but the application appeared to be from a male applicant,

would she be invited to interview?5 If she had been born male, experienced life as a male, and then

applied for the same job, would she have been invited for an interview? The second counterfactual

question is critical to our approach, as it is used to identify candidates for positive action. We use

the first counterfactual question to detect and mitigate label bias.

Our proposal is two-fold. First, identify those who did not succeed but likely would have done

so in a counterfactual world where they did not suffer from direct discrimination. Second, identify

those who did not succeed but likely would have in a counterfactual world where they had the

advantages associated with being a member of the over-represented group.

Counterfactual modelling with protected attributes is a subject that provokes a discussion of

the argument that there is ‘no causation without manipulation’(Holland, 1986). This refers to

5 An experiment by Bertrand and Mullainathan (2004) looked at exactly this question.

53



4.3 background

the position of some practitioners that only mutable features should be considered as treatment

variables and their effects evaluated within a causation setting. This position requires us to refrain

from evaluating immutable features, such as protected attributes, as there is no method to evaluate

this experimentally. Opponents of this view, including Pearl (2009) argue that causation does

not require manipulation of features, but rather requires modelling the relationship between

interactions. An example supporting this viewpoint is that we can reason about acts of God,

such as earthquakes or volcanic eruptions, without being able to manipulate them directly.

Instead, by understanding the relationship between these events and how they interact with their

environment, we can make reasonable assumptions about cause and effect.

To model causal interactions, a common tool is a Structural Causal Model (SCM), a graphical

model whose vertices represent features and whose edges represent the causal pathway between

them. For example, the first type of counterfactual question would manifest in an SCM as a direct

pathway between the protected attribute and the outcome if such a relationship were present.

The SCM is a high-level map of the data generation procedure. However, a complete structural

model is challenging to obtain; they are application-specific and require specification by domain

experts, who often have conflicting views. Producing a counterfactual sample with an SCM with

respect to a specific treatment variable involves intervention and ‘playing out’ the effect. For

more information, see Pearl’s Do-Calculus. In practise, if we do not have access to an SCM,

we could follow a statistical matching approach and find two as close as possible individuals

(differing by the protected attribute) within the data, which assumes little interaction between

the variable of interest and the rest of the features. Alternatively, as we are only interested in

intervening on a small subset of features, we could create a plausible counterfactual sample using

an adversarially trained generative model. Current work looks at a similar problem of unpaired

domain adaptation. We often see this in terms of image-to-image translation where methods

such as Cyclegan (Zhu et al., 2017) or Stargan (Choi et al., 2020) have excelled. In our case, we

treat the protected attribute as a domain, e.g. the domain of male applicants and the domain of

female applicants, and try to make a mapping between the domains. The intention is that the

mapping learns the complex relationship between the domains, creating a ‘likely’ counterfactual.

Although the SCM would remain hidden, a complicated relationship between the variable of

interest and the remaining features can be emulated. In this paper, we compare both approaches

and demonstrate the effectiveness of the latter.
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4.3.3 Related Works

As far as we know, this is the first work to address positive action in the context of a decision

support system. However, previous works have looked at related problems. We briefly describe

the relevant literature to place the problem of determining positive action candidates in context.

Deferral: Learning to defer is an extension of the ‘learning with a reject option’ (Hendrickx

et al., 2021), or ‘selective prediction’ (Geifman and El-Yaniv, 2017) paradigm. In both cases, the

challenge is to identify which unseen candidates the model is uncertain about. Once identified,

in the learning to defer framework, these candidates are directed to a human decision maker at

some cost (Madras et al., 2018b; Mozannar and Sontag, 2020). Uncertainty generally fits into two

broad categories, epistiemic and aleatoric, depending on whether the uncertainty is related to the

model (epistemic) or the data (aleatoric). Epistemic uncertainty is reducible, and a model can

become more certain with respect to this type of uncertainty by training with a greater number

of diverse samples. This is sometimes referred to as deferring due to sample novelty, distance,

or being an outlier in relation to the training data. Aleatoric uncertainty, on the other hand, is

irreducible and represents inherent differences present in the data. Samples deferred due to this

are sometimes referred to as being ambiguous. Using this language, deferral can be categorised

as the identification of samples that display either epistemic or aleatoric uncertainty with respect

to the training data. Our approach, on the other hand, can be categorised as counterfactual-based

aleatoric uncertainty modelling.

Deferral poses interesting questions about the practical quantification of uncertainty and could

be a potential extension to our framework. However, deferment differs from identifying positive

action candidates. The system we are evaluating may be confident in its assessment that a

candidate who would be suitable for positive action should be rejected. Deferment models may

be able to capture some elements of uncertainty with respect to question 1, as they evaluate

uncertainty about the target of the decision. We also evaluate question 2. We are proposing a

similar approach, but the uncertainty is due to a re-enactment of the data generation process. In

this sense, the system may be confident of the outcomes, but it is only when we view the outcomes

across a range of values for a specific treatment variable that we see the discrepancy. We are using

counterfactual modelling to measure aleatoric uncertainty and to make recommendations about

how to promote fairer outcomes in this uncertain context. Furthermore, we highlight people who

may be at risk of receiving a biased decision based on past data. In this case, deferring to a human
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who has potentially reinforced past behaviours themselves may not be the ideal outcome. Instead,

we suggest taking alternative steps to help the individual.

Actionable Recourse: Another related field is that of recourse. Works in this area, such as

Joshi (2019), Ustun et al. (2019) and Karimi et al. (2021) similarly ask counterfactual questions

constructed as interrogations of an existing decision system. In these works, the aim is to

determine how the world would have had to be different for an alternative outcome to occur.

They aim to explain what changes would need to have been made for a rejected candidate to

be accepted. This can be challenging if the model recommends that an immutable feature be

adjusted. Due to this, the framework actionable recourse has developed. In this approach, only

features that are mutable are considered valid pathways to produce an alternative result, with

further extensions to this framework only considering feasible feature adjustments. Instead, our

framework asks, in some ways, simpler and more direct questions of a decision system: If a

candidate were perceived to have an alternative protected attribute value, would the outcome be

different? And would the outcome change if the protected attribute and its causal consequences

were different? We then use this information to determine individuals who have been positively

and negatively impacted.

Auditing Systems: This is a broad and multifaceted area, but, in general, auditing aims

to evaluate either a dataset (Saleiro, 2018), or a system (Kearns et al., 2018) for potential bias.

Examples of auditing systems similar to ours include Black et al. (2020). In their work, the authors

take an alternative counterfactual approach based on finding the nearest sample in the data with

a different protected attribute and comparing outcomes broadly across population subgroups.

Our works differ in motivation, as while the authors use their auditing method to look at which

groups are most affected, we evaluate which individuals are likely to be affected.

4.4 Approach

We propose a new algorithmic fairness framework to advance equal representation while respect-

ing current anti-discrimination legislation and the right to equal treatment. We identify positive

action candidates: roughly speaking, these are individuals who would be rejected under a standard

equal treatment selection process because of an earlier disadvantage experienced due to their

under-represented group membership. More precisely, we use generative adversarial modelling
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to construct counterfactual samples per applicant which are used to determine assignment to one

of three outcome labels:

1. Successful applicants; and applicants fromunder-represented groupswhowere unsuccessful,

but appear to have suffered from direct discrimination. That is, those who would have been

successful if they had a different set of protected attributes, without considering causal

consequences (i.e. question 1) — these are accepted;

2. Unsuccessful applicants from under-represented groups who are not in (1), and for whom

there exists a set of protected attributes which would have caused them to be successful

(considering causal consequences, i.e. question 2) — these are flagged as positive action

candidates; and

3. Everyone else — these are rejected.

Note that for applicants from the majority group, our approach only alters the outcome from an

unconstrained classification model where the protected attribute has a direct treatment effect

on the outcome. For all others, the outcome remains unchanged as either accepted or rejected.

Additionally, our approach only attempts to identify unsuccessful candidates with strong potential

to succeed.

4.4.1 Positive Action Framework

The framework we employ follows a rule-based solution to process counterfactually uncertain

outcomes. These are outcomes evaluated across a range of counterfactual samples generated from

the same individual, differing only with regard to a protected attribute. Predefined rules (table 4.1)

account for uncertain outcomes that arise during inference and promote fairer outcomes over

time.

A reasonable question may be why only define a subset of rejected candidates as being suitable

for positive action as opposed to offering positive action outcomes to all rejected candidates? We

welcome this approach, but we assume that there is some cost associated with positive action

that makes such an approach prohibitively expensive. Our method identifies those who would

have likely succeeded in a counterfactual world. A possible future direction of our work is to

incorporate ranking of candidates to meet some budget constraint.
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Figure 4.1: A ‘hybrid’ worldview showing biases potentially introduced at each step of a timeline leading
up to a decision. Aptitude is characterised by the infant at the beginning of the timeline and is
assumed to be independent of all protected attributes, aligning with the WAE worldview. By the
point of observation however, the construct space might have altered. Our ‘hybrid’ worldview
allows for disparity between subgroups, aligning with the WYSIWYG worldview. Opportunity
bias, selection bias, measurement bias and label bias can introduce or further aggravate the
disparity between the protected subgroup and the majority.

4.4.1.1 Fairness Worldview

Where does positive action fit within the technical definitions of fairness? If we consider WAE

and WYSIWYG, the worldviews discussed in section 4.3.1, then our approach to remedy unfairness

does not fully align with either of these worldviews. In WAE, the assumption is that the observed

space can be ‘corrected’ for structural bias to emulate the equal construct space. In WYSIWYG, the

assumption is that decisions based on the observed feature space reflect the construct. In our

‘hybrid’ worldview, the decisions based on observed features do match the construct space as

in WYSIWYG, but we also allow for structural biases to exist and be corrected for as in WAE. The

hybrid worldview adopted in this work is illustrated in figure 4.1 and as a graphical model in

figure 4.2. The crux of our approach is that we expand the construct space to include the element

of time, with the observed space representing measurements of the construct space at points

along this additional axis. Consider a set of measurable features 𝑋 within the observed space

𝒳, where 𝒳 represents the space of all potential feature values. Each individual sample 𝑥 ∈ 𝑋 is

an approximation of its non-measurable construct counterpart �̃� ∈ �̃�, giving the decomposition

𝑋 ≈ �̃� = 𝛼 ⋅ �̃�𝑎𝑝𝑡 + 𝛽 ⋅ Δ�̃� where �̃�𝑎𝑝𝑡 ⟂ 𝑆 and Δ�̃� ̸⟂𝑆. Here, 𝑆 is the protected attribute to which

we are sensitive, and 𝛼 and 𝛽 are non-negative values that sum to 1. In other words, we assume

that an individual’s suitability for the task, at the time of measurement, is a combination of their

aptitude (�̃�𝑎𝑝𝑡), a natural-born ability, and their experiences over time (Δ�̃�)6. We assume that

the aptitude component, �̃�𝑎𝑝𝑡, is independent of any protected attribute and therefore complies

with the worldview WAE7. The component ‘life-experience’ Δ�̃� changes aptitude positively or

6 We make no claims regarding the strength of ‘nature’ vs. ‘nurture’. The framework holds for all potential ratios,
including those where 𝛼 = 0 or 𝛽 = 0.

7 We are excluding tasks where success may be strongly correlated with physical attributes — for example, playing
professional basketball and height.
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Figure 4.2: The effect of a protected attribute 𝑆 on descendants of �̃�𝑎𝑝𝑡 throughout a data-generation
procedure. �̃� within the construct space, 𝑋 within the observed space and 𝑌 within the decision
space.

negatively and may not be independent of 𝑆. A graphical model of our worldview is shown in

figure 4.2.

4.4.1.2 Underlying mechanisms and bias

We consider a setting in which we observe a statistical disparity between population subgroups

separated by the value of 𝑆 ∈ 𝒮 that occurs in both the observed space and the decision space.

The disparity within the decision space may be worse than the disparity within the observed

space. One mechanism that can cause this aggravation is label bias, a direct impact of the

protected attribute 𝑆 on the outcome 𝑌 ∈ 𝒴 due to previous discriminatory decisions within the

training dataset. To achieve equal treatment, the effects of label bias must be eliminated. The

disparity within the observed space can be caused by several mechanisms or their combination:

selection bias occurs when the training set contains a non-representative sample of the population;

measurement bias occurs when the mapping from the construct space to the observed space

is not as faithful for certain groups or individuals8. Furthermore, part of the disparity within

the observed space can be a true reflection of a disparity within the construct space itself, at

the time of measurement. We assume that the distribution of aptitude �̃�𝑎𝑝𝑡 in the construct

space is the same across subgroups, though this need not remain the case with the application of

Δ�̃�. Although variation in opportunities between individuals is normal, when the imbalance of

opportunity affects a protected group more than the majority, it will result in a disparity between

the subgroups within the construct space itself. Addressing this imbalance of opportunity is a

principal component of positive action and our framework.

8 We note that this is not an extensive discussion of bias and there are other underlying mechanisms that can lead to a
statistical disparity between an under-represented group and the majority.
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Figure 4.3: The accepted ( ̂𝑦 = 1) and rejected ( ̂𝑦 = 0) ratios difference between a protected subgroup
(𝑠 = 0) and the majority (𝑠 = 1). Left : under a standard equal treatment selection rule reflecting
the original dataset. Right : in a counterfactual version of the dataset where 𝑠 = 𝑠′. Middle:
‘Overlapping’ the two outcomes. The population captured by groups 𝐺1, 𝐺2, 𝐺5 and 𝐺6 have
consistent outcome across both worldviews. Groups 𝐺3 and 𝐺4 represent individuals that will
receive different outcomes comparing outcomes in the original dataset to counterfactual versions
of the same individuals.

Our work is an application of counterfactual fairness, which can be viewed as an instance of

individual fairness. Counterfactual fairness requires that outcomes in the real world align with

those in a counterfactual world where the individual had belonged to a different group. Individual

fairness requires that similar individuals be treated similarly. To achieve this, however, we use

approaches from fair representation literature rather than intervening directly on a causal model.

Fair representations are data transformations that preserve the original data, but disentangle the

effect of a protected attribute. This is necessary to try and produce a counterfactual model with

regard to a specific, predetermined variable. This would normally be restrictive; however, in our

case, this is in line with our goals. We do not aim to produce a structural causal model for all

variables, we are only concerned with understanding the relationship of one particular variable,

the protected characteristic, and its causal effects. We can then marginalise the outcomes with

respect to 𝑆.

4.4.2 Positive Action Candidates

To quantify the effects of structural biases, we divide the data into six subgroups, as shown in

figure 4.3, representing areas of agreement and disagreement in the outcome, conditioned on

𝑠. This procedure can be done for any pair of model outcomes, although here we demonstrate

with example outcomes from an unconstrained classification model. One set of evaluations is

on the original data, and the other is the model but applied to a counterfactual dataset. The
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counterfactual dataset is produced by intervening on the protected attribute S, as previously

described, e.g., 𝑃(𝑋 |do(𝑠)). We conceptually overlay the original outcomes (figure 4.3, left) on

the counterfactual outcomes (figure 4.3, right). When overlaid, the data can be separated into six

subgroups, as shown in figure 4.3, middle. The subgroups 𝐺1 and 𝐺2 receive a positive outcome

in both cases. Subgroups 𝐺5 and 𝐺6, receive a negative outcome in both cases. However, the

subgroups 𝐺3 and 𝐺4, represent a different outcome under counterfactual-based aleatoric uncertainty.

The subgroup 𝐺3 represents the subgroup that would have received a negative outcome based on

the observed data, but would have received a positive outcome in a counterfactual world. We

propose that these candidates are those that have been impacted negatively by structural biases.

This subgroup may be interpreted as individuals who would be rejected under a standard equal

treatment selection process because, we hypothesise, of an earlier disadvantage experienced due

to their under-represented group membership. Although we cannot accept these applicants while

aligning with anti-discrimination legislation, we can highlight them as candidates for positive

action — targeted support to help them succeed under a future equal treatment selection process.

The subgroup 𝐺4 represents the conceptually opposite subgroup. These are those that would have

received a positive outcome based on the observed data but receive a negative outcome in the

counterfactual world. We propose that members of this group should remain accepted under a

policy of no-detriment. We apply this policy so that candidates are not punished for receiving the

benefits of structural biases. Over time, the objective of our positive action approach is to reduce

the proportion of the population that fall into the 𝐺3 and 𝐺4 groups.

4.4.2.1 Candidate Selection

We still need to identify which applicants we want to highlight for positive action. The reader

might now consider a straightforward approach of selecting the top rejected candidates from the

under-represented group. The drawback of this approach is that it is only applicable when there

is a clear way to rank candidates. We illustrate these two issues with the following motivating

example.

Consider a minority who traditionally send their children to schools that teach English to a

good level but teach Maths only to a basic level. This minority is under-represented within STEM

subjects. To keep this example simple, we consider the application to consist of grades in only two

subjects, Maths and English, with equal weight. Blindly taking the best rejected applicants will

not spot the applicants who did exceptionally well in Maths, considering the poor education they
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Figure 4.4: How our approach to choosing positive action candidates compares to choosing the top rejected
candidates from the under-represented group. With an equal weight selection rule, Applicants
A and B have the same overall score. Re-scaling the minority’s Maths grade distribution to
match the majority’s distribution highlights applicant B as the better positive action candidate.

received in this subject. In our approach, the minority’s Maths grade distribution gets recalibrated

to match the majority’s distribution, while the distribution of the English grades is left unaffected

because there is no disparity with the majority’s distribution. This means that a minority applicant

who is good at Maths, relative to their minority subgroup, will be preferred compared to one

who is relatively good at English. Figure 4.4 illustrates how two applicants would be ranked

under our approach compared to the baseline of choosing the top rejected candidates. For the

majority, the distribution ranges between 0–10 for both English and Maths. For the minority, the

English distribution ranges between 1–10, but the Maths distribution only ranges between 1–5.

The grades of applicant A are 2 and 9 in Maths and English, respectively. Applicant B’s grades

are 5 and 6 in Maths and English, respectively. With an equal weight selection rule, both have an

overall score of 11. When we rescale the Maths grade distributions of the minority to match the

majority’s distribution, applicant B is highlighted as the better positive action candidate with an

overall score of 16 compared to 13 for applicant A. This recalibration is only put into effect when

populating the positive action candidates’ group. When applicants are considered for acceptance,

the features are taken as they are. In the case of this example, we may not be able to accept

applicant B, but they are flagged as a positive action candidate — a Maths foundation course, for

example, is likely to allow them to successfully compete in a subsequent selection process.
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Figure 4.5: A flowchart depiction of the Outcome Comparator, which is also represented in Table 4.1. The
input to the flowchart is the ensemble of predicted outcomes, one for each counterfactual
scenario, per individual. The result is a recommended outcome: Accept, Reject, or designate
as a ‘Positive Action Candidate’ (PAC). The first decision point is to confirm whether our
modelling assumptions, that members of the minority group are disadvantaged, do indeed hold.
In the case that they do not, we revert to an unconstrained classifier model. If our modelling
assumptions hold, then we follow a process to determine the recommended outcome. Where
there is unanimous consensus in the outcomes, the recommendation is followed. Where the
decisions are not unanimous, we first determine if the majority of counterfactual outcomes
recommend acceptance, if so, then an Accept outcome is recommended. In the case that there
is neither a unanimous decision, nor a majority accept outcome, we observe the predictions
of the 𝑆𝑌 = 1 outcomes – if these all positive, but the 𝑆𝑌 = 0 outcomes are not, then we
determine that direct bias has been emulated, and the candidate is accepted. If this is not
the case, the remaining situation is where Structural Bias has been emulated; the outcome is
determined by characteristics of the individual that are related to a protected attribute. In this
case, we recommend an Accept outcome for candidates from the majority group, and identify
the candidates from the minority group as a PAC.
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Table 4.1: Selection rules for mapping the groups represented in figure 4.3 and figure 4.6c to a decision.
As 𝑠 = 0 represents a disadvantaged group, we identify those in group 3 as suitable for positive
action. Combinations not listed are identified, and the outcome reverts to the outcome of an
unconstrained model. A flowchart depiction of the decision process captured in this table is
given in figure 4.5. An expanded version of this table with all possible outcome combinations is
available in Appendix Table 4.10.

Selection Rule 𝑠 𝑦𝑠𝑥=0,𝑠𝑦=0 𝑦𝑠𝑥=0,𝑠𝑦=1 𝑦𝑠𝑥=1,𝑠𝑦=0 𝑦𝑠𝑥=1,𝑠𝑦=1 Subgroup 𝑦

1 0 or 1 1 1 1 1 𝐺1 or 𝐺2 1
2 0 or 1 0 1 1 1 𝐺1 or 𝐺2 1
3 1 0 0 1 1 𝐺4 1
4 1 0 0 0 1 𝐺4 1
5 1 0 1 0 1 𝐺4 1
6 0 0 0 1 1 𝐺3 2
7 0 0 0 0 1 𝐺3 2
8 0 0 1 0 1 𝐺1 1
9 0 or 1 0 0 0 0 𝐺5 or 𝐺6 0

4.5 Implementation

We describe how to implement our framework as a two-step procedure. The first step generates

counterfactual samples, and the second determines if the data allow for equal treatment of

candidates.

To identify which candidates may benefit the most from positive action, we use a two-step

approach following the scheme in figure 4.6. The aim of this procedure is to analyse, with respect

to a protected attribute, two elements. The first element is counterfactual decisions (Q1), that

is, if the value of 𝑆 directly observed by a classification system were to be altered, would the

outcome change? The second element is outcome with regard to counterfactual samples (Q2)

— if a counterfactual sample for a given sample were generated, would the decision outcome

change? The first accounts for decisions that are potentially discriminatory, as the outcome

directly relates to the protected attributes. The latter accounts for differences in the features

produced by a change in the protected attributes and their causal consequences. We take this

two-step approach as we can then discern which outcomes are affected by direct bias and should

be categorised as outcome label 1, and those that suffer from structural bias and should be

categorised as outcome label 2 — positive action candidates.
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4.5.1 Generating Counterfactual Samples

The first step in our two-step procedure is to produce counterfactual samples. For this step, we

perform a data generation procedure following a common approach from the literature on fair

representation: make a representation of the data 𝑧𝑥 ∈ 𝒵𝑋, where 𝒵𝑋 is an intermediate latent

space, that is, as best possible, invariant to 𝑆. This represents our aptitude construct space �̃�𝑎𝑝𝑡.

The main idea is that, during reconstruction, the protected characteristic is supplied to the decoder

in addition to the invariant representation, so that the information required for reconstruction

is available. Once trained, we then manipulate the value of the supplied variable 𝑆 and observe

the effect on the reconstruction. First, we train a Generator, an adversarial autoencoder model

comprising of an encoder 𝑔∶ (𝑥, 𝑠) ↦ 𝑧𝑥 and a decoder 𝑘∶ (𝑧𝑥, 𝑠𝑥) ↦ �̂�𝑠𝑥 . The encoder maps the

observed data point 𝑥 from the dataset 𝑋 into a latent representation 𝑧𝑥, such that it is independent

of the protected attribute, 𝑠 ∈ 𝒮, where 𝒮 is the set of possible values of the protected attribute, for

example, 𝒮 = {0, 1} if the protected attribute is binary. From this latent value 𝑧𝑥, our objective is to

replicate structural biases associated with each possible 𝑠-value when reconstructing the input 𝑥 as

�̂� by conditioning the decoder on the 𝑠-value in addition to the latent representation. To denote that

the value of 𝑠 can be used to manipulate the reconstruction of 𝑥, we use 𝑠𝑥. However, in practise,

this conditional model proves to be unstable during training. To obtain more consistent results, we

follow the approach of Madras et al. (2019) and train 𝑠-specific decoders, 𝑘𝑠∶ 𝑧𝑥 ↦ �̂�𝑠. In the case

of a binary protected attribute, two decoder heads can be used, resulting in two reconstructions

created, �̂�𝑠𝑥=0 and �̂�𝑠𝑥=1. To ensure that the final classification is based on observed samples, we

replace the appropriate reconstruction with the original data, so if the actual 𝑠-value was 0, the

samples returned by this first step would be 𝑥𝑠𝑥=0 and �̂�𝑠𝑥=1.

4.5.2 Detecting Discrimination

In the second of our two steps, we train a classifier model with approximately the same architecture

as above. The inputs are the features available to the model, along with an additional input

dimension for the protected attribute, which corresponds to the value of 𝑠𝑥. The target labels

𝑦 ∈ 𝑌 are obtained from the dataset. The model used for the classifier is similar to the generator

model in that it comprises an encoder 𝑢∶ (𝑥𝑠𝑥 , 𝑠𝑥) ↦ 𝑧𝑦 mapping the input to an invariant latent
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space 𝑧𝑦 ∈ 𝒵𝑌, and a series of 𝑠-specific classifier-heads. Then, each classifier-head 𝑣𝑠∶ 𝑧𝑦 ↦ 𝑦𝑠𝑦 is

trained to produce a classification for a given 𝑠 group.

For a given sample, 𝑥, the output of the classifier model is a set of outcomes: 𝑦𝑠𝑥=0,𝑠𝑦=0, 𝑦𝑠𝑥=0,𝑠𝑦=1,

𝑦𝑠𝑥=1,𝑠𝑦=0, and 𝑦𝑠𝑥=1,𝑠𝑥=1. These outcomes capture counterfactual-based aleatoric uncertainty

between outcomes differing by 𝑠𝑥 and direct discrimination with outcomes differing by 𝑠𝑦. We

use a set of selection rules, referred to as the Outcome Comparator in figure 4.6c to sort the set

of original samples 𝑋 into one of six subgroups 𝐺1–6. The full selection rules are presented in

table 4.1, but we give some intuition: Groups 1 & 2 (𝐺1,2) consist of candidates whose outcomes

were either unanimously accepted across all counterfactual inputs (selection rule 1), or differed due

to 𝑆𝑦, the concatenated perceived protected attribute, changing (selection rules 2 & 8). Unanimous

negative outcomes for all counterfactual inputs are assigned to groups 𝐺5,6 (selection rule 9).

Lastly, applicants who receive a disagreement amongst the outcomes, i.e., their outcome depends

on the value of 𝑆𝑥, are assigned to groups 𝐺3,4 (selection rules 3-7). The members of group 𝐺4

are accepted as they would by an unconstrained classifier. This is because the selection rules we

have adopted follow a no-detriment policy — we only aim to identify candidates that have the

potential to succeed, as opposed to punishing candidates for benefiting from a system that they

don’t control. The members of group 𝐺3 are highlighted as positive action candidates.

In the case that the selection rules do not capture the pattern of predicted outcomes, a fallback

option exists. In this case, the outcome corresponding to the ‘true’ prediction is used. As an

example, if 𝑠 = 0, and none of the selection rules apply, the outcome 𝑌𝑠𝑥=0,𝑠𝑦=0 is used.

4.5.3 Model

Our model is implemented as two successive neural networks (a generator and classifier) repres-

enting distinct phases as mentioned above9. The goal of each model is to produce counterfactual

representations with respect to the protected attribute 𝑆. First, we aim to train an autoencoder-

based generator model capable of producing a counterfactual reconstruction in 𝒳; and then we

aim to train an autoencoder-based classifier model capable of producing a counterfactual decision

in 𝒴.

9 Our code is available at https://github.com/wearepal/positive-action-framework
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(c) During inference a given sample produces two counterfactual versions, corresponding to all values of 𝑆. At this
point the counterfactual sample that corresponds to the 𝑠-value observed in the data is discarded and replaced with
the original sample. Both the original sample and the corresponding counterfactual are processed by the classifier
model, producing 4 outputs. The selection rules in table 4.1 are applied by the ‘Outcome Comparator’ resulting in
the original sample being allocated to one of 6 groups. Candidates that are determined to belong to group 3 are
selected for Positive Action.

Figure 4.6: Diagram illustrating our method. Top: The individual components are shown during training.
The Generator and Classifier models consist of a similar architecture. During this period, an
adversary is present in both models. Bottom: The composite Positive Action Framework during
inference on new data. The four corresponding predicted outcomes then determine the group
classification according to one of three final outcomes: accept, reject, or disagreement which has
two outcomes associated. Candidates from under-represented groups that were rejected, but
would have received a positive outcome in a counterfactual world are flagged for positive action.
Candidates from majority s that were flagged for acceptance, but would not have received a
positive outcome in a counterfactual world remain accepted under a ‘no-detriment’ policy.

The underlying autoencoder model for both generator and classifier has a similar architecture

to Madras et al. (2018a), but with multiple decoders, similar to Shalit et al. (2017), Madras et al.

(2019) and Park et al. (2021), and comprises:

1. Encoder functions 𝑔𝑥∶ (𝒳, 𝒮 ) ↦ 𝒵𝑋 and 𝑔𝑦∶ (𝒳, 𝒮 ) ↦ 𝒵𝑌 map the input 𝑥 to a more

malleable representation 𝑧𝑥 and 𝑧𝑦 respectively.

2. Adversary functions ℎ𝑥∶ 𝒵𝑥 → 𝒮 and ℎ𝑦∶ 𝒵𝑦 → 𝒮 to encourage the representations in the

latent space to not be predictive of 𝑠.
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3. An ensemble of 𝒮-specific decoders. The task in the generator model is to produce a

reconstruction �̂�𝑠 from 𝑧𝑥 and is defined as a function 𝑘∶ 𝒵𝑥 ↦ 𝒳𝑠 ∀ 𝑠 ∈ 𝒮. Where 𝒳𝑠 is

an array of reconstructions, each corresponding to a possible 𝑠-value. The classifier task is

to produce a prediction score ̂𝑦𝑠 from 𝑧𝑦 and is defined as a function 𝑚∶ 𝒵𝑦 ↦ 𝒴 ∀ 𝑠 ∈ 𝒮.

Similarly to the generator, 𝒴𝑠 is an array of prediction score, each corresponding to a

possible 𝑠-value. During training, 𝒳𝑠 and 𝒴𝑠 are indexed by the real 𝑠 value so that only

the 𝒮-head that corresponds to the true protected attribute is used for training.

The purpose of the generator is to produce a likely counterfactual �̂� with respect to 𝑆. To

do this, we produce a latent embedding 𝑍𝑥, which removes as much information about 𝑆 as

possible. Then we have one decoder-head per possible 𝑆-label, allowing the effect of 𝑠 to be

reintroduced10. We train this model by optimising the objective function in equation (4.2), where

ℓrecon is an appropriate loss between the reconstructions and the features. A hyper-parameter 𝜆 is

incorporated to allow for a trade-off between the two competing losses11. In our experiments, we

use the mean of a combined reconstruction loss, with cross-entropy used per categorical feature

group and L1-loss used for the remaining non-categorical features. The adversarial loss ℓadv is

realised as cross-entropy between the predicted and the target 𝑆 coupled with a supplementary

non-parametric measure, Maximum Mean Discrepancy (Gretton et al., 2007), with a linear kernel

between the embeddings per group (i.e. MMD(𝑍𝑠=0, 𝑍𝑠=1) ) giving equation (4.1). We add the

additional MMD term, as the core of our method relies on the independence between both 𝑍𝑥

and 𝑍𝑦, and 𝑆. Furthermore, adversarial training can be notoriously unstable, and we found that

additional use of MMD stabilises adversary performance.

ℓadv(𝑍 , ̂𝑆, 𝑆) = ℓBCE( ̂𝑆, 𝑆) + 𝑀𝑀𝐷(𝑍𝑠=0, 𝑍𝑠=1) (4.1)

ℒAE = min
𝜃,𝜋

max
𝜙

𝔼𝑥,𝑠∼𝐷[ℓrecon(𝑘𝜋𝑆=𝑠(𝑔
𝜃
𝑥(𝑥, 𝑠); 𝑥) − 𝜆1ℓadv(𝑔𝜃𝑥(𝑥, 𝑠), ℎ𝜙(𝑔𝜃𝑥(𝑥, 𝑠)), 𝑠)] (4.2)

The classification model is identical in architecture to the generator, and consists of a shared

network with, in a similar fashion to the autoencoder, 𝑆-specific classifier-heads. This is done to

capture any potential direct discrimination that the model determines to exist based on past data.

10 This could be performed with a conditional decoder that additionally accepts the protected attribute as input, but in
practise, we found our approach to work more consistently.

11 In our experiments, we use 𝜆{1,2} = 1.0
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For the classification model, the task is to produce an ensemble of predictions of the class label 𝑦𝑠𝑦

from 𝑥 and is defined as 𝑔𝑦∶ (𝒳, 𝒮 ) ↦ 𝒵𝑌, ℎ𝑦∶ 𝒵𝑦 → 𝒮, and 𝑚𝑠∶ (𝒳) → 𝒴𝑠 ∀ 𝑠 ∈ 𝒮. As with

the generator, only the 𝒮-head that corresponds to the true protected label is used for training.

The objective is shown in the following equation:

ℒClf = min
𝜔,𝜉

max
𝜓

𝔼𝑥,𝑠∼𝐷[ℓrecon(𝑚𝜔
𝑆=𝑠(𝑔

𝜉
𝑦(𝑥, 𝑠)); 𝑦) − 𝜆2ℓadv(𝑔

𝜉
𝑦(𝑥, 𝑠), ℎ𝜓(𝑔

𝜉
𝑦(𝑥, 𝑠)), 𝑠)] (4.3)

At inference time, the generator model produces one reconstruction per 𝑆-label, per sample,

and likewise for the classification model, one outcome per 𝑆-label, per reconstruction is produced.

In the case of a binary 𝑆 label, this produces two reconstructions per sample and two decisions

per reconstruction, resulting in 4 outcomes per sample.

4.6 Experiments

To determine the effect of our approach in selecting positive action candidates, we evaluate our

counterfactual-based approach against a number of baselines. First, we use an unconstrained

Logistic Regression (LR) model. Then we compare with the following established fairness methods:

Instance Reweighting (RW) (Kamiran and Calders, 2012); Prejudice Regularisation (Reg) (Kamishima

et al., 2012); FairLearn (FL) (Agarwal et al., 2018); and Disparate Impact Removal (DIR) (Zafar

et al., 2017b). Lastly, as a baseline, we include a Demographic Parity Oracle (Oracle) that ‘flips’ as

few outcomes as possible to enforce exact Demographic Parity with maximum possible accuracy.

We use this to demonstrate the optimal fair outcome possible for all datasets.

Next, we compare against a naïve implementation of our Positive Action Framework. In this

strategy, we train two models: The first is an unconstrained equal treatment model (LR); the

second is a Demographic Parity enforcing model. As such, we refer to this approach as LR-DP.

We then apply a simple selection rule: candidates from the under-represented group that were

rejected by the unconstrained model but accepted by the demographic parity model are identified

as positive action candidates. As there are a number of methods to promote Demographic Parity,

we evaluate using a selection of fairness enhancing methods as the second model — these are

the FL, RW, Reg and DIR methods from above. Furthermore, as a further study, we repeat the

procedure, but use the Equal Opportunity enforcing model of Hardt et al. (2016) instead of the
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unconstrained model. We refer to this approach as EQ-DP. The reason for this is to do with our

motivation: we want to promote demographic parity in the long-term, but cannot enforce this

immediately due to a potential violation of anti-discriminatory legislation. However, Equality of

Opportunity does not violate this concern. We use Equality of Opportunity in the first model

because it is a valid fairness-promoting method, but we also produce Demographic Parity results

in the second model, because that is our long-term goal. Finally, we evaluate our proposed

Positive Action Framework, which we refer to as PAF. As an ablation study of our approach we

also evaluate two variations of the generator model: PAF-NN in which the adversarial method

to obtain a counterfactual model is replaced by a nearest neighbour model – during inference,

the nearest sample based on cosine-similarity from the opposing 𝑆-group in the training data is

selected as the counterfactual sample; and PAF-CG in which the adversarial model is replaced

with the established cross-domain translation model CycleGAN (Zhu et al., 2017).

4.6.1 Datasets

We first use synthetic data to demonstrate how our approach can be applied to a candidate

filtering task within a biased setting. We consider applicants to a university course in a fictitious

world inhabited by blue and green people. We take the colour of a person as the protected

attribute 𝑠 ∈ {Green,Blue}. This university course is for a traditionally blue profession, making

the setting potentially biased in terms of both direct and structural biases. Because the Blue group

is advantaged, we assign this group 𝑠 = 1, and the Green group 𝑠 = 0. The advantage of using a

synthetic dataset is that we have access to the data generation procedure, so we can faithfully

determine if positive action candidates have indeed been identified. We then demonstrate our

approach on the following real-world datasets: UCI Adult Income, Brazilian Admissions, UCI

Communities and Crime, and NYPD Stop Question Frisk. We use these to highlight the practical

benefits and some potential challenges of deploying our Positive Action Framework in a real-world

setting.

4.6.1.1 Synthetic Data Generation

We define a data generation procedure for a dataset containing opportunity, measurement, and

label biases as shown in figure 4.7 with binary 𝑆 labels, with 2 imperfect observers of 3 features,

making a feature-space 𝒳 comprising 6 features. We then generate two outcome scores: 1) An
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Figure 4.7: Changes in the engineered synthetic data. Starting from a uniform distribution, we visualise
how the additive effect of bias can result in a significant disproportion of success between groups
differing by a protected attribute. The opportunity bias and measurement bias are modelled
as a shift between the distributions. The label bias is modelled by having different acceptance
thresholds for the different groups (vertical dashed lines in the right figure).

‘acceptance score’ based on a linear combination of the observed features with a label bias

introduced by setting different acceptance thresholds depending on the value of 𝑆 (figure 4.7(iv)).

2) A ‘graduation grade’ based on a linear combination of the features in �̃�, bypassing the effect of

the introduced measurement bias and label bias.

Full details of the data generation process are available in section 4.9.1.

4.6.1.2 UCI Adult Income Data

The UCI Adult Income Dataset (Dheeru and Karra Taniskidou, 2017) is often used to assess al-

gorithmic fairness systems. This dataset comprises 45, 222 samples from the 1994 U.S. census with

14 features including occupation, maximum attained education level, nationality, and relationship

status. Of these 14 features, we reserve the binary salary feature as the target label, with >$50K

being the positive outcome and the binary feature gender (Male/Female) as the protected attribute

with Male as the advantaged group (𝑠 = 1). Of the remaining 12 features, we reduce the categorical

feature Nationality to a binary case of American/not American. In addition, there are 6 further

features that consist of categorical features. We one hot encode these, resulting in samples with

62 features in total.

4.6.1.3 Brazilian University Admissions Data

The UFRGS Entrance Exam and GPA Data, known as the Brazilian University Admissions Dataset

(Castro da Silva, 2019) consists of 9 entrance exam scores for students applying to the Federal

University of Rio Grande do Sul in Brazil. In addition to these exam scores is the binary label

Gender (Male/Female) with Male as the advantaged group (𝑠 = 1), along with the mean of the

students GPAs during the first three semesters. This dataset comprises 43, 303 samples with 11
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features. Of these 11 features, we reserve the GPA feature as the target label, which we binarize

with >3.0 on a 4.0 scale being the positive outcome and the gender feature as the protected

attribute resulting in 9 input features total.

4.6.1.4 UCI Communities and Crime Data

The UCI Communities and Crime dataset (Redmond and Baveja, 2002) is a composite dataset

based on the 1990 U.S. Census, 1995 U.S. F.B.I. Uniform Crime Report and the 1990 U.S. Law

Enforcement Management and Administrative Statistics Survey, which is hosted on the UCI

Machine Learning Repository. The dataset is created following the procedure of Kamiran and

Calders (2012) and consists of 98 features. They dictate that the feature PctBlack (𝑠 = 1 if > 6%)

is used as a protected attribute and that the target label is HighCrimeRate. Of the remaining

96 features, only the feature State is a categorical feature with 46 unique values. We one hot

encode this resulting in 136 total input features for 1, 993 samples.

4.6.1.5 NYPD Stop, Question and Frisk Data

The New York Police Department release data about their Stop, Question and Frisk programme.

The data used is from 2016 and comprises 12, 347 samples with 67 features. We reserve the

binary feature sex (Male/not Male) as the protected attribute with Male as the advantaged group

(𝑠 = 1) and the feature hasWeapon as the binary target. Of the remaining 65 features, 59 contain

categorical values and become one hot encoded. 6 features are non-categorical. This results in

each sample comprising 145 input features.

4.6.2 Evaluation

When evaluating our approach12, we want to determine if we can solve our two questions.

Q1: would the outcome change if only the protected attribute was different (direct discrimination)?

Q2: would the outcome change if the protected attributed and its causal consequences were different

(structural discrimination)? However, because we are working with counterfactual outcomes

we have to consider the well-known problem that the ground-truth remains unknown (Butcher

et al., 2021), which results in a third question: Q3: how confident are we in the model’s outcomes?

12 All experiments are repeated with 10 random initialisations of model weights, and dataset splits.
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Lastly, we would like to know Q4: does our Positive Action Framework remain accurate? And,

Q5: does it identify positive action candidates in a manner than promotes Demographic Parity?

To determine the answers to the first two questions, we use the group allocations described

in section 4.5.2. Simply, for each dataset, we monitor the array of outcomes and report the

percentage of outcomes that appear to demonstrate direct, and structural discrimination. Where

the outcomes differ by 𝑆𝑦, e.g. �̂�𝑆𝑥=𝑠,𝑆𝑦=0 ≠ �̂�𝑆𝑥=𝑠,𝑆𝑦=1, we characterise this behaviour as direct

discrimination — the outcomes of the classification model are not consistent for the original

sample when the value of 𝑠 perceived by the classifier model changes. Where the outcomes differ

by 𝑆𝑥, e.g. �̂�𝑆𝑥=0,𝑆𝑦=𝑠 ≠ �̂�𝑆𝑥=1,𝑆𝑦=𝑠, we characterise this behaviour as structural discrimination — the

outcomes of the classification model change between the original and counterfactual samples.

The results of this are shown in table 4.3. Although the true levels of discrimination that we want

to observe are not available for all datasets, for the synthetic data, we can produce exact outcomes.

We record these results as CF.

To determine confidence in the model, we propose two techniques. The first technique is to

train an auxiliary LR model during evaluation to predict 𝑆 from each of the inputs and the two

embeddings, 𝑍𝑥 and 𝑍𝑦. Results for this are shown in table 4.2. If the accuracy of this model is

equal to the probability of the majority group in the dataset, then we can be confident that the

input is somewhat invariant to 𝑆. The second technique is to analyse the proportion of groups

that are allocated using synthetic data. We show this in figure 4.8.

To determine whether our proposed model retains accuracy and promotes Demographic Parity

through positive action candidates, we define the following metrics which are applicable to all

datasets: Positive Predictive Rate (Acceptance) and Accuracy. In addition, we also define metrics

that are only suitable for the synthetic dataset: True Capture Rate (TCR), and False Identification

Difference (FID). In all these metrics, we report the results when the predicted outcome is positive

(�̂� = {1}) and when we also treat the positive action outcome �̂� = 2 as positive (�̂� = {1, 2}). The

metrics applied to all models are:

Positive Predictive Rate (PPR). This corresponds to the probability of a positive outcome. When

this is equalised across groups, demographic parity is satisfied. We expect a disparity when the

positive action outcome (�̂� = 2) isn’t considered a positive outcome, and for this disparity to be

greatly reduced when it is.

PPR(𝑦 , 𝑠) = 𝑃(�̂� = 𝑦|𝑆 = 𝑠)
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Accuracy: We evaluate the utility of the model for predicting the target outcome. As we have an

additional outcome of �̂� = 2 to depict positive action candidates, we parameterise the definition

of True Positive (TP) to accept the values that are considered positive. The count of True Negative

(TN) samples remains standard.

Acc(𝑦) =
TP(𝑦) + TN

𝑁

In addition, for the synthetic data, we created an unbiased outcome (𝐺), based on the outcome

that would have occurred if structural and direct biases were not included in the data generation

procedure. We evaluate how well the models are able to identify these outcomes using the

following metrics which we explain using the language of the synthetic data (graduation 𝐺,

acceptance 𝑌):

True Capture Rate (TCR). This measures the sensitivity of the model with respect to acceptance

�̂� = [{1}, {1, 2}] conditioned on the ability to graduate (𝐺 = 1):

TCR(𝑦 , 𝑠) = 𝑃(�̂� = 𝑦|𝑆 = 𝑠, 𝐺 = 1)

False Identification Difference (FID) measures the difference in negative graduation outcomes

conditioned on acceptance. In other words, once a candidate is accepted, does their chance of

graduating depend on the protected attribute?

FID(𝑦) = |𝑃(𝐺 = 0|𝑆 = 1, �̂� = 𝑦) − 𝑃(𝐺 = 0|𝑆 = 0, �̂� = 𝑦)| (4.4)

4.7 Results & Discussion

In our experiments, we aim to answer five questions, the first two of which (Q1 and Q2), are

addressed in table 4.3. We can see that, in comparison to the rate of direct discrimination in

the data, depicted by the model CF, this behaviour is under-detected by our PAF model, and its

variations. Assuming that our model continues to under-detect this type of discrimination, we can

see that drawing conclusions about the level of direct discrimination in the Adult and SQF datasets

is not possible as these display relatively low levels. However, the Admissions, and particularly

Crime datasets, where the procedure for mapping from input features to observed outcome is

more complex, appear to display a greater level of this type of discrimination. Analysing the rate

of structural discrimination, we can see that our PAF model approximates the CF rate quite well,
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while both ablation models fail. On the assumption that our model can detect the presence (or not)

of this type discrimination, the Adult and Crime datasets which contain features about individuals

and neighbourhoods, respectively, appear to have high-levels of structural discrimination, whereas

the SQF dataset in particular, which mostly contains features describing the frisking procedure, has

a much lower rate. We propose that this type of analysis is an important facilitator of discussion

to determine potential challenges and mitigation strategies for different types of tasks.

With Q3, we aim to determine confidence in the model’s outputs. In figure 4.8 we can view the

allocation of groups based on the array of results produced for the dataset. In comparison again

to the ‘ground-truth’ counterfactual data, our PAF model allocates to groups at approximately

the same rate. Encouragingly, the groups 𝐺3 and 𝐺4, which are associated with outcomes that

would change based on structural biases seem to be well-captured. Unfortunately, the nearest

neighbour, and inter-domain translation model, CycleGAN fail in these groups, over-allocating to

𝐺2 and 𝐺5, groups where there is a unanimous decision. In addition, to approach this question,

we report figures in table 4.2 about whether invariance has been achieved across datasets. We

propose that we can be more confident in the outcome in datasets where invariance is achieved.

In the case where invariance isn’t achieved, it doesn’t necessarily invalidate the claims — a test

of predictive ability doesn’t mean that the information is used during the task, but they should

be treated more cautiously. For the synthetic dataset, we can see that the generator embedding

𝑍𝑥 which is associated with our ability to detect structural biases, contains little information

about the protected attribute. The classifier embedding, associated with direct discrimination,

however, still has a lot of information removed, but to a lesser extent. Applying this to the

real-world datasets, the results for the Admissions and SQF datasets show that a good level of

information was removed about 𝑆 for both embeddings. The Adult dataset shows that we should

be more confident in the detection of direct discrimination than in our ability to detect structural

discrimination for this dataset. Lastly, we should be the least confident in drawing conclusions

for the Crime dataset.

Lastly, we look at Q4 and Q5 — does our suggested approach retain accuracy and promote

fairer outcomes? Throughout all datasets, we want to see that when the positive action outcomes

are included, the difference in PPR is reduced. In addition, accuracy of our should remain high,

although we fully expect this to reduce if we include positive action candidates as receiving a

positive outcome, as these are candidates that would historically receive a negative outcome. First,

the results of the synthetic dataset are shown in table 4.4. We can see that the dataset is challenging.
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Figure 4.8: Percentage of outcomes assigned to each group described in table 4.1 for the Synthetic dataset.
The aim is to match the ‘true’ counterfactual outcomes (CF) as well as possible. Our proposed
fair-representation based PAF model outperforms variations of the model based on CycleGan
(PAF-CG) and a Nearest Neighbour (PAF-NN) approach, both of which fail to identify groups 𝐺3
and 𝐺4, the groups of interest in this work.

Of the baseline models, only the Oracle and DIRmodels manage to encourage demographic parity,

although this is at the expense of accuracy. The two general naïve approaches show opposite

results. The LR-DP models largely place too much emphasis on accuracy — the demographic

parity approaches rely on a mechanism to reduce the acceptance rate for the privileged group,

which this approach does not facilitate, so only a small number of candidates are selected for

positive action. The EQ-DP models have the alternative issue that the results are somewhat fairer,

but accuracy suffers considerably. This pattern is borne out in the real-world datasets shown in

tables 4.6 to 4.9.

For the synthetic dataset we also evaluate how well the model determines candidates that

would have gone on to be successful if discriminatory behaviour had not been present during

the data creation. To do this, we look at the rate at which candidates are selected, given that

they had the potential to succeed which is measured by TCR in table 4.5. In comparison to every

other approach, our PAF model is the only approach that captures these candidates. Similarly,

we also measure the difference in false identification, that is, what is the difference in rates

between subgroups of candidates that are accepted, but unlikely to succeed? Results are shown

in the table 4.5. Again, our positive action approach is the only method that actively reduces this

measure of disparity.
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Table 4.2: The accuracy of a Logistic Regression model at predicting the protected attribute, 𝑆 from various
layers of the trained PAF model alongside the probability that the protected attribute is the
favoured group. When the accuracy is close to the probability, the model is unable to correctly
classify the input.

Metric Synthetic Admissions Adult Crime SQF

Accuracy 𝑆|𝑋 0.828 ± 0.006 0.685 ± 0.005 0.847 ± 0.002 0.86 ± 0.016 0.929 ± 0.006
Accuracy 𝑆|𝑍𝑥 0.564 ± 0.073 0.546 ± 0.034 0.749 ± 0.039 0.998 ± 0.003 0.925 ± 0.006
Accuracy 𝑆|𝑍𝑦 0.63 ± 0.017 0.539 ± 0.009 0.673 ± 0.005 0.67 ± 0.032 0.925 ± 0.005
P(S=1) 0.503 ± 0.007 0.481 ± 0.004 0.675 ± 0.006 0.492 ± 0.023 0.925 ± 0.005

Table 4.3: Percentage of samples with outcome arrays associated with direct discrimination and structural
discrimination for a number of datasets. On the case of the synthetic data, we have access to true
counterfactual outcomes, which are reported as the model CF.

Dataset
Bias Model Synthetic Admissions Adult Crime SQF

Direct CF 10.137 ± 0.425 — — — —
PAF 4.133 ± 1.098 6.068 ± 2.6 3.726 ± 0.609 7.035 ± 2.694 2.329 ± 0.289
PAF-NN 3.92 ± 0.887 5.768 ± 3.697 3.873 ± 0.784 9.347 ± 5.758 2.45 ± 0.398
PAF-CG 4.12 ± 1.091 5.301 ± 1.68 4.157 ± 0.704 6.884 ± 1.606 2.438 ± 0.4

Structural CF 20.95 ± 0.568 — — — —
PAF 23.663 ± 3.269 15.214 ± 4.044 24.844 ± 3.149 30.427 ± 4.854 7.663 ± 0.354
PAF-CG 4.963 ± 1.335 7.497 ± 3.65 10.646 ± 3.119 22.085 ± 5.645 7.882 ± 2.501
PAF-NN 4.963 ± 1.335 10.485 ± 1.165 14.205 ± 0.725 18.97 ± 1.359 13.151 ± 1.792

4.7.1 Limitations and Intended Use

When we are considering an algorithmic decision and support system deployed in a real-world

setting, we can distinguish between different mechanisms that may lead to a disparity in positive

outcome rates between population subgroups: bias we can successfully intervene on, bymitigating,

or even completely removing, label bias from the training data and the learntmodel; and, a disparity

we can detect, but cannot directly intervene on without employing positive discrimination, which

is opposed to anti-discrimination legislation.

In this work, we assume that we are required to enforce the mapping between the observed

and the decision space to be independent of the protected attribute, that is, we assume that it

is a requirement to mitigate direct discrimination (selection rules 2 & 8, Table 4.1). This is the

only bias that is mitigated at the accept / reject level. Inclusion of the positive action candidate

outcome and the 𝐺3 subgroup enables us to audit and mitigate, in the form of recommending

candidates for positive action, any additional effects that may cause structural disparities, e.g.,

selection bias and imbalance of opportunities.
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Table 4.4: Synthetic Dataset results. Positive Predictive Rate should be equalised between outcomes
conditioned on 𝑆. In our positive action approach we expect that there will be disparity in these
values when model only traditional positive outcomes (�̂� = 1) are considered, but that this
disparity should be reduced when positive action outcomes (�̂� = 2) are also included. For the
accuracy of the model, we aim for this value to be high when �̂� = 1 and expect a reduction when
𝑌 = 2 is evaluated as a positive outcome.

Positive Predictive Rate Accuracy
Model PPR(𝑌 = {1}, 𝑆 = 0) PPR(𝑌 = {1, 2}, 𝑆 = 0) PPR(𝑌 = {1}, 𝑆 = 1) Acc(𝑌 = {1}) Acc(𝑌 = {1, 2})

Baseline Oracle 22.697 ± 13.989 - 22.698 ± 13.986 86.138 ± 0.47 -
FL 8.728 ± 0.525 - 27.844 ± 0.916 93.903 ± 0.414 -
Reg 3.187 ± 0.342 - 31.658 ± 0.775 97.225 ± 0.302 -
LR 6.041 ± 0.516 - 34.091 ± 0.815 99.6 ± 0.181 -
RW 6.512 ± 0.455 - 31.605 ± 0.724 98.065 ± 0.153 -
DIR 11.513 ± 0.559 - 11.313 ± 0.506 83.177 ± 0.406 -

Ours PAF 10.022 ± 1.61 33.262 ± 4.416 35.784 ± 1.133 96.987 ± 0.869 85.43 ± 2.107

Ours (EQ-DP) (FL) 6.046 ± 0.509 9.78 ± 0.629 5.369 ± 0.256 85.403 ± 0.504 83.555 ± 0.562
(Naïve) (EQ-DP) (RW) 6.046 ± 0.509 6.653 ± 0.427 5.369 ± 0.256 85.402 ± 0.504 85.125 ± 0.455

(EQ-DP) (Reg) 6.046 ± 0.509 6.046 ± 0.509 5.369 ± 0.256 85.402 ± 0.504 85.402 ± 0.504
(EQ-DP) (DIR) 6.046 ± 0.509 13.113 ± 0.604 5.369 ± 0.256 85.402 ± 0.504 81.91 ± 0.38

(LR-DP) (FL) 6.041 ± 0.516 9.775 ± 0.631 34.091 ± 0.815 99.6 ± 0.181 97.752 ± 0.185
(LR-DP) (RW) 6.041 ± 0.516 6.648 ± 0.431 34.091 ± 0.815 99.6 ± 0.181 99.323 ± 0.194
(LR-DP) (Reg) 6.041 ± 0.516 6.041 ± 0.516 34.091 ± 0.815 99.6 ± 0.181 99.6 ± 0.181
(LR-DP) (DIR) 6.041 ± 0.516 13.108 ± 0.613 34.091 ± 0.815 99.6 ± 0.181 96.108 ± 0.332

Ours PAF-CG 7.782 ± 0.675 7.822 ± 0.656 35.88 ± 1.059 98.115 ± 0.418 98.095 ± 0.411
(Ablation) PAF-NN 7.719 ± 0.875 8.179 ± 0.737 35.789 ± 1.147 98.132 ± 0.628 97.903 ± 0.605

We choose to adopt a no-detriment, or positive-corrective approach. This means that no

individual, even if they allegedly benefit from past biased decisions, will be made worse off by

the positive action approach. In practice, selection rules can be adapted to suit the context and

objectives at hand.

4.8 Conclusion

We present a novel algorithmic fairness framework that builds on the notion of positive action to

advance equal representation while respecting anti-discrimination legislation and the right to

equal treatment. We aim to identify high-potential under-represented applicants, even if they

cannot yet successfully compete in an equal treatment selection process against applicants from

the majority group. As we are unable to accept them directly, they are highlighted as promising

candidates for positive action measures.

Positive action initiatives can already be found in practice and can include outreach activities,

targeted training and adaptive policies. Specific positive action measures will be case and context

dependent and should be determined by domain experts. Our aim is to demonstrate that machine
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Table 4.5: Synthetic Dataset results for metrics associated with an unobserved, unbiased outcome. True
Capture Rate measures the rate at which candidates with the potential to succeed based on �̃� are
correctly identified for acceptance. False Identification Difference measures the disparity in likely
failure rates based on �̃�. The PAF model is the only one that is successful in these measures.

True Capture Rate False Identification Difference
Model TCR(�̂� = {1}, 𝑆 = 0) TCR(�̂� = {1, 2}, 𝑆 = 0) TCR(�̂� = {1}, 𝑆 = 1) FID(𝑌 = {1}) FID(𝑌 = {1, 2})

Baseline Oracle 76.578 ± 6.199 - 64.442 ± 40.108 20.255 ± 23.068 -
FL 59.465 ± 2.316 - 79.897 ± 2.929 21.531 ± 2.161 -
Reg 46.572 ± 3.992 - 94.618 ± 1.951 61.88 ± 3.567 -
LR 71.364 ± 2.706 - 96.714 ± 1.771 48.065 ± 3.447 -
RW 70.469 ± 3.04 - 95.491 ± 1.718 41.903 ± 3.75 -
DIR 51.971 ± 3.375 - 51.617 ± 4.777 2.692 ± 2.401 -

Ours PAF 82.778 ± 6.222 93.479 ± 6.374 96.935 ± 1.75 30.42 ± 3.443 2.431 ± 2.133

Ours (EQ-DP) (FL) 71.364 ± 2.706 71.364 ± 2.706 16.72 ± 2.83 46.687 ± 4.972 22.942 ± 4.152
(Naïve) (EQ-DP) (RW) 71.364 ± 2.706 72.216 ± 2.619 16.72 ± 2.83 46.687 ± 4.972 41.677 ± 5.506

(EQ-DP) (Reg) 71.364 ± 2.706 71.364 ± 2.706 16.72 ± 2.83 46.687 ± 4.972 46.687 ± 4.972
(EQ-DP) (DIR) 71.364 ± 2.706 73.582 ± 3.124 16.72 ± 2.83 46.687 ± 4.972 14.178 ± 4.207

(LR-DP) (FL) 71.364 ± 2.706 71.364 ± 2.706 96.714 ± 1.771 48.065 ± 3.447 24.279 ± 2.149
(LR-DP) (RW) 71.364 ± 2.706 72.216 ± 2.619 96.714 ± 1.771 48.065 ± 3.447 43.039 ± 3.889
(LR-DP) (Reg) 71.364 ± 2.706 71.364 ± 2.706 96.714 ± 1.771 48.065 ± 3.447 48.065 ± 3.447
(LR-DP) (DIR) 71.364 ± 2.706 73.582 ± 3.124 96.714 ± 1.771 48.065 ± 3.447 15.508 ± 2.749

Ours PAF-CG 78.4 ± 3.615 78.4 ± 3.615 96.873 ± 1.513 39.744 ± 4.761 39.461 ± 4.766
(Ablation) PAF-NN 78.519 ± 4.546 79.124 ± 5.104 96.827 ± 1.789 40.269 ± 4.306 37.453 ± 3.605

Table 4.6: Brazilian Admissions Dataset results. For details of metrics see table 4.4.
Positive Predictive Rate Accuracy

Model PPR(𝑌 = {1}, 𝑆 = 0) PPR(𝑌 = {1, 2}, 𝑆 = 0) PPR(𝑌 = {1}, 𝑆 = 1) Acc(𝑌 = {1}) Acc(𝑌 = {1, 2})

Baseline Oracle 37.93 ± 0.523 - 37.931 ± 0.526 91.137 ± 0.387 -
FL 37.369 ± 0.506 - 47.51 ± 1.014 64.036 ± 0.676 -
Reg 25.515 ± 0.508 - 64.898 ± 1.154 65.799 ± 0.45 -
LR 37.046 ± 0.957 - 46.451 ± 3.168 64.035 ± 0.637 -
RW 40.325 ± 0.327 - 42.707 ± 0.742 63.595 ± 0.623 -
DIR 40.807 ± 0.403 - 41.831 ± 0.827 63.433 ± 0.578 -

Ours PAF 41.102 ± 3.862 49.68 ± 6.441 44.712 ± 3.967 64.279 ± 0.806 62.56 ± 1.209

Ours (EQ-DP) (FL) 37.046 ± 0.957 37.665 ± 0.835 36.967 ± 1.044 56.855 ± 0.489 56.781 ± 0.504
(Naïve) (EQ-DP) (RW) 37.046 ± 0.957 41.988 ± 0.449 36.967 ± 1.044 56.855 ± 0.489 56.177 ± 0.475

(EQ-DP) (Reg) 37.046 ± 0.957 37.233 ± 0.97 36.967 ± 1.044 56.855 ± 0.489 56.894 ± 0.479
(EQ-DP) (DIR) 37.046 ± 0.957 42.755 ± 0.635 36.967 ± 1.044 56.855 ± 0.489 56.028 ± 0.421

(LR-DP) (FL) 37.046 ± 0.957 37.665 ± 0.835 46.451 ± 3.168 64.035 ± 0.637 63.961 ± 0.72
(LR-DP) (RW) 37.046 ± 0.957 41.988 ± 0.449 46.451 ± 3.168 64.035 ± 0.637 63.357 ± 0.683
(LR-DP) (Reg) 37.046 ± 0.957 37.233 ± 0.97 46.451 ± 3.168 64.035 ± 0.637 64.074 ± 0.629
(LR-DP) (DIR) 37.046 ± 0.957 42.755 ± 0.635 46.451 ± 3.168 64.035 ± 0.637 63.208 ± 0.65

Ours PAF-CG 40.837 ± 2.133 42.751 ± 2.523 43.934 ± 3.506 64.364 ± 0.587 64.027 ± 0.615
(Ablation) PAF-NN 41.324 ± 2.991 45.837 ± 2.776 44.52 ± 2.799 64.311 ± 0.672 63.517 ± 0.684

learning has the potential to help identify applicants who would benefit from this additional

support.

We consider the different mechanisms that can lead to an observed disparity in the rate of

positive outcomes between a protected subgroup and the majority. We highlight that, at least

in part, this disparity can be due to disadvantages affecting applicants belonging to a protected

subgroup, hindering their ability to compete with other applicants.

We demonstrated that an adversarially trained model can determine positive action outcomes

and justified this model selection with a range of alternative implementations and ablations.
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Table 4.7: UCI Adult Income Dataset results. For details of metrics see table 4.4.
Positive Predictive Rate Accuracy

Model PPR(𝑌 = {1}, 𝑆 = 0) PPR(𝑌 = {1, 2}, 𝑆 = 0) PPR(𝑌 = {1}, 𝑆 = 1) Acc(𝑌 = {1}) Acc(𝑌 = {1, 2})

Baseline Oracle 31.305 ± 0.466 - 31.303 ± 0.463 93.513 ± 0.25 -
FL 9.19 ± 0.458 - 24.088 ± 0.535 84.335 ± 0.397 -
Reg 7.277 ± 0.529 - 26.368 ± 0.609 84.445 ± 0.35 -
LR 8.182 ± 0.4 - 26.142 ± 0.645 84.708 ± 0.424 -
RW 12.379 ± 0.484 - 21.783 ± 0.495 83.86 ± 0.334 -
DIR 12.641 ± 3.163 - 21.2 ± 3.045 83.674 ± 0.789 -

Ours PAF 20.535 ± 1.555 38.036 ± 5.587 42.671 ± 2.152 80.326 ± 1.1 75.273 ± 1.839

Ours (EQ-DP) (FL) 16.717 ± 0.362 17.977 ± 0.317 18.776 ± 0.766 80.009 ± 0.424 79.92 ± 0.441
(Naïve) (EQ-DP) (RW) 16.717 ± 0.362 20.754 ± 0.333 18.776 ± 0.766 80.009 ± 0.424 79.654 ± 0.421

(EQ-DP) (Reg) 16.717 ± 0.362 17.176 ± 0.402 18.776 ± 0.766 80.009 ± 0.424 80.008 ± 0.438
(EQ-DP) (DIR) 16.713 ± 0.365 20.838 ± 2.789 18.773 ± 0.767 79.992 ± 0.422 79.499 ± 0.605

(LR-DP) (FL) 8.182 ± 0.4 9.591 ± 0.384 26.142 ± 0.645 84.708 ± 0.424 84.624 ± 0.435
(LR-DP) (RW) 8.182 ± 0.4 12.616 ± 0.451 26.142 ± 0.645 84.708 ± 0.424 84.332 ± 0.394
(LR-DP) (Reg) 8.182 ± 0.4 8.689 ± 0.447 26.142 ± 0.645 84.708 ± 0.424 84.718 ± 0.433
(LR-DP) (DIR) 8.17 ± 0.383 12.983 ± 3.181 26.167 ± 0.622 84.724 ± 0.408 84.156 ± 0.469

Ours PAF-CG 19.109 ± 1.225 19.967 ± 1.242 42.701 ± 2.016 80.732 ± 0.853 80.584 ± 0.857
(Ablation) PAF-NN 18.866 ± 0.776 21.888 ± 1.068 42.582 ± 1.859 80.751 ± 0.793 80.021 ± 0.868

Table 4.8: UCI Communities and Crime Dataset results. For details of metrics see table 4.4.
Positive Predictive Rate Accuracy

Model PPR(𝑌 = {1}, 𝑆 = 0) PPR(𝑌 = {1, 2}, 𝑆 = 0) PPR(𝑌 = {1}, 𝑆 = 1) Acc(𝑌 = {1}) Acc(𝑌 = {1, 2})

Baseline Oracle 30.237 ± 18.208 - 30.219 ± 18.141 81.734 ± 2.087 -
FL 15.554 ± 3.084 - 34.153 ± 3.857 81.457 ± 2.441 -
Reg 8.139 ± 2.03 - 51.496 ± 3.171 83.894 ± 1.789 -
LR 11.637 ± 2.277 - 50.341 ± 3.627 84.899 ± 1.97 -
RW 15.857 ± 2.967 - 42.405 ± 2.758 83.065 ± 1.963 -
DIR 18.385 ± 4.447 - 34.347 ± 7.179 76.96 ± 4.345 -

Ours PAF 28.63 ± 3.921 54.972 ± 5.069 57.524 ± 3.15 79.422 ± 2.249 68.065 ± 2.151

Ours (EQ-DP) (FL) 11.637 ± 2.277 15.954 ± 3.119 10.897 ± 1.161 71.457 ± 2.222 70.905 ± 1.933
(Naïve) (EQ-DP) (RW) 11.637 ± 2.277 16.008 ± 3.029 10.897 ± 1.161 71.457 ± 2.222 70.829 ± 2.002

(EQ-DP) (Reg) 11.637 ± 2.277 11.836 ± 2.37 10.897 ± 1.161 71.457 ± 2.222 71.558 ± 2.111
(EQ-DP) (DIR) 11.637 ± 2.277 20.563 ± 4.561 10.897 ± 1.161 71.457 ± 2.222 68.894 ± 2.743

(LR-DP) (FL) 11.637 ± 2.277 15.954 ± 3.119 50.341 ± 3.627 84.899 ± 1.97 84.347 ± 1.959
(LR-DP) (RW) 11.637 ± 2.277 16.008 ± 3.029 50.341 ± 3.627 84.899 ± 1.97 84.271 ± 2.051
(LR-DP) (Reg) 11.637 ± 2.277 11.836 ± 2.37 50.341 ± 3.627 84.899 ± 1.97 85.0 ± 1.84
(LR-DP) (DIR) 11.637 ± 2.277 20.563 ± 4.561 50.341 ± 3.627 84.899 ± 1.97 82.337 ± 2.654

Ours PAF-CG 25.49 ± 3.017 28.145 ± 3.934 57.117 ± 2.728 79.749 ± 2.251 78.769 ± 2.366
(Ablation) PAF-NN 23.897 ± 4.638 28.934 ± 4.574 54.601 ± 4.79 80.628 ± 2.615 78.643 ± 2.838

Although this is a first attempt to include positive action in a decision-support setting, our

counterfactual implementation achieves our goal: it maintains predictive utility while minimising

the rejection of candidates with high potential from the disadvantaged group. There are surely

improvements that can be made, but the results are encouraging and warrant further investigation.

We hope this work will form part of a larger, constructive discussion around the role of machine

learning in promoting the use and effectiveness of positive action measures.
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Table 4.9: NYPD Stop, Question and Frisk Dataset results. For details of metrics see table 4.4.
Positive Predictive Rate Accuracy

Model PPR(𝑌 = {1}, 𝑆 = 0) PPR(𝑌 = {1, 2}, 𝑆 = 0) PPR(𝑌 = {1}, 𝑆 = 1) Acc(𝑌 = {1}) Acc(𝑌 = {1, 2})

Baseline Oracle 10.468 ± 0.714 - 10.5 ± 0.718 99.797 ± 0.113 -
FL 4.291 ± 1.241 - 5.729 ± 0.421 91.956 ± 0.572 -
Reg 4.527 ± 1.4 - 5.984 ± 0.448 91.847 ± 0.486 -
LR 3.539 ± 1.382 - 5.527 ± 0.466 92.001 ± 0.584 -
RW 3.732 ± 1.229 - 5.725 ± 0.445 92.029 ± 0.553 -
DIR 3.571 ± 1.17 - 5.869 ± 0.419 91.981 ± 0.507 -

Ours PAF 10.291 ± 2.734 12.707 ± 2.664 13.407 ± 2.795 89.291 ± 1.484 89.154 ± 1.417

Ours (EQ-DP) (FL) 0.532 ± 0.039 3.931 ± 1.265 0.0439 ± 0.0003 89.413 ± 0.701 89.445 ± 0.786
(Naïve) (EQ-DP) (RW) 0.536 ± 0.04 3.732 ± 1.229 0.0438 ± 0.0003 89.737 ± 0.720 89.818 ± 0.755

(EQ-DP) (Reg) 0.536 ± 0.04 4.575 ± 1.351 0.0438 ± 0.0003 89.737 ± 0.720 89.700 ± 0.718
(EQ-DP) (DIR) 0.536 ± 0.04 3.621 ± 1.111 0.0438 ± 0.0003 89.737 ± 0.720 89.810 ± 0.752

(LR-DP) (FL) 3.539 ± 1.382 4.457 ± 1.296 5.527 ± 0.466 92.001 ± 0.584 91.952 ± 0.620
(LR-DP) (RW) 3.539 ± 1.382 3.896 ± 1.275 5.527 ± 0.466 92.001 ± 0.584 91.989 ± 0.604
(LR-DP) (Reg) 3.539 ± 1.382 5.747 ± 1.057 5.527 ± 0.466 92.001 ± 0.584 91.867 ± 0.559
(LR-DP) (DIR) 3.539 ± 1.382 3.835 ± 1.254 5.527 ± 0.466 92.001 ± 0.584 91.985 ± 0.601

Ours PAF-CG 9.659 ± 2.198 12.686 ± 5.226 13.094 ± 2.479 89.514 ± 1.249 89.324 ± 1.254
(Ablation) PAF-NN 10.465 ± 3.017 14.775 ± 4.347 13.777 ± 2.915 89.072 ± 1.534 88.862 ± 1.651

4.9 Appendix

4.9.1 Data Generation

We define a data generation procedure for a dataset with binary 𝑆-labels and a binary outcome,

with 2 imperfect observers of 3 features, creating a feature space𝒳 comprising 6 features. We first

draw samples for 𝑆 from a Bernoulli distribution and model the underlying construct as a Uniform

distribution (figure 4.7(i)) — this is where the WAE worldview is applied, as �̃�𝑎𝑝𝑡 is independent of

𝑆:

𝑆 ∼ ℬ(0.5) and �̃�𝑎𝑝𝑡 ∼ 𝒰(0, 1)

To represent unequal treatment prior to observation, we map from the uniform distribution

to an 𝑆-conditioned distribution for each feature using an inverse-CDF (percent point) function,

Δ∶ �̃�𝑎𝑝𝑡, 𝒮 ↦ �̃�. This mapping is captured by �̃� = Δ(�̃�𝑎𝑝𝑡, 𝑆) (figure 4.7(ii)).

The features �̃� are still in the construct space, representing the potential to successfully graduate

from the university course at the point of applying. Faithful measurement of this data will

more closely align with the WYSIWYG worldview. The mapping from construct to observation

Obs∶ �̃� , 𝒮 ↦ 𝒳 is made of two noisy observations for each feature. A measurement bias

further aggravates the disparity between the blue and green distributions (figure 4.7(iii)). We

then generate two outcome scores: 1) An ‘acceptance score’ based on a linear combination of
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the observed features with a label bias introduced by setting different acceptance thresholds

depending on the value of 𝑆 (figure 4.7(iv)). 2) A ‘graduation grade’ based on a linear combination

of the features in �̃�, bypassing the effect of the introduced measurement bias and label bias.

We then take the inverse-CDF (product point function) of a distribution at point �̃�𝑏

( 𝐶𝐷𝐹−1(distribution, point) ) for three unobserved features.

�̃�0 ∼
⎧⎪
⎨⎪
⎩

𝐶𝐷𝐹−1(𝒩 (0.65, 0.15), �̃�𝑏), if 𝑠 = 1

𝐶𝐷𝐹−1(𝒥𝑈(−2, 3, 0.35, 0.2), �̃�𝑏), otherwise

�̃�1 ∼ 𝒩 (0.4 + (2𝑠 − 1), 0.2)

�̃�2 ∼
⎧⎪
⎨⎪
⎩

𝐶𝐷𝐹−1(ℒ(0.5, 0.075), �̃�𝑏), if 𝑠 = 1

𝐶𝐷𝐹−1(𝒯 (100, 0.4, 0.15), �̃�𝑏), otherwise

Where 𝒩 is a Normal distribution, 𝒥𝑈 is Johnsons-SU distribution, ℒ is a Laplace distribution

and 𝒯 is a Student-T distribution.

We then have two imperfect observers of each feature. Both observers add noise from a Normal

distribution, but with different mean and standard deviation values.

�̃�0 Observer 1∶ �̃�0 + 𝒩 (0.03, 0.02) �̃�0 Observer 2∶ �̃�0 + 𝒩 (0.01, 0.04)

�̃�1 Observer 1∶ �̃�1 + 𝒩 (0, 0.02) �̃�1 Observer 2∶ �̃�1 + 𝒩 (0, 0.05)

�̃�2 Observer 1∶ �̃�2 + 𝒩 (0.03, 0.01) �̃�2 Observer 2∶ �̃�2 + 𝒩 (0.01, 0.02)

The admittance score (𝑌) is based on a combination of the mean observation per feature. Let 𝑁

be the number of observers.

�̃� =0.4 ⋅ ( 1
𝑁

𝑁
∑
𝑖=0

�̃�0 Observer𝑖) + 0.4 ⋅ ( 1
𝑁

𝑁
∑
𝑖=0

�̃�1 Observer𝑖) + 0.2 ⋅ ( 1
𝑁

𝑁
∑
𝑖=0

�̃�2 Observer𝑖)

Then, to incorporate direct discrimination, a factor 𝛾 is added to the admission score.

𝑌 =
⎧⎪
⎨⎪
⎩

�̃� + 𝛾 , if 𝑠 = 1

�̃� − 𝛾 , otherwise

During our experiments, we set 𝛾 = 0.02.
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We also model the final graduation grade. We model this as a binary label, ‘good graduating

grade’ or ‘not good graduating grade’. This is based on the unobserved score for each feature,

and is different per subgroup to reflect that one measure of success need not be consistent across

all of the population.

𝐺 =
⎧⎪
⎨⎪
⎩

0.3�̃�0 + 0.25�̃�1 + 0.45�̃�2, if 𝑠 = 1

0.1�̃�0 + 0.7�̃�1 + 0.2�̃�2, otherwise

To go from a score to a classification, we take a data-dependent threshold so that the top 20%

of the candidates will be accepted. Across 10 seeds, this threshold is 0.585 ± 0.005. If the score is

greater than this threshold value, an outcome of 1 is assigned. For the ‘graduation’ grade, we use

a consistent threshold of 0.6 for all seeds.

4.9.2 Model Training Techniques

A number of techniques were used during training to make the results robust to dataset splits

and random weight initialisation.

Sample Balancer : A ‘memory bank’ of samples is kept. During training, batches are balanced

with regard to 𝑆 for the Generator, and with regard to both 𝑆 and 𝑌 for the classifier. This is

achieved by ‘upsampling’ from the memory bank during training for groups that have fewer

samples per mini-batch than the maximally represented group.

Mixup Data Augmentation: During training of the classifier mixup is used to provide richer

target labels. The distribution for mixup is uniform in the range 0–0.49 so that the original sample

remains the prominant component. The samples are mixed across 𝑆-groups. X_Mixed is a linear

interpolation of samples from different 𝑆 groups, so the 𝑋 will be mixed, and the 𝑆 will be mixed,

and the 𝑌 may be, with the original sample the more dominant. Due to the samples only being

partially interpolated, the 𝑆-label with the original sample remains dominant, and is used for

indexing, and as the discriminator target.

4.9.3 Expanded Outcome Comparator
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Table 4.10: Expanded version of Table 4.1. All combinations of ensemble outcomes are shown including
those that directly violate our assumption that the minority group is at a disadvantage.

Ensemble Outcomes Outcome Groups

𝑦𝑠𝑥=0,𝑠𝑦=0 𝑦𝑠𝑥=0,𝑠𝑦=1 𝑦𝑠𝑥=1,𝑠𝑦=0 𝑦𝑠𝑥=1,𝑠𝑦=1 𝑆-label Selection Group Outcome Label

0 0 0 0 0 5 Reject
0 0 0 0 1 6 Reject
0 0 0 1 0 3 PAC
0 0 0 1 1 4 Accept
0 0 1 0 0 - Fallback
0 0 1 0 1 - Fallback
0 0 1 1 0 3 PAC
0 0 1 1 1 4 Accept
0 1 0 0 0 - Fallback
0 1 0 0 1 - Fallback
0 1 0 1 0 1 Accept
0 1 0 1 1 4 Accept
0 1 1 0 0 - Fallback
0 1 1 0 1 - Fallback
0 1 1 1 0 1 Accept
0 1 1 1 1 2 Accept
1 0 0 0 0 - Fallback
1 0 0 0 1 - Fallback
1 0 0 1 0 - Fallback
1 0 0 1 1 - Fallback
1 0 1 0 0 - Fallback
1 0 1 0 1 - Fallback
1 0 1 1 0 - Fallback
1 0 1 1 1 - Fallback
1 1 0 0 0 - Fallback
1 1 0 0 1 - Fallback
1 1 0 1 0 - Fallback
1 1 0 1 1 - Fallback
1 1 1 0 0 - Fallback
1 1 1 0 1 - Fallback
1 1 1 1 0 1 Accept
1 1 1 1 1 2 Accept
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5.1 Abstract

Interpretability and fairness are critical in computer vision and machine learning applications, in

particular when dealing with human outcomes, e.g. inviting or not inviting for a job interview

based on application materials that may include photographs. One promising direction to achieve

fairness is by learning data representations that remove the semantics of protected characteristics,

and are therefore able to mitigate unfair outcomes. All available models however learn latent

embeddings which comes at the cost of being uninterpretable. We propose to cast this problem as

data-to-data translation, i.e. learning a mapping from an input domain to a fair target domain,

where a fairness definition is being enforced. Here the data domain can be images, or any tabular

data representation. This task would be straightforward if we had fair target data available, but this

is not the case. To overcome this, we learn a highly unconstrained mapping by exploiting statistics

of residuals – the difference between input data and its translated version – and the protected

characteristics. When applied to the CelebA dataset of face images with gender attribute as the

protected characteristic, our model enforces equality of opportunity by adjusting the eyes and lips

regions. Intriguingly, on the same dataset we arrive at similar conclusions when using semantic

attribute representations of images for translation. On face images of the recent DiF dataset, with
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the same gender attribute, our method adjusts nose regions. In the Adult income dataset, also

with protected gender attribute, our model achieves equality of opportunity by, among others,

obfuscating the wife and husband relationship. Analyzing those systematic changes will allow us

to scrutinize the interplay of fairness criterion, chosen protected characteristics, and prediction

performance.

5.2 Introduction

Machine learning systems are increasingly used by government agencies, businesses, and other

organisations to assist in making life-changing decisions such as whether or not to invite a

candidate to a job interview, or whether to give someone a loan. The question is how can we

ensure that those systems are fair, i.e. they do not discriminate against individuals because of

their gender, disability, or other personal (‘protected’) characteristics? For example, in building

an automated system to review job applications, a photograph might be used in addition to other

features to make an invite decision. By using the photograph as is, a discrimination issue might

arise, as photographs with faces could reveal certain protected characteristics, such as gender,

race, or age (e.g. Brown and Perrett, 1993; Bruce et al., 1993; Fu et al., 2014; Levi and Hassncer,

2015). Therefore, any automated system that incorporates photographs into its decision process

is at risk of indirectly conditioning on protected characteristics (indirect discrimination). Recent

advances in learning fair representations suggest adversarial training as the means to hide the

protected characteristics from the decision/prediction function (Beutel et al., 2017; Madras et al.,

2018a; Zhang et al., 2018a). All fair representation models, however, learn latent embeddings. If

we want to encourage public conversations and productive public debates regarding fair machine

learning systems (Global Future Council on Human Rights 2016-18, 2018), interpretability in how

fairness is met is an integral yet overlooked ingredient.

In this paper we focus on representation learning models that can transform inputs to their fair

representations and retain the semantics of the input domain in the transformed space. When

we have image data, our method will make a semantic change to the appearance of an image

to deliver a certain fairness criterion1. To achieve this, we perform a data-to-data translation

by learning a mapping from data in a source domain to a target domain. Mapping from source

1 Examples of fairness criteria are equality of true positive rates (TPR), also called equality of opportunity (Hardt et al.,
2016; Zafar et al., 2017a), between males and females.
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to target domain is a standard procedure, and many methods are available. For example, in the

image domain, if we have aligned source/target as training data, we can use the pix2pix method of

Isola et al. (2017), which is based on conditional generative adversarial networks (cGANs) (Mirza

and Osindero, 2014). Zhu et al. (2017)’s CycleGAN and Choi et al. (2018)’s StarGAN solve a more

challenging setting in which only unaligned training examples are available. However, we can

not simply reuse existing methods for source-to-target mapping because we do not have data

in the target domain (e.g. fair images are not available; images by themselves can not be fair or

unfair, it is only when they are coupled with a particular task that the concern of fairness arises).

To illustrate the difficulty, consider our earlier example of an automated job review system

that uses photographs as part of an input. For achieving fairness, it is tempting to simply use

GAN-driven methods to translate female face photos to male. We would require training data of

female faces (source domain) and male faces (target domain), and only unaligned training data

would be needed. This solution is however fundamentally flawed; who gets to decide that we

should translate in this direction? Is it fairer if we translate male faces to female instead? An

ethically grounded approach would be to translate both male and female face photos (source

domain) to appropriate middle ground face photos (target domain). This challenge is actually

multi-dimensional, it contains at least two sub-problems: a) how to have a general approach that

can handle image data as well as tabular data (e.g. work experience, education, or even semantic

attribute representations of photographs), and b) how to find a middle-ground with a multi-value

(e.g. race) or continuous value (e.g. age) protected characteristic or even multiple characteristics

(e.g. race and age).

We propose a solution to the multi-dimensional challenge described above by exploiting

statistical (in)dependence between translated images and protected characteristics. We use the

Hilbert-Schmidt norm of the cross-covariance operator between reproducing kernel Hilbert

spaces of image features and protected characteristics (Hilbert-Schmidt independence criterion

Gretton et al., 2005) as an empirical estimate of statistical independence. This flexible measure

of independence allows us to take into account higher order independence, and handle a multi-

/continuous value and multiple protected characteristics.

Related work We focus on expanding the related topic of learning fair, albeit uninterpretable,

representations. The aim of fair representation learning is to learn an intermediate representation

of the data that preserves as much information about the data as possible, while simultaneously

removing protected characteristic information such as age and gender. Zemel et al. (2013) learn a
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probabilistic mapping of the data point to a set of latent prototypes that is independent of protected

characteristic (equality of acceptance rates, also called a statistical parity criterion), while retaining

as much class label information as possible. Louizos et al. (2016) extend this by employing a

deep variational auto-encoder (VAE) framework for finding the fair latent representation. In

recent years, we see increased adversarial learning methods for fair representations. Ganin et al.

(2016) propose adversarial representation learning for domain adaptation by requiring the learned

representation to be indiscriminate with respect to differences in the domains. Multiple data

domains can be translated into multiple demographic groups. Edwards and Storkey (2016) make

this connection and propose adversarial representation learning for the statistical parity criterion.

To achieve other notions of fairness such as equality of opportunity, Beutel et al. (2017) show

that the adversarial learning algorithm of Edwards and Storkey (2016) can be reused but we only

supply training data with positive outcome to the adversarial component. Madras et al. (2018a)

use a label-aware adversary to learn fair and transferable latent representations for the statistical

parity as well as equality of opportunity criteria.

None of the above learn fair representations while simultaneously retaining the semantic

meaning of the data. There is an orthogonal work on feature selection using human perception

of fairness (e.g. Grgic-Hlaca et al., 2018), while this approach undoubtedly retains the semantic

meaning of tabular data, it has not been generalized to image data. In an independent work to

ours, Sattigeri et al. (2019) describe a similar motivation of producing fair representations in

the input image domain; their focus is on creating a whole new image-like dataset, rather than

conditioning on each input image. Hence it is not possible to visualise a fair version for a given

image as provided by our method (refer to figure 5.2 and figure 5.3).

5.3 Interpretability in Fairness by Residual Decomposition

We will use the illustrative example of an automated job application screening system. Given

input data (photographs, work experience, education and training, personal skills, etc.) x𝑛 ∈ 𝒳,

output labels of performed well or not well 𝑦𝑛 ∈ 𝒴 = {+1, −1}, and protected characteristic values,

such as race or gender, 𝑠𝑛 ∈ {𝐴, 𝐵, 𝐶, 𝐷, …}, or age, 𝑠𝑛 ∈ ℝ, we would like to train a classifier 𝑓

that decides whether or not to invite a person for an interview. We want the classifier to predict

outcomes that are accurate with respect to 𝑦𝑛 but fair with respect to 𝑠𝑛.
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5.3.1 Fairness definitions

Much work has been done on mathematical definitions of fairness (e.g. Chouldechova, 2017;

Kleinberg et al., 2017). It is widely accepted that no single definition of fairness applies in all cases,

but will depend on the specific context and application of machine learning models (Global Future

Council on Human Rights 2016-18, 2018). In this paper, we focus on the equality of opportunity

criterion that requires the classifier 𝑓 and the protected characteristic 𝑠 be independent, conditional

on the label being positive 2, in shorthand notation 𝑓 ⟂⟂ 𝑠 | 𝑦 = +1. Expressing the shorthand

notation in terms of a conditional distribution, we have ℙ(𝑓 (x)|𝑠, 𝑦 = +1) = ℙ(𝑓 (x)|𝑦 = +1).

With binary protected characteristic, this reads as equal true positive rates across the two groups,

ℙ(𝑓 (x) = +1|𝑠 = 𝐴, 𝑦 = +1) = ℙ(𝑓 (x) = +1|𝑠 = 𝐵, 𝑦 = +1). Equivalently, the shorthand notation

can also be expressed in terms of joint distributions, resulting in ℙ(𝑓 (x), 𝑠|𝑦 = +1) = ℙ(𝑓 (x)|𝑦 =

+1)ℙ(𝑠|𝑦 = +1). The advantage of using the joint distribution expression is that the variable 𝑠

does not appear as a conditioning variable, making it straightforward to use the expression for a

multi- or continuous value or even multiple protected characteristics.

5.3.2 Residual decomposition

We want to learn a data representation x̃𝑛 for each input x𝑛 such that: a) it is able to predict the

output label 𝑦𝑛, b) it protects 𝑠𝑛 according to a certain fairness criterion, c) it lies in the same space

as x𝑛, that is x̃𝑛 ∈ 𝒳. The third requirement ensures the learned representation to have the same

semantic meaning as the input. For example, for images of people faces, the goal is to modify

facial appearance in order to remove the protected characteristic information. For tabular data, we

desire systematic changes in values of categorical features such as education (bachelors, masters,

doctorate, etc.). Visualizing those systematic changes will give evidence on how our algorithm

enforces a certain fairness criterion. This will be a powerful tool, albeit all the powers hinge on

observational data, to scrutinize the interplay between fairness criterion, protected characteristics,

and classification accuracy. We proceed by making the following decomposition assumption on x:

𝜙(x) = 𝜙(x̃) + 𝜙(x̂), (5.1)

2 With binary labels, it is assumed that positive label is a desirable/advantaged outcome, e.g. expected to perform well at
the job.
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with x̃ to be the component that is independent of 𝑠, x̂ denoting the component of x that is

dependent on 𝑠, and 𝜙(⋅) is some pre-trained feature map. We will discuss about the specific choice

of this pre-trained feature map for both image and tabular data later in the section. What we

want is to learn a mapping from a source domain (input features) to a target domain (fair features

with the semantics of the input domain), i.e. 𝑇 ∶ x → x̃, and we will parameterize this mapping

𝑇 = 𝑇𝜔 where 𝜔 is a class of autoencoding transformer network. For our architectural choice of

transformer network, please refer to section 5.4.

To enforce the decomposition structure in equation (5.1), we need to satisfy two conditions: a)

x̃ to be independent of 𝑠, and b) x̂ to be dependent of 𝑠. Given a particular statistical dependence

measure, the first condition can be achieved by minimizing the dependence measure between

𝑃 = {𝜙(x̃1), … , 𝜙(x̃𝑁)} = {𝜙(𝑇𝜔(x1)), … , 𝜙(𝑇𝜔(x𝑁))} and 𝑆 = {𝑠1, … , 𝑠𝑁}; 𝑁 is the number of training

data points. For the second condition, we first define a residual:

𝜙(x) − 𝜙(x̃) = 𝜙(x) − 𝜙(𝑇𝜔(x)) = 𝜙(x̂), (5.2)

where the last term is the data component that is dependent on a protected characteristic 𝑠.

We can then enforce the second condition by maximizing the dependence measure between

𝑅 = {𝜙(x̂1), … , 𝜙(x̂𝑁)} = {𝜙(x1)−𝜙(𝑇𝜔(x1)), … , 𝜙(x𝑁)−𝜙(𝑇𝜔(x𝑁))} and 𝑆. We use the decomposition

property as a guiding mechanism to learn the parameters 𝜔 of the transformer network 𝑇𝜔.

In the fair and interpretable representation learning task, we believe using residual is well-

motivated because we know that our generated fair features should be somewhat similar to

our input features. Residuals will make learning the transformer network easier. Taking into

consideration that we do not have training data about the target fair features x̃, we should not

desire the transformer network to take the input feature x and generate a new output x̃. Instead,

it should just learn how to adjust our input x to produce the desired output x̃. The concept of

residuals is universal, for example, a residual block has been used to speed up and to prevent

over-fitting of a very deep neural network (He et al., 2016), and a residual regression output has

been used to perform causal inference in additive noise models (Mooij et al., 2009).
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Formally, given the 𝑁 training triplets (𝑋 , 𝑆, 𝑌 ), to find a fair and interpretable representation

x̃ = 𝑇𝜔(x), our optimization problem is given by:

minimize
𝑇𝜔

𝑁
∑
𝑛=1

ℒ(𝑇𝜔(x𝑛), 𝑦𝑛)
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

prediction loss

+𝜆1
𝑁
∑
𝑛=1

‖x𝑛 − 𝑇𝜔(x𝑛)‖22
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
reconstruction loss

+

+ 𝜆2 ( − HSIC(𝑅, 𝑆|𝑌 = +1) + HSIC(𝑃, 𝑆|𝑌 = +1)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
decomposition loss

) (5.3)

where HSIC(⋅, ⋅) is the statistical dependence measure, and 𝜆𝑖 are trade-off parameters. HSIC is the

Hilbert-Schmidt norm of the cross-covariance operator between reproducing kernel Hilbert spaces.

This is equivalent to a non-parametric distance measure of a joint distribution and the product

of two marginal distributions using the Maximum Mean Discrepancy (MMD) criterion (Gretton

et al., 2012); MMD has been successfully used in fairnesss literature in it’s own right (Louizos et al.,

2016; Quadrianto and Sharmanska, 2017). section 5.3.1 discusses defining statistical independence

based on a joint distribution, contrasting this with a conditional distribution. We use the biased

estimator of HSIC (Gretton et al., 2005; Song et al., 2012): HSICemp. = (𝑁 − 1)−2 tr𝐻𝐾𝐻𝐿, where

𝐾, 𝐿 ∈ ℝ𝑁×𝑁 are the kernel matrices for the residual set 𝑅 and the protected characteristic set 𝑆

respectively, i.e. 𝐾𝑖𝑗 = 𝑘(𝑟 𝑖, 𝑟 𝑗) and 𝐿𝑖𝑗 = 𝑙(𝑠𝑖, 𝑠𝑗) (similar definition for measuring independence

between sets 𝑃 and 𝑆). We use a Gaussian RBF kernel function for both 𝑘(⋅, ⋅) and 𝑙(⋅, ⋅). Moreover,

𝐻𝑖𝑗 = 𝛿𝑖𝑗 − 𝑁−1 centres the observations of set 𝑅 and set 𝑆 in RKHS feature space. The prediction

loss is defined using a softmax layer on the output of the transformer network. While in image data

we add the total variation (TV) penalty (Mahendran and Vedaldi, 2015) on the fair representation

to ensure spatial smoothness, we do not enforce any regularization term for tabular data. In

summary, we learn a new representation x̃ that removes statistical dependence on the protected

characteristic 𝑠 (by minimizing HSIC(𝑃, 𝑆|𝑌 = +1)) and enforces the dependence of the residual

x − x̃ and 𝑠 (by maximizing HSIC(𝑅, 𝑆|𝑌 = +1)). We can then train any classifier 𝑓 using this new

representation, and it will inherently satisfy the fairness criterion (Madras et al., 2018a).

Neural style transfer and pre-trained feature space Neural style transfer (e.g. Gatys

et al., 2016; Johnson et al., 2016) is a popular approach to perform an image-to-image translation.

Our decomposition loss in equation (5.3) is reminiscent of a style loss used in neural style transfer

models. The style loss is defined as the distance between second-order statistics of a style image

and the translated image. Excellent results (Gatys et al., 2016; Johnson et al., 2016; Ulyanov et al.,
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2016, 2017) on neural style transfer rely on pre-trained features. Following this spirit, we also

use a ‘pre-trained’ feature mapping 𝜙(⋅) in defining our decomposition loss. For image data, we

take advantage of the powerful representation of deep Convolutional Neural Network (CNN) to

define the mapping function (Gatys et al., 2016). The feature maps of x in the layer 𝑙 of a CNN are

denoted by 𝐹 𝑙x ∈ 𝑅𝑁𝑙×𝑀𝑙 where 𝑁𝑙 is the number of the feature maps in the layer 𝑙 and 𝑀𝑙 is the

height times the width of the feature map. We use the vectorization of 𝐹 𝑙x as the required mapping

𝜙(x) = vec(𝐹 𝑙x). Several layers of a CNN will be used to define the full mapping (see section 5.4).

For tabular data, we use the following random Fourier feature (Rahimi and Recht, 2007) mapping

𝜙(x) = √2/𝐷 cos(⟨𝜃, x⟩ + 𝑏) with a bias vector 𝑏 ∈ ℝ𝐷 that is uniformly sampled in [0, 2𝜋], and a

matrix 𝜃 ∈ ℝ𝑑×𝐷 where 𝜃𝑖𝑗 is sampled from a Gaussian distribution. We have assumed the input

data lies in a 𝑑-dimensional space, and we transform them to a 𝐷-dimensional space.

5.4 Experiments

We gave an illustrative example about screening job applications, however, no such data is publicly

available. We will instead use publicly available data to simulate the setting. We conduct the

experiments using three datasets: the CelebA image dataset3 (Liu et al., 2015), the Diversity in

Faces (DiF) dataset 4 (Merler et al., 2019), and the Adult income dataset5 from the UCI repository

(Dheeru and Karra Taniskidou, 2017). The CelebA dataset has a total of 202, 599 celebrity images.

The images are annotated with 40 attributes that reflect appearance (hair color and style, face

shape, makeup, for example), emotional state (smiling), gender, attractiveness, and age. For

this dataset, we use gender as a binary protected characteristic, and attractiveness as the proxy

measure of getting invited for a job interview in the world of fame. We randomly select 20K images

for testing and use the rest for training the model. The DiF dataset has only been introduced very

recently and contains nearly a million human face images reflecting diversity in ethnicity, age

and gender. We include preliminary results using 200K images for training and 200K images for

testing our model on this dataset. The images are annotated with attributes such as race, gender

and age (both continual and discretized into seven age groups) as well as facial landmarks and

facial symmetry features. For this dataset, we use gender as a binary protected characteristic,

and the discretized age groups as a predictive task. The Adult income dataset is frequently used

3 http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html

4 https://www.research.ibm.com/artificial-intelligence/trusted-ai/diversity-in-faces/

5 https://archive.ics.uci.edu/ml/datasets/adult
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Table 5.1: Results of training multiple classifiers (rows 1–7) on 3 different representations, x, x̃, and z.
x is the original input representation, x̃ is the interpretable, fair representation introduced in
this paper, and z is the latent embedding representation of Beutel et al. (Beutel et al., 2017).
We boldface Eq. Opp. since this is the fairness criterion (the lower the better). ∗The solver of
Zafar et al. fails to converge in 4 out of 10 repeats. Our learned representation x̃ achieves
comparable fairness level to the latent representation z, while maintaining the constraint of
being in the same space as the original input.

original x fair interpretable x̃ latent embedding z
Accuracy ↑ Eq. Opp ↓ Accuracy ↑ Eq. Opp ↓ Accuracy ↑ Eq. Opp ↓

1: LR 85.1 ± 0.2 9.2 ± 2.3 84.2 ± 0.3 5.6 ± 2.5 81.8 ± 2.1 5.9 ± 4.6
2: SVM 85.1 ± 0.2 8.2 ± 2.3 84.2 ± 0.3 4.9 ± 2.8 81.9 ± 2.0 6.7 ± 4.7
3: Fair Reduction LR6 85.1 ± 0.2 14.9 ± 1.3 84.1 ± 0.3 6.5 ± 3.2 81.8 ± 2.1 5.6 ± 4.8
4: Fair Reduction SVM7 85.1 ± 0.2 8.2 ± 2.3 84.2 ± 0.3 4.9 ± 2.8 81.9 ± 2.0 6.7 ± 4.7
5: Kamiran & Calders LR8 84.4 ± 0.2 14.9 ± 1.3 84.1 ± 0.3 1.7 ± 1.3 81.8 ± 2.1 4.9 ± 3.3
6: Kamiran & Calders SVM9 85.1 ± 0.2 8.2 ± 2.3 84.2 ± 0.3 4.9 ± 2.8 81.9 ± 2.0 6.7 ± 4.7
7: Zafar et al.∗10 85.0 ± 0.3 1.8 ± 0.9 — — — —
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Figure 5.1: Left Boxplots showing the distribution of the categorical feature ‘Relationship Status’ Right
Boxplots showing the distribution of the categorical feature ‘Race’. Left of each: original
representation x ∈ 𝒳. Right of each: fair representation x̃ ∈ 𝒳.

to assess fairness methods. It comes from the Census bureau and the binary task is to predict

whether or not an individual earns more than $50K per year. It has a total of 45, 222 data instances,

each with 14 features such as gender, marital status, educational level, number of work hours per

week. For this dataset, we follow Zemel et al. (2013) and consider gender as a binary protected

characteristic. We use 28, 222 instances for training, and 15, 000 instances for testing. We enforce

equality of opportunity as the fairness criteria throughout for the three experiments.

5.4.1 The Adult Income dataset

The focus is to investigate whether (Q1) our proposed fair and interpretable learning method

performs on a par with state-of-the-art fairness methods, and whether (Q2) performing a tabular-

to-tabular translation brings us closer to achieving interpretability in how fairness is being
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satisfied. We compare our method against an unmodified x using the following classifiers: 1)

logistic regression (LR) and 2) support vector machine with linear kernel (SVM), We select the

regularization parameter of LR and SVM over 6 possible values (10𝑖 for 𝑖 ∈ [0, 6]) using 3-fold cross

validation. We then train classifiers 1–2 with the learned representation x̃ and with the latent

embedding z of a state-of-the-art adversarial model described in Beutel et al. (2017). We also apply

methods which reweigh the samples to simulate a balanced dataset with regard to the protected

characteristic; FairLearn (Agarwal et al., 2018) Fair Reduction 3-4 and Kamiran & Calders

(Kamiran and Calders, 2012) Kamiran & Calders 5-6, optimized with both the cross-validated

LR and SVM (1-2), giving (Fair Reduction LR), (Fair Reduction SVM), (Kamiran & Calders

LR) and (Kamiran & Calders SVM) respectively. As a reference, we also compare with: 7) Zafar

et al. (2017a)’s fair classification method (Zafar et al.) that adds equality of opportunity

directly as a constraint to the learning objective function. It has been shown that applying fairness

constraints in succession as ‘fair pipelines’ do not enforce fairness (Bower et al., 2017; Dwork and

Ilvento, 2019), as such, we only demonstrate (fair) classifier 7 on the unmodified x.

Benchmarking We train our model for 50, 000 iterations using a network with 1 hidden layer

of 40 nodes for both the encoder and decoder, with the encoded representation being 40 nodes.

The predictor acts on the decoded output of this network. We set the trade-off parameters of

the reconstruction loss (𝜆1) and decomposition loss (𝜆2) to 10−4 and 100 respectively. We then

use this model to translate 10 different training and test sets into x̃. Using a modified version

of the framework provided by Friedler et al. (2018) we evaluate methods 1–6 using x and x̃

representations. To ensure consistency, we train the model of Beutel et al. (2017) with the same

architecture and number of iterations as our model.

Table 5.1 shows the results of these experiments. Our interpretable representation, x̃ achieves

similar fairness level to Beutel’s state-of-the-art approach (Q1). Consistently, our representation x̃

promoted the fairness criterion (Eq. Opp. close to 0), with only a small penalty in accuracy.

Interpretability We promote equality of opportunity for the positive class (actual salary > $50K).

In section 5.4 we show the effect of learning a fair representation, showing changes in the

‘Relationship Status’ and ‘Race’ features of samples that were incorrectly classified by an SVM

as earning < $50K in x, but were correctly classified in x̃. The visualization can be used for

understanding how representation methods adjust the data for fairness. For example in section 5.4

(left) we can see that ourmethod deals with the notorious problem of a husband or wife relationship

status being a direct proxy for gender (Q2). Our method recognises this across all repeats in
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translated

residual

Figure 5.2: Examples of the translated and residual images on CelebA from the protected group of males
(minority group) that have been classified correctly (as attractive) after transformation. These
results are obtained with the transformer network for image-to-image translation. Best viewed
in color.

Table 5.2: Results on CelebA dataset using a variety of input domains. Prediction performance is measured
by accuracy, and we use equality of opportunity, TPRs difference, as the fairness criterion. Here,
domain of fake images (last row) denotes images synthesized by the StarGAN(Choi et al., 2018)
model from the original images and their fair attribute representations. We emphasise Eq. Opp.
since this is the fairness criterion.

domain Acc. Eq. Opp. TPR TPR
𝒳 ↑ ↓ female male

1: orig. x images 80.6 33.8 90.8 57.0
2: orig. x attributes 79.1 39.9 90.8 50.9
3: fair x̃ images
a: 𝜆2 = 1.00, biased HSIC 79.4 23.8 85.2 61.4
b: 𝜆2 = 10.0, biased HSIC 80.3 22.8 85.6 62.7
c: 𝜆2 = 10.0, unbiased HSIC 80.2 18.7 84.3 65.6
4: fair x̃ attributes 75.9 12.4 87.2 74.8
5: fair x̃ fake images 78.5 23.0 87.5 64.5

an unsupervised manner and reduces the wife category which is associated with a negative

prediction. Other categories that have less correlation with the protected characteristic, such as

race, largely remain unmodified (section 5.4 (right)).

5.4.2 The CelebA dataset

Our intention here is to investigate whether (Q3) performing an image-to-image translation brings

us closer to achieving interpretability in how fairness is being satisfied, and whether (Q4) using

semantic attribute representations of images reinforces similar interpretability conclusions as

using image features directly.

Image-to-image translation Our autoencoder network is based on the architecture of the trans-

former network for neural style transfer (Johnson et al., 2016) with three convolutional layers,

five residual layers and three deconvolutional/upsampling layers in combination with instance

weight normalization (Ulyanov et al., 2017). The transformer network produces the residual image
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using a non-linear tanh activation, which is then subtracted from the input image to form the

translated fair image x̃. Similarly to neural style transfer (Gardner et al., 2016; Gatys et al., 2016;

Johnson et al., 2016), for computing the loss terms, we use the activations in the deeper layers

of the 19-layered VGG19 network (Simonyan and Zisserman, 2015) as feature representations

of both input and translated images. Specifically, we use activations in the conv3_1, conv4_1

and conv5_1 layers for computing the decomposition loss, the conv3_1 layer activations for the

reconstruction loss, and the activations in the last convolutional layer pool_5 for the prediction

loss and when evaluating the performance. Given a 176x176 color input image, we compute the

activations at each layer mentioned earlier after ReLU, then we flatten and 𝑙2 normalize them

to form features for the loss terms. In the HSIC estimates of the decomposition loss, we use a

Gaussian RBF kernel 𝑘(𝑥1, 𝑥2) = exp(−𝛾 ‖𝑥1 − 𝑥2‖2) width 𝛾 = 1.0 for image features, and 𝛾 = 0.5

for protected characteristics (as one over squared distance in the binary space). To compute the

decomposition loss, we add the contributions across the three feature layers. We set the trade-off

parameters 𝜆1 and 𝜆2 of the reconstruction loss and the decomposition loss, respectively, to 1.0 ,

and the TV regularization strength to 10−3. Training was carried out for 50 epochs with a batch

size of 80 images. We use minibatch SGD and apply the Adam solver (Kingma and Ba, 2015) with

learning rate 10−3; our TensorFlow implementation is publicly available11.

Benchmarking and interpretability We enforce equality of opportunity as the fairness criterion,

and we consider attractiveness as the positive label. Attractiveness is what could give someone a

job opportunity or an advantaged outcome as defined in Hardt et al. (2016). To test the hypothesis

that we have learned a fairer image representation, we compare the performance and fairness of

a standard SVM classifier trained using original images and the translated fair images. We use

activation in the pool_5 layer of the VGG19 network as features for training and evaluating the

classifier12.

We report the quantitative results of this experiment in table 5.2 (first and third rows) and

the qualitative evaluations of image-to-image translations in figure 5.2. From the table 5.2 it

is clear that the classifier trained on fair/translated images x̃ has improved over the classifier

trained on the original images x in terms of equality of opportunity (reduction from 33.8 to 23.8)

while maintaining the prediction accuracy (79.4 comparing to 80.6). The reduction in equality of

opportunity can be further improved by increasing the parameter 𝜆2 to 10.0 (third row (b)), and

11 https://github.com/predictive-analytics-lab/Data-Domain-Fairness

12 We deliberately evaluate the performance (accuracy and fairness) using an auxiliary classifier instead of using the
predictor of the transformer network. Since the emphasis of this work is on representation learning, we should not
prescribe what classifier the user chooses on top of learned representation.
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input

output

Figure 5.3: Results of our approach (image-to-image translation via attributes). Given 𝑁 i.i.d. samples
{(x𝑛, 𝑦 𝑛)}𝑁𝑛=1, our method transforms them into a new fair dataset {(x̃𝑛, 𝑦 𝑛)}𝑁𝑛=1 where (x̃𝑛, 𝑦 𝑛) is
the fair version of (x𝑛, 𝑦 𝑛). The synthesized images are produced by the StarGAN model (Choi
et al., 2018) conditioned on the original images and their fair attribute representation.

Figure 5.4: Results of Fainess GAN (Sattigeri et al., 2019) (Fig.2) of non-attractive (left) and attractive (right)
males after pre-processing. Given 𝑁 i.i.d. samples {(x𝑛, 𝑦 𝑛)}𝑁𝑛=1, Fainess GAN transforms them
into a new fair dataset {(x̃𝑛, ̃𝑦 𝑛)}𝑁 ′

𝑛=1 where 𝑁 ′ ≠ 𝑁 and (x̃𝑛, ̃𝑦 𝑛) has no correspondence to (x𝑛, 𝑦 𝑛).

by using unbiased estimator of HSIC (third row (c)). Looking at the TPR values across protected

features (females and males), we can see that the male TPR value has increased, but it has an

opposite effect for females. In the CelebA dataset, the proportion of attractive to unattractive

males is around 30% to 70%, and it is opposite for females; male group is therefore the minority

group in this problem. Our method achieves better equality of opportunity measure than the

baseline by increasing the minority group TPR value while decreasing the majority group TPR

value. To understand the balancing mechanism of TPR values (Q3), we visualize a subset of test

male images that have been classified correctly as attractive after transformation (those examples

were misclassified in the original domain) in figure 5.2.

We observe a consistent localized area in face, specifically lips and eyes regions. The CelebA

dataset has a large diversity in visual appearance of females and males (hair style, hair color) and

their ethnic groups, so more localized facial areas have to be discovered to equalize TPR values

across groups. Lips are very often coloured in female (the majority group) celebrity faces, hence

our method, to increase the minority group TPR value, colorizes the lip regions of the minority

group (males). Interestingly, female faces without prominent lipstick often got this transformation

as well, prompting the decrease in the majority group TPR value. Regarding eye regions, several

studies (e.g. Brown and Perrett, 1993 and references therein) have shown their importance in
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Figure 5.5: Top 10 semantic attribute features that have been changed in 647 males; those males were
incorrectly predicted as not attractive, but are now correctly predicted as attractive. 641 and 639
males out of 647 are now with ‘Heavy_Makeup’ and ‘Wearing_Lipstick’ attributes, respectively,
and 215 out of 647 males are now without a ‘5_o_Clock_Shadow’ attribute.

gender identification. Also, a heavy makeup that is often applied to female celebrity eyes can also

support our visualization in figure 5.2.

The image-to-image translation using transformer network learns to produce coarse-grained

changes, i.e. masking/colorizing face regions. This is expected as we learn a highly unconstrained

mapping from source to target domain, in which the target data is unavailable. To enable fine-

grained changes and semantic transformation of the images, we now explore semantic attributes;

attributes are well-established interpretable mid-level representations for images. We show how

an attribute-to-attribute translation provides an alternative way in analysing and performing an

image-to-image translation.

Attribute-to-attribute translation Images in the CelebA dataset come with 40 dimensional binary

attribute annotations. We use all but two attributes (gender and attractiveness) as semantic

attribute representation of images. We then perform attribute-to-attribute translation with the

transformer network and consider the same attractive versus not attractive task and gender

protected characteristic as with the image data. We report the results of this experiment in

table 5.2 (second and forth rows correspond to the domain of attributes). First, we observe that

the predictive performance of the classifier trained on attribute representation is only slightly

lower than the performance of the classifier trained on the image data (79.1 versus 80.6), which

enables sensible comparison of the results in these two settings. Second, we observe better gain

in equality of opportunity when using the transformed attribute representation comparing to

transformed images (12.4 is the best Eq. Opp. result in this experiment). This comes at the

cost of a drop in accuracy performance. The TPR rates for both groups are higher when using

translated attribute representation than when using translated image representation (third row
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versus fourth row). The largest improvement of the TPR is observed in the group of males (from

50.9 in the original attribute to 74.8 in the translated attribute space). Further analysis of changes

in attribute representation reveals that equality of opportunity is achieved by putting lipstick and

heavy-makeup to the male group (figure 5.5). These top 2 features have been mostly changed in

the group of males. Very few changes happened in the group of females. This is encouraging as

we have just arrived at the same conclusion (figure 5.2 and figure 5.5), be it using images or using

semantic attributes (Q4).

Image-to-image translation via attributes Given the remarkable progress that has been made in

the field towards image synthesis with the conditional GAN models, we attempt to synthesize

images with respect to the attribute description. Specifically, we use the StarGAN model (Choi

et al., 2018), the state-of-the-art model for image synthesis with multi-attribute transformation,

to synthesize images with our learned fair attribute representation. For this, we pre-train the

StarGAN model to perform image transformations with 38 binary attributes (excluding gender

and attractive attributes) using training data. We then translate all images in CelebA with respect

to their fair attribute representation. We evaluate the performance of this approach and report

the results in table 5.2 (last row). We also include the qualitative evaluations of image-to-image

translations via attributes in figure 5.3. These visualizations essentially generalize counterfactual

explanations in the sense of Wachter et al. (2018) to the image domain. We have just shown the

‘closest synthesized world’, i.e. the smallest change to the world that can be made to obtain a

desirable outcome. Overall, the classifier trained using this fair representation shows similar Eq.

Opp. performance and comparable accuracy to the classifier trained on representation learned

with the transformer network. However, the TPR rates for both protected groups are higher (last

row versus third row), especially in the group of males, when using this representation.

Pre-processing approaches The aim of the pre-processing approaches such as Calmon et al.

(2017) and Sattigeri et al. (2019) is to transform the given dataset of 𝑁 i.i.d. samples {(x𝑛, 𝑦𝑛)}𝑁𝑛=1

into a new fair dataset {(x̃𝑛, ̃𝑦𝑛)}𝑁
′

𝑛=1. It is important to note that 𝑁 ′ is not necessarily equal to

𝑁, and therefore (x̃𝑛, ̄𝑦𝑛) has no correspondence to (x𝑛, 𝑦𝑛). Calmon et al. (2017) has proposed

this approach for tabular (discrete) data, while Sattigeri et al. (2019) has explored image data.

Here, we offer a unified framework for tabular (continuous and discrete) and image data that

transforms the given dataset {(x𝑛, 𝑦𝑛)}𝑁𝑛=1 into a new fair dataset {(x̃𝑛, 𝑦𝑛)}𝑁𝑛=1 where (x̃𝑛, 𝑦𝑛) is

the fair version of (x𝑛, 𝑦𝑛). What is the advantage of creating a fair representation per sample (our

method) rather than on the whole dataset at once (Calmon et al., 2017; Sattigeri et al., 2019)? The
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first can be used to provide an individual-level explanation of fair systems, while the latter can

only be used to provide a system-level explanation. For comparison, we include here a snapshot

of results presented in Sattigeri et al. (2019) using the CelebA dataset in figure 5.4. The figure

shows eigenfaces/eigensketches with the mean image of the new fair dataset {(x̃𝑛)}𝑁
′

𝑛=1 (in the

center) of the 3 × 3 grid. No per sample visualisation (x̃𝑛) was provided. Left/right/top/bottom

images in figure 5.4 show variations along the first/second principal components. In contrast,

figure 5.3 shows a per sample visualisation (x̃𝑛) using our proposed method.

5.4.3 The Diversity in Faces dataset

We extract and align face crops from the images and use 128x128 facial images as the inputs. Our

preliminary experiment has similar setup to the image-to-image translation on the CelebA dataset

except that the prediction task has seven age groups to be classified. As the fairness criterion

we enforce equality of opportunity considering the middle age group (31-45) to be desirable (as

the positive label when conditioning). As before, to test the hypothesis that we have learned

a fairer image representation, we compare the performance and fairness of the SVM classifier

trained using original images and the translated fair images (with features as activations in the

pool_5 layer of the VGG19 network). We achieve 52.85 as the overall classification accuracy over

seven age groups when using original image features and an increased 60.26 accuracy when

using translated images. The equality of opportunity improved from 27.21 using original image

representation to 9.85 using fair image representation. Similarly to the CelebA dataset, the

image-to-image translation using transformer network learns to produce coarse-grained changes,

i.e. masking/colorizing nose regions (as opposed to lips and eyes regions on CelebA). These

preliminary results are encouraging and further analysis will be addressed as a future extension.

5.5 Discussion and Conclusion

It is not clear if fairness and interpretability are conflicting requirements.

Reviewer #1

They are not, however interpretability in how fairness is enforced has so far been overlooked

despite being an integral ingredient for encouraging productive public debates regarding fair

machine learning systems. Interpretability in machine learning models can help to ascertain
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qualitatively whether fairness is met (Doshi-Velez and Kim, 2017; Working Group, 2017). This

paper takes a step further and advocates interpretability to ascertain qualitatively how fairness is

met, once we have agreed to enforce fairness (e.g. equality of opportunity) in machine learning

models. We specifically focus on enforcing fairness in representation learning. Unlike other fair

representation learning methods that learn latent embeddings, our method learns a representation

that is in the same space as the original input data, therefore retaining the semantics of the input

domain. Our method picks up consistently in 10 out of 10 repeated experiments whether a person

is a husband or wife as a direct proxy for gender, and subsequently reduces the wife category

which is associated with a negative prediction. In our experiments with people’s faces, eyes and

lips are considered to be the direct proxy for gender attractiveness, and nose regions for being in

a certain age group. As a potential future direction, we plan to further analyze the interpretability

in fairness using causal reasoning (Lopez-Paz et al., 2017).

5.6 Addendum

The prior text of this chapter was published at Conference on Computer Vision and Pattern

Recognition (CVPR), 2019. The following sections within this chapter comprise advances on the

method that have been made, but are yet to be published.

5.6.1 Introduction

Post-publication of ‘Discovering Fair Representations in the Data Domain’ there were a number

of directions that could have been explored. The purpose of this addendum is to investigate three

additions with respect to image inputs: 1) Making the model more general, 2) Improving the

qualitative results, and 3) Evaluating the performance on an additional dataset.

5.6.2 Making the model more general

The work presented in this paper introduced a method at the intersection of fairness and in-

terpretability, using feature translation to produce fair representations. While all variations of

our proposed approach improved the fairness of the final outcome, the qualitative aspect varied.
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When operating on tabular data, the translations consistently produced qualitatively plausible

results (see section 5.4). A potential reason for this is that the more constrained space of tabular

features (e.g., categorical features) benefits our proposed method. Results attained when operating

directly on the less constrained domain of images were less plausible (see figure 5.2). To overcome

this, a two-step procedure was followed, referred to as ‘image-to-image translation via attributes’

in section 5.4.2. This two-step procedure bore excellent results, both quantitatively (table 5.2) and

qualitatively (figure 5.3). The aim of this addendum is to improve the robustness of the direct

image-to-image translation results, so that this two-step procedure of translation via attributes is

not needed for results that are visually appealing. To address this, in the following section, each

of the component terms of the loss function shown in equation (5.3) is examined.

5.6.2.1 Prediction Loss Term

The original loss term of the paper included a ‘prediction loss’ element.

𝑁
∑
𝑛=1

ℒ(𝑇𝜔(x𝑛), 𝑦𝑛) (5.4)

The presence of this term aligns our work with the previously proposed fair representation

methods of Beutel et al. (2017) and Madras et al. (2018a), amongst others. In these works, the

model operates across two spaces, producing both a feature embedding representation and a

target prediction in a single step forward pass.

embed

⏞⏞⏞⏞⏞⏞⏞𝑋 → 𝑍 → 𝑌⏟
task

Recent works, however, have questioned if this task-prediction term is necessary. Works such

as Madras et al. (2018a) and Oneto et al. (2020b) have argued that the ‘embedding’ stage of the

model could be produced in isolation from the predictive stage, which can be trained after the

fair representation has been produced. The argument is that once trained, the representation

can be used for a multitude of tasks, allowing fair transfer learning. In addition, McNamara

et al. (2019) and Oneto et al. (2020a) show that the task can be removed during training, with

utility unrelated to a protected characteristic retained, although both are in the context of latent

embedding. Intuitively, this aligns with our aim of ‘styling’ an image to be fairer. The result

should remain close to the original input. The intention is only for features correlated with a

protected characteristic to be obfuscated. To re-align our work with these recent proposals, the
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proposal in this addendum is that the prediction loss term can removed. The further benefit of

this approach is that the fair representation model can be trained in an unsupervised manner.

5.6.2.2 Reconstruction Loss Term

Continuing through the components of the original training objective, we reach the reconstruction

loss term.
𝑁
∑
𝑛=1

‖x𝑛 − 𝑇𝜔(x𝑛)‖22 (5.5)

This term, along with the decomposition loss component, introduces the main tension in what

we are trying to achieve. Our aim is for the translated image to be visually close to the input

image, crucially, however, the translated images should also be sufficiently different that the

protected characteristic is obfuscated. The reconstruction term penalises pixel values that are far

from the original, whereas the decomposition loss may require that they are. If we take ‘gender’

as an example of an attribute that we want to become less clear in our translation, then this is

a challenge when features, such as hair style, facial hair, or make-up, that are correlated with a

protected characteristic, but also represent a large area of the pixel-space need to be changed.

The decomposition loss may be trying to remove, add, or alter one of these features. Here, we

would like the pixel values to change, in contradiction to the reconstruction loss term. One

potential solution would be to remove the reconstruction loss term altogether, but this poses a

problem – we want the result to retain meaning in pixel space. If the term were simply removed,

then the representation would be able to collapse to a trivial solution, such as producing an

image of uniform colour – this would satisfy the objective of being unable to retain the protected

characteristic, but would no longer retain information useful for a downstream task. Instead,

we propose two modifications. Firstly, extending the reconstruction loss to also evaluate the

difference in the residual space 𝜙(𝑥) between the original image and the fair translation. This

allows for similarity in more complex features, with less emphasis on particular values. Therefore,

we retain the reconstruction loss, but include it as an average of a number of reconstruction losses.

Secondly, we use a smooth-𝐿1 loss (Girshick, 2015).

smooth𝐿1(𝑥, 𝑦) =
⎧⎪
⎨⎪
⎩

0.5(𝑥 − 𝑦)2, if ‖𝑥 − 𝑦‖ < 1

‖𝑥 − 𝑦‖ − 0.5, otherwise
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This is a relaxation of the 𝐿1 loss term where the loss function is replaced with a quadratic function

if 𝑥 and 𝑦 are sufficiently close. We use this, to allow for greater freedom in the reconstructions.

This results in the modified reconstruction loss, where 𝑀 is the set of output layers from the

feature extractor network (VGG in the main text), and 𝑆𝐿1 is the smooth-𝐿1 loss:

1
𝑁

𝑁
∑
𝑛=1

( 1
𝑀 + 1

∑
𝑚∈𝑀

𝑆𝐿1(x𝑛, 𝑇𝜔(x𝑛)) +
1

𝑀 + 1
𝑆𝐿1(𝜙𝑚(x𝑛), 𝜙𝑚(𝑇𝜔(x𝑛)))) (5.6)

5.6.2.3 Decomposition Loss Term

The decomposition loss term used throughout is based on Hilbert-Schmidt Independence Criteria

(HSIC) and is a powerful statistics-based dependency measure.

− HSIC(𝑅, 𝑆|𝑌 = +1) + HSIC(𝑃, 𝑆|𝑌 = +1) (5.7)

Where 𝑆 is the set of protected attributes present in the dataset, 𝑃 is the set of fair transformed

features, and 𝑅 is the set of residuals between the features and the fair transformation. The

aim of the decomposition loss is to encourage the input to be represented as a ‘fair’ and ‘unfair’

component. The fair component is then additionally required to be close to the original input.

The challenge, aswith all kernel-based approaches, is the choice of hyperparameters to configure

the kernel. In the case of HSIC, we use an Radial Basis Function (RBF) kernel which accepts a

𝜎-term to control the bandwidth of the kernel. To make a reasonable attempt to ensure that our

model doesn’t learn to operate outside of the scope of the dependency metric bandwidth, we

extend our existing approach and evaluate at a range of sigma values. For ease of notation, we use

Φ to denote the set of 𝜎 values which we use to parametrise the RBF kernel used in HSIC. Letting

Φ = {0.5, 1.0, 2.0, 5.0, 10.0, 20.0}, we obtain:

∑
𝜎∈Φ

(−HSIC𝜎(𝑅, 𝑆|𝑌 = +1) + HSIC𝜎(𝑃, 𝑆|𝑌 = +1)) (5.8)

This results in the final unsupervised objective term equation (5.9).
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minimize
𝑇𝜔

1
𝑁

𝑁

∑
𝑛=1

( 1
𝑁

𝑁

∑
𝑛=1

( 1
𝑀 + 1

∑
𝑚∈𝑀

𝑆𝐿1(x𝑛, 𝑇𝜔(x𝑛)) +
1

𝑀 + 1
𝑆𝐿1(𝜙𝑚(x𝑛), 𝜙𝑚(𝑇𝜔(x𝑛)))))

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
reconstruction loss

+

+ 𝜆1
⎛
⎜
⎜
⎜
⎝

∑
𝜎∈Φ

(−HSIC𝜎(𝑅, 𝑆|𝑌 = +1) + HSIC𝜎(𝑃, 𝑆|𝑌 = +1))
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

decomposition loss

⎞
⎟
⎟
⎟
⎠

(5.9)

5.6.3 Additional Experiments

To evaluate the proposed adaptations, we reuse the CelebA dataset from the main text, but treat

the feature attribute ‘smiling’, as the target label while promoting equality of opportunity, as

opposed to the feature ‘attractive’ which was used in the main paper. This change is to bring

the work into line with subsequent works that have used this dataset in an algorithmic fairness

context such as Denton et al. (2019). In addition, we evaluate on the Colorised MNIST (cMNIST)

dataset, which is fully introduced in chapter 6. Here we use a variation with three colours, and all

ten outcome classes. The aim of the experiments is to demonstrate that a more visually pleasing

image can be produced with the new objective.

5.6.3.1 Qualitative Evaluation and Discussion

The main purpose of this evaluation is to demonstrate that more plausible transformations can

be produced without the need to translate via attributes. Sample images from the main paper

can be seen in figure 5.2 and results from the suggested modifications are shown in figure 5.6. In

terms of the image quality, the results are certainly more plausible. Interestingly, the regions of

change are most associated with facial hair and make-up, which focuses on the eyes and mouth

regions. This is consistent with our previous results. One thing to consider is that these are all

features that occupy only a few pixels. Instinctively, features such as ‘baldness’, or ‘hair length’

should also be associated with the protected characteristic, ‘gender’, but these are not as affected.

One possibility for this is that these features occupy a large number of pixels and that changing

them would be too costly in terms of reconstruction error. Ultimately, regardless of the actual

reason, because the fair representation resides in the data domain, we are able to speculate as

to what may be the cause. If the learned representation remained in a latent space, it would be
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Table 5.3: Results on cMNIST dataset.

domain Digit Acc. Colour Acc.
𝒳. ↑ → 33.33 ←

1: orig. x images 97.917 100.0
2: fair x̃ images 87.5 18.75

very difficult to understand what features had been addressed and the limitations that these may

present.

For the CMNIST dataset, the results are encouraging. The model produces a representation

that is invariant to colour, while retaining much of the information relevant to digit classification.

Although the images are a little noisy, the predominant transform is clear. To clarify this further,

we train two additional CNN models to predict the digit class and the colour of the transformed

images. Results are shown in table 5.3.
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(a) Original images 𝑥

(b) Translated output 𝑇𝜔(𝑥)

Figure 5.6: A comparison of the translated images produced with our amendments alongside the original
images from the CelebA dataset. Left : A random selection of original images from a withheld
evaluation set. Right : Translated versions of the original input which are now more plausible.
The model was trained for Equality of Opportunity (EOpp), so the invariance measure was
conditioned on images where the celebrity is smiling, with gender as the protected characteristic.
While some images display artifacts, consistently across samples, lipstick and eye makeup have
been removed and facial hair reduced. This aligns with our findings in the main text.
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(a) Original images 𝑥 (b) Amended output 𝑇𝜔(𝑥)

Figure 5.7: A comparison of the translated images produced with presented amendments alongside the
original images in the cMNIST dataset. Left: A random selection of original images from a
withheld evaluation set. Right: Translated versions of the original input which show that
unique colours have been removed. The model was trained for Demographic Parity (DP), so the
invariance measure was provided with all samples. The target is digit value, and the protected
attribute to be invariant to is colour.
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6.1 Abstract

We propose to learn invariant representations, in the data domain, to achieve interpretability in

algorithmic fairness. Invariance implies a selectivity for high level, relevant correlations w.r.t.

class label annotations, and a robustness to irrelevant correlations with protected characteristics

such as race or gender. We introduce a non-trivial setup in which the training set exhibits a

strong bias such that class label annotations are irrelevant and spurious correlations cannot

be distinguished. To address this problem, we introduce an adversarially trained model with

a null-sampling procedure to produce invariant representations in the data domain. To enable

disentanglement, a partially-labelled representative set is used. By placing the representations

into the data domain, the changes made by the model are easily examinable by human auditors.

We show the effectiveness of our method on both image and tabular datasets: Coloured MNIST,

the CelebA and the Adult dataset.
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6.2 Introduction

Without due consideration for the data collection process, machine learning algorithms can

exacerbate biases, or even introduce new ones if proper control is not exerted over their learning

(Holstein et al., 2019). While most of these issues can be solved by controlling and curating

data collection in a fairness-conscious fashion, doing so is not always an option, such as when

working with historical data. Efforts to address this problem algorithmically have been centred

on developing statistical definitions of fairness and learning models that satisfy these definitions.

One popular definition of fairness used to guide the training of fair classifiers, for example, is

demographic parity, stating that positive outcome rates should be equalised (or invariant) across

protected groups.

In the typical setup, we have an input 𝑥, a sensitive attribute 𝑠 that represents some non-

admissible information like gender and a class label 𝑦 which is the prediction target. The idea of

fair representation learning (Zemel et al., 2013; Edwards and Storkey, 2016; Madras et al., 2018a) is

then to transform the input 𝑥 to a representation 𝑧 which is invariant to 𝑠. Thus, learning from 𝑧

will not introduce a forbidden dependence on 𝑠. A good fair representation is one that preserves

most of the information from 𝑥 while satisfying the aforementioned constraints.

As unlabelled data is much more freely available than labelled data, it is of interest to learn the

representation in an unsupervised manner. This will allow us to draw on a much more diverse

pool of data to learn from. While annotations for 𝑦 are often hard to come by (and often noisy;

see Kehrenberg et al., 2020a), annotations for the sensitive attribute 𝑠 are usually less so, as 𝑠 can

often be obtained from demographic information provided by census data. We thus consider the

setting where the representation is learned from data that is only labelled with 𝑠 and not 𝑦. This

is in contrast to most other representation learning methods. We call the set used to learn the

representation the representative set, because its distribution is meant to match the distribution of

the deployment setting (and is thus representative).

Once we have learnt the mapping from 𝑥 to 𝑧, we can transform the training set which, in

contrast to the representative set, has the 𝑦 labels (and 𝑠 labels). In order to make our method

more widely applicable, we consider an aggravated fairness problem in which the training set

contains a strong spurious correlation between 𝑠 and 𝑦, which makes it impossible to learn from

it a representation which is invariant to 𝑠 but not invariant to 𝑦. Non-invariance to 𝑦 is important

in order to be able to predict 𝑦. The training set thus does not match the deployment setting,
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thereby rendering the representative set essential for learning the right invariance. From hereon,

we will use the terms spurious and sensitive interchangeably, depending on the context, to refer to

an attribute of the data we seek invariance to. We can draw a connection between learning in

the presence of spurious correlations and what Kallus and Zhou (2018) call residual unfairness.

Consider the Stop, Question and Frisk (SQF) dataset for example: the data was collected in New

York City, but the demographics of the recorded cases do not represent the true demographics of

NYC well. The demographic attributes of the recorded individuals might correlate so strongly

with the prediction target that the two are nearly indistinguishable. This is the scenario that

we are investigating: 𝑠 and 𝑦 are so closely correlated in the labelled dataset that they cannot

be distinguished, but the learning of 𝑠 is favoured due to being the ‘path of least resistance’.

The deployment setting (i.e. the test set) does not possess this strong correlation and thus a

naïve approach will lead to very unfair predictions. In this case, a disentangled representation

is insufficient; the representation needs to be explicitly invariant solely with respect to 𝑠. In

our approach, we make use of the (partially labelled) representative set to learn this invariant

representation.

While there is a substantial body of literature devoted to the problems of fair representation-

learning, exactly how the invariance in question is achieved is often overlooked. When critical

decisions, such as who should receive bail or be released from jail, are being deferred to an

automated decision making system, it is critical that people be able to trust the logic of the

model underlying it, whether it be via semantic or visual explanations. We build on the work of

Quadrianto et al. (2019) and learn a decomposition (𝑓 −1∶ 𝑍𝑠 ×𝑍¬𝑠 → 𝑋) of the data domain (𝑋) into

independent subspaces invariant to 𝑠 (𝑍¬𝑠) and indicative of 𝑠 (𝑍𝑠), which lends an interpretability

that is absent from most representation-learning methods. While model interpretability has no

strict definition (Zhang and Zhu, 2018), we follow the intuition of Adel et al. (2018) – a simple

relationship to something we can understand, a definition which representations in the data domain

naturally fulfil.

Whether as a result of the aforementioned sampling bias or simply because the features

necessarily co-occur, it is not rare for features to correlate with one another in real-world datasets.

Lipstick and gender for example, are two attributes that we expect to be highly correlated and

to enforce invariance to gender can implicitly enforce invariance to makeup. This is arguably

the desired behaviour. However, unforeseen biases in the data may engender cases which are

less justifiable. By baking interpretability into our model (by having representations in the data
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domain), though we still have no better control over what is learned, we can at least diagnose

such pathologies.

To render our representations interpretable, we rely on a simple transformation we call null-

sampling to map invariant representations in the data domain. Previous approaches to fair

representation learning (Edwards and Storkey, 2016; Louizos et al., 2016; Beutel et al., 2017; Madras

et al., 2018a) predominantly rely upon autoencoder models to jointly minimise reconstruction loss

and invariance. We discuss first how this can be done with such a model that we refer to as cVAE

(conditional VAE), before arguing that the bijectivity of invertible neural networks (INNs) (Dinh

et al., 2014) makes them better suited to this task. We refer to the variant of our method based

on these as cFlow (conditional Flow). INNs have several properties that make them appealing

for unsupervised representation learning. The focus of our approach is on creating invariant

representations that preserve the non-sensitive information maximally, with only knowledge of 𝑠

and not of the target 𝑦, while at the same time having the ability to easily probe what has been

learnt.

Our contribution is thus two-fold: 1) We propose a simple approach to generating represent-

ations that are invariant to a feature 𝑠, while having the benefit of interpretability that comes

with being in the data domain. We call our model NIFR (Null-sampling for Interpretable and Fair

Representations). 2) We explore a setting where the labelled training set suffers from varying

levels of sampling bias, demonstrating an approach based on transferring information from a more

diverse representative set, with guarantees of the non-spurious information being preserved.

6.3 Background

6.3.1 Learning fair representations.

Given a sensitive attribute 𝑠 (for example, gender or race) and inputs 𝑥, a fair representation

𝑧 of 𝑥 is then one for which 𝑧 ⟂ 𝑠 holds, while ideally also being predictive of the class label

𝑦. Zemel et al. (2013) was the first to propose the learning of fair representations which allow

for transfer to new classification tasks. More recent methods are often based on variational

autoencoders (VAEs) (Kingma and Welling, 2014; Edwards and Storkey, 2016; Louizos et al., 2016;

Beutel et al., 2017). The achieved fairness of the representation can be measured with various
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fairness metrics. These measure, however, usually how fair the predictions of a classifier are and

not how fair a representation is.

The appropriate measure of fairness for a given task is domain-specific (Liu et al., 2019) and

there is often not a universally accepted measure. However, Demographic Parity is the most

widely used (Edwards and Storkey, 2016; Louizos et al., 2016; Beutel et al., 2017). Demographic

Parity demands ̂𝑦 ⟂ 𝑠 where ̂𝑦 refers to the predictions of the classifier. In the context of fair

representations, we measure the Demographic Parity of a downstream classifier, 𝑓 (⋅), which is

trained on the representation 𝑧, i.e. 𝑓∶ 𝑍 → �̂�.

A core principle of all fairness methods is the accuracy-fairness trade-off. As previously stated,

the fair representation should be invariant to 𝑠 (→ fairness) but still be predictive of 𝑦 (→ accuracy).

These desiderata cannot, in general, be simultaneously satisfied if 𝑠 and 𝑦 are correlated.

The majority of existing methods for fair representations also make use of 𝑦 labels during

training, in order to ensure that 𝑧 remains predictive of 𝑦. This aspect can, in theory, be removed

from the methods, but then there is no guarantee that information about 𝑦 is preserved (Louizos

et al., 2016).

6.3.2 Learning fair, transferrable representations

In addition to producing fair representations, Madras et al. (2018a) want to ensure the repres-

entations are transferrable. Here, an adversary is used to remove sensitive information from a

representation 𝑧. Auxiliary prediction and reconstruction networks, to predict class label 𝑦 and

reconstruct the input 𝑥 respectively, are trained on top of 𝑧, with 𝑠 being ancillary input to the

reconstruction.

Also related is Creager et al. (2019) who employ a FactorVAE (Kim and Mnih, 2018) regularised

for fairness. The idea is to learn a representation that is both disentangled and invariant to multiple

sensitive attributes. This factorisation makes the latent space easily manipulable such that the

different subspaces can be freely removed and composed at test time. Zeroing out the dimensions

or replacing them with independent noise imparts invariance to the corresponding sensitive

attribute. This method closely resembles ours when we use an invertible encoder. However,

the emphasis of our approach is on interpretability, information-preservation, and coping with

sampling bias - especially extreme cases where |supp(𝑆𝑡𝑟 × 𝑌𝑡𝑟)| < |supp(𝑆𝑡𝑒 × 𝑌𝑡𝑒)|.
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Attempts were made by Quadrianto et al. (2019) prior to this work to learn fair representations

in the data domain in order to make it interpretable and transferable. In their work, the input is

assumed to be additively decomposable in the feature space into a fair and unfair component,

which together can be used by the decoder to recover the original input. This allows us to examine

representations in a human-interpretable space and confirm that the model is not learning a

relationship reliant on a sensitive attribute. Though a first step in this direction, we believe such

a linear decomposition is not sufficiently expressive to fully capture the relationship between the

sensitive and non-sensitive attributes. Our approach allows for the modelling of more complex

relationships.

6.3.3 Learning in the presence of spurious correlations

Strong spurious correlations make the task of learning a robust classifier challenging: the classifier

may learn to exploit correlations unrelated to the true causal relationship between the features

and label, and thereby fail to generalise to novel settings. This problem was recently tackled

by Kim et al. (2019) who apply a penalty based on the mutual information between the feature

embedding and the spurious variable. While the method is effective under mild biasing, we show

experimentally that it is not robust to the range of settings we consider.

Jacobsen et al. (2019) explore the vulnerability of traditional neural networks to spurious

variables – e.g., textures, in the case of ImageNet (Geirhos et al., 2019) – and propose a INN-based

solution akin to ours. The INN’s encoding is split such that one partition, 𝑧𝑏 is encouraged to be

predictive of the spurious variable while the other serves as the logits for classification of the

semantic label. Information related to the nuisance variable is ‘pulled out’ of the logits as a result

of maximising log 𝑝(𝑠|𝑧𝑛). This specific approach, however, is incompatible with the settings we

consider, due to its requirement that both 𝑠 and 𝑦 be available at training time.

Viewing the problem from a causal perspective, Arjovsky et al. (2019) develop a variant of

empirical risk minimisation called invariant risk minimisation (IRM). The goal of IRM is to train

a predictor that generalises across a large set of unseen environments; because variables with

spurious correlations do not represent a stable causal mechanism, the predictor learns to be

invariant to them. IRM assumes that the training data is not iid but is partitioned into distinct

environments, 𝑒 ∈ 𝐸. The optimal predictor is then defined as the minimiser of the sum of the

empirical risk 𝑅𝑒 over this set. In contrast, we assume possession of only a single source of labelled,
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(a) cFlow model.
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(b) cVAE model.

Figure 6.1: Training procedure for our models. 𝑥: input, 𝑠: sensitive attribute, 𝑧𝑢: de-biased representation,
𝑥𝑢: de-biased version of the input in the data domain. The red bar indicates a gradient reversal
layer, and 0 the null-sampling operation.

albeit spuriously-correlated, data, but that we have a second source of data that is free of spurious

correlations, with the benefit being that it only needs to be labelled with respect to 𝑠.

6.4 Interpretable Invariances by Null-Sampling

6.4.1 Problem Statement

We assume we are given inputs 𝑥 ∈ 𝒳 and corresponding labels 𝑦 ∈ 𝒴. Furthermore, there is

some spurious variable 𝑠 ∈ 𝒮 associated with each input 𝑥 which we do not want to predict. Let

𝑋, 𝑆 and 𝑌 be random variables that take on the values 𝑥, 𝑠 and 𝑦, respectively. The fact that both

𝑦 and 𝑠 are predictive of 𝑥 implies that 𝐼 (𝑋 ; 𝑌 ), 𝐼 (𝑋 ; 𝑆) > 0, where 𝐼 (⋅; ⋅) is the mutual information.

Note, however, that the conditional entropy is non-zero: 𝐻(𝑆|𝑋) ≠ 0, i.e., 𝑆 is not completely

determined by 𝑋.

The difficulty of this setup emerges in the training set: there is a close correspondence between

𝑆 and 𝑌, such that for a model that sees the data through the lens of the loss function, the two are

indistinguishable. Furthermore, we assume that this is not the case in the test set, meaning the

model cannot rely on shortcuts provided by 𝑆 if it is to generalise from the training set.

We call this scenario where we only have access to the labels of a biasedly-sampled subpopula-

tion an aggravated fairness problem. These are not uncommon in the real-world. For instance, in
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long-feedback systems such as mortgage-approval where the demographics of the subpopulation

with observed outcomes is not representative of the subpopulation on which the model has been

deployed. In this case, 𝑠 has the potential to act as a false (or spurious) indicator of the class

label and training a model with such a dataset would limit generalisability. Let (𝑋 tr , 𝑆tr , 𝑌 tr ) then

be the random variables sampled for the training set and (𝑋 te , 𝑆te , 𝑌 te) be the random variables

for the test set. The training and test sets thus induce the following inequality for their mutual

information: 𝐼 (𝑆tr ; 𝑌 tr ) ≫ 𝐼 (𝑆te ; 𝑌 te) ≈ 0.

Our goal is to learn a representation 𝑧𝑢 that is independent of 𝑠 and transferable between

downstream tasks. Complementary to 𝑧𝑢, we refer to some abstract component of the model

that absorbs the unwanted information related to 𝑠 as ℬ, the realisation of which we define with

respect to each of the two models to be described. The requirement for 𝑧𝑢 can be expressed via

mutual information:

𝐼 (𝑧𝑢; 𝑠)
!= 0 . (6.1)

However, for the representation to be useful, we need to capture as much relevant information in

the data as possible. Thus, the combined objective function:

min
𝜃

𝔼𝑥∼𝑋[− log 𝑝𝜃(𝑥)] + 𝜆𝐼 (𝑓𝜃(𝑥); 𝑠) (6.2)

where 𝜃 refers to the trainable parameters of our model 𝑓𝜃 and 𝑝𝜃(𝑥) is the likelihood it assigns to

the data.

We optimise this loss in an adversarial fashion by playing a min-max game, in which our

encoder acts as the generative component. The adversary is an auxiliary classifier 𝑔, which

receives 𝑧𝑢 as input and attempts to predict the spurious variable 𝑠. We denote the parameters

of the adversary as 𝜙; for the parameters of the encoder we use 𝜃, as before. The objective

from equation 6.2 is then

min
𝜃∈Θ

max
𝜙∈Φ

𝔼𝑥∼𝑋[log 𝑝𝜃(𝑥) − 𝜆ℒ𝑐(𝑔𝜙(𝑓𝜃(𝑥)); 𝑠)] (6.3)

where ℒ𝑐 is the cross-entropy between the predictions for 𝑠 and the provided labels. In practice,

this adversarial term is realised with a gradient reversal layer (GRL) (Ganin et al., 2016) between

𝑧𝑢 and 𝑔 as is common in adversarial approaches (Edwards and Storkey, 2016).
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6.4.2 The Disentanglement Dilemma

The objective in equation 6.3 balances the two desiderata: predicting 𝑦 and being invariant to

𝑠. However, in the training set (𝑋 tr , 𝑆tr , 𝑌 tr ), 𝑦 and 𝑠 are so strongly correlated that removing

information about 𝑠 inevitably removes information about 𝑦. This strong correlation makes

existing methods fail under this setting. In order to even define the right learning goal, we require

another source of information that allows us to disentangle 𝑠 and 𝑦. For this, we assume the

existence of another set of samples that follow a similar distribution to the test set, but whilst

the sensitive attribute is available, the class labels are not. In reality, this is not an unreasonable

assumption, as, while properly annotated data is scarce, unlabelled data can be obtained in

abundance (with demographic information from census data, electoral rolls, etc.). Previous work

has also considered treated ‘unlabelled data’ as still having 𝑠 labels (Wick et al., 2019). We are

restricted only in the sense that the spurious correlations we want to sever are indicated in the

features. We call this the representative set, consisting of 𝑋 rep and 𝑆rep . It fulfils 𝐼 (𝑆rep ; 𝑌 rep) ≈ 0

(or rather, it would, if the class labels 𝑌 rep were available).

We now summarise the training procedure; an outline for the invertible network model (cFlow)

can be seen in figure 6.1a. First, the encoder network 𝑓 is trained on (𝑋 rep , 𝑆rep), during the first

phase. The trained network is then used to encode the training set, taking in 𝑥 and producing

the representation, 𝑧𝑢, decorrelated from the spurious variable. The encoded dataset can then

be used to train any off-the-shelf classifier safely, with information about the spurious variable

having been absorbed by some auxiliary component ℬ. In the case of the conditional VAE (cVAE)

model, ℬ takes the form of the decoder subnetwork, which reconstructs the data conditional on a

one-hot encoding of 𝑠, while for the invertible network ℬ is realised as a partition of the feature

map 𝑧 (such that 𝑧 = [𝑧𝑢, 𝑧𝑏]), given the bijective constraint. Thus, the classifier cannot take the

shortcut of learning 𝑠 and instead must learn how to predict 𝑦 directly. Obtaining the 𝑠-invariant

representations, 𝑥𝑢, in the data domain is simply a matter of replacing the ℬ component of the

decoder’s input for the cVAE, and 𝑧𝑏 for cFlow, with a zero vector of equivalent size. We refer to

this procedure used to generate 𝑥𝑢 as null-sampling (here, with respect to 𝑧𝑏).

Null-sampling resembles the annihilation operation described in Xiao et al. (2018), however

we note that the two serve very different roles. Whereas the annihilation operation serves as a

regulariser to prevent trivial solutions (similar to Jaiswal et al., 2018a), null-sampling is used to

generate the invariant representations post-training.
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6.4.3 Conditional Decoding

We first describe a VAE-based model similar to that proposed in Madras et al. (2018a), before

highlighting some of its shortcomings that motivate the choice of an invertible representation

learner.

The model takes the form of a class conditional 𝛽-VAE (Higgins et al., 2017), in which the

decoder is conditioned on the spurious attribute. We use 𝜃𝑒𝑛𝑐, 𝜃𝑑𝑒𝑐 ∈ 𝜃 to denote the parameters

of the encoder and decoder sub-networks, respectively. Concretely, the encoder component

performs the mapping 𝑥 → 𝑧𝑢, while ℬ is instantiated as the decoder, ℬ ≔ 𝑝𝜃𝑑𝑒𝑐(𝑥|𝑧𝑢, 𝑠), which

takes in a concatenation of the learned non-spurious latent vector 𝑧𝑢 and a one-hot encoding

of the spurious label 𝑠 to produce a reconstruction of the input �̂�. Conditioning on a one-hot

encoding of 𝑠, rather than a single value, as done in Madras et al. (2018a) is the key to visualising

invariant representations in the data domain. If 𝐼 (𝑧𝑢; 𝑠) is properly minimised, the decoder can only

derive its information about 𝑠 from the label, thereby freeing up 𝑧𝑢 from encoding the unwanted

information while still allowing for reconstruction of the input. Thus, by feeding a zero-vector to

the decoder we achieve �̂� ⟂ 𝑠. The full learning objective for the cVAE is given as

ℒcVAE =𝔼𝑞𝜃𝑒𝑛𝑐(𝑧𝑢,𝑏|𝑥)
[log 𝑝𝜃𝑑𝑒𝑐(𝑥|𝑧, 𝑏) − log 𝑝𝜃𝑑𝑒𝑐(𝑠|𝑧𝑢)]

− 𝛽𝐷𝐾𝐿(𝑞𝜃𝑒𝑛𝑐(𝑧𝑢|𝑥)‖𝑝(𝑧𝑢))
(6.4)

where 𝛽 is a hyperparameter that determines the trade-off between reconstruction accuracy and

independence constraints, and 𝑝(𝑧𝑢) is the prior imposed on the variational posterior. For all our

experiments, 𝑝(𝑧𝑢) is realised as an Isotropic Gaussian. figure 6.1b summarises the procedure as a

diagram.

While we show this setup can indeed work for simple problems, as Madras et al. (2018a) before

us have, we show that it lacks scalability due to disagreement between the components of the loss.

Since information about 𝑠 is only available to the decoder as a binary encoding, if the relationship

between 𝑠 and 𝑥 is highly non-linear and cannot be summarised by a simple on/off mechanism, as

is the case if 𝑠 is an attribute such as gender, off-loading information to the decoder by conditioning

is no longer possible. As a result, 𝑧𝑢 is forced to carry information about 𝑠 in order to minimise

the reconstruction error.

The obvious solution to this is to allow the encoder to store information about 𝑠 in a partition of

the latent space as in Creager et al. (2019). However, we question whether an autoencoder (AE) is
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the best choice for this setup, with the view that an invertible model is the better tool for the task.

Using an invertible model has several guarantees, namely complete information-preservation and

freedom from a reconstruction loss, the importance of which we elaborate on below.

6.4.4 Conditional Flow

Invertible Neural Networks. Invertible neural networks are a class of neural network ar-

chitecture characterised by a bijective mapping between their inputs and output (Dinh et al.,

2014). The transformations are designed such that their inverses and Jacobians are efficiently

computable. These flow-based models permit exact likelihood estimation (Rezende and Mohamed,

2015) through the warping of a base density with a series of invertible transformations and

computing the resulting, highly multi-modal, but still normalised, density, using the change of

variable theorem:

log 𝑝(𝑥) = log 𝑝(𝑧) +∑ log |det (
dℎ𝑖
ℎ𝑖−1

)| , 𝑝(𝑧) = 𝒩 (𝑧; 0, 𝕀) (6.5)

where ℎ𝑖 refers to the outputs of the layers of the network and 𝑝(𝑧) is the base density, specifically

an Isotropic Gaussian in our case. Training of the invertible neural network is then reduced to

maximising log 𝑝(𝑥) over the training set, i.e. maximising the probability the network assigns to

samples in the training set.

The Benefits of Bijectivity. Using an invertible network to generate our encoding, 𝑧𝑢, carries

a number of advantages over other approaches. Ordinarily, the main benefit of flow-based models

is that they permit exact density estimation. However, since we are not interested in sampling

from the model’s distribution, in our case the likelihood term serves as a regulariser, as it does for

Jacobsen et al. (2018). Critically, this forces the mean of each latent dimension to zero enabling null-

sampling. The invertible property of the network guarantees the preservation of all information

relevant to 𝑦 which is independent of 𝑠, regardless of how it is allocated in the output space.

Secondly, we conjecture that the encodings are more robust to out-of-distribution data. Whereas

an autoencoder (AE) could map a previously seen input and a previously unseen input to the

same representation, an invertible network sidesteps this due to the network’s bijective property,
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ensuring all relevant information is stored somewhere. This opens up the possibility of transfer

learning between datasets with a similar manifestation of 𝑠, as we demonstrate in section 6.7.8.

Under our framework, the invertible network 𝑓 maps the inputs 𝑥 to a representation 𝑧𝑢:

𝑓 (𝑥) = 𝑧. We interpret the embedding 𝑧 as being the concatenation of two smaller embeddings:

𝑧 = [𝑧𝑢, 𝑧𝑏]. The dimensionality of 𝑧𝑏, and 𝑧𝑢, by complement, is a free parameter (see section 6.7.4

for tuning strategies). As 𝑓 is invertible, 𝑥 can be recovered like so:

𝑥 = 𝑓 −1([𝑧𝑢, 𝑧𝑏]) (6.6)

where 𝑧𝑏 is required for equality of the output dimension and input dimension to satisfy the

bijectivity of the network – we cannot output 𝑧𝑢 alone, but have to output 𝑧𝑏 as well. In order

to generate the pre-image of 𝑧𝑢, we perform null-sampling with respect to 𝑧𝑏 by zeroing-out the

elements of 𝑧𝑏 (such that 𝑥𝑢 = 𝑓 −1([𝑧𝑢, 0])), i.e. setting them to the mean of the prior density,

𝒩 (𝑧; 0, 𝐼 ).

How can we be sure that 𝑧𝑢 contains enough information about 𝑦? The importance of the

invertible architecture bears out from this consideration. As long as 𝑧𝑏 does not contain the

information about 𝑦, 𝑧𝑢 necessarily must. We can raise or lower the information capacity of 𝑧𝑏 by

adjusting its size; this should be set to the smallest size sufficient to capture all information about

𝑠, so as not to sacrifice class-relevant information. section 6.7.3 explores the effects of the size

further.

6.5 Experiments

We present experiments to demonstrate that the null-sampled representations are in fact invariant

to 𝑠 while still allowing a classifier to predict 𝑦 from them. We run our cVAE and cFlow models

on the coloured MNIST (cMNIST) and CelebA dataset, which we artificially bias, first describing

the sampling procedure we follow to do so for non-synthetic datasets. As baselines we have

the model of Kim et al. (2019) (Ln2L) and the same CNN used to evaluate the cFlow and cVAE

models but with the unmodified images as input (CNN). For the cFlow model we adopt a Glow-like

architecture (Kingma and Dhariwal, 2018), while both subnetworks of the cVAE model comprise

gated convolutions (Oord et al., 2016), where the encoding size is 256. For cMNIST, we construct

the Ln2L baseline according to its original description, for CelebA, we treat it as an augmentation
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Figure 6.2: Performance of our model for different targets (mixing factor 𝜂 = 0). Left: Smiling as target,
right: high cheekbones. DP diff measures fairness with respect to demographic parity. A
perfectly fair model has a DP diff of 0.
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Figure 6.3: Performance of our model for the target ‘smiling’ for different mixing factors 𝜂. DP diff measures
fairness with respect to demographic parity. A perfectly fair model has a DP diff of 0, thus
the closer to top-left the better it is in terms of we accuracy-fairness trade-off. Only values
𝜂 = 0 and 𝜂 = 1 correspond to the scenario of a strongly biased training set. The results for
0.1 ≤ 𝜂 ≤ 0.9 are to confirm that our model does not harm performance for non-biased training
sets.

of the baseline CNN’s objective function. Detailed information regarding model architectures can

be found in section 6.7.1 and section 6.7.4.1

6.5.1 Synthesising Dataset Bias

For our experiments, we require a training set that exhibits a strong spurious correlation, together

with a test set that does not. For cMNIST, this is easily satisfied as we have complete control over

the data generation process. For CelebA and UCI Adult, on the other hand, we have to generate

the split from the existing data. To this end, we first set aside a randomly selected portion of the

1 The code can be found at https://github.com/predictive-analytics-lab/nifr.
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Figure 6.4: Accuracy of our approach in comparison with other baseline models on the cMNIST dataset,
for different standard deviations (𝜎) for the colour sampling.

dataset from which to sample the biased dataset The portion itself is then split further into two

parts: one in which (𝑠 = −1 ∧ 𝑦 = −1) ∨ (𝑠 = +1 ∧ 𝑦 = +1) holds true for all samples, call this part

𝒟𝑒𝑞, and the other part, call it 𝒟𝑜𝑝𝑝, which contains the remaining samples. To investigate the

behaviour at different levels of correlation, we mix these two subsets according to a mixing factor

𝜂. For 𝜂 ≤ 1
2 , we combine (all of) 𝒟𝑒𝑞 with a fraction of 2𝜂 from 𝒟𝑜𝑝𝑝. For 𝜂 >

1
2 , we combine (all

of) 𝒟𝑜𝑝𝑝 and a fraction of 2(1 − 𝜂) from 𝒟𝑒𝑞. Thus, for 𝜂 = 0, the biased dataset is just 𝒟𝑒𝑞, for

𝜂 = 1 it is just 𝒟𝑜𝑝𝑝 and for 𝜂 = 1
2 the biased dataset is an ordinary subset of the whole data. The

test set is simply the data remaining from the initial split.

6.5.2 Evaluation protocol

We evaluate our results in terms of accuracy and fairness. A model that perfectly decouples its

predictions from 𝑠 will achieve near-uniform accuracy across all biasing-levels. For binary 𝑠/𝑦

we quantify the fairness of a classifier’s predictions using demographic parity (DP): the absolute

difference in the probability of a positive prediction for each sensitive group.

6.5.3 Experimental results

We report the results from two image datasets. cMNIST, a synthetic dataset, is a good starting

point for evaluating our model due to the direct control we have over the biasing. CelebA, on the

other hand, is a more practical and challenging example. We also test our method on a tabular

dataset, the Adult dataset.
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(a) Samples from the cMNIST train-
ing set, 𝜎 = 0.

(b) 𝑥𝑢 null-samples from the cFlow
model.

(c) 𝑥𝑏 null-samples from the cFlow
model.

Figure 6.5: Sample images from the coloured MNIST dataset problem with 10 predefined mean colours.
(a): Images from the spuriously correlated subpopulation where colour is a reliable signal of
the digit class-label. (b-c): Results of running our approach realised with cFlow on the cMNIST
dataset. The model learns to retain the shape of the digit shape while removing the relationship
with colour. A downstream classifier is now less prone to exploiting correlations between colour
and the digit label class.

cMNIST. The coloured MNIST (cMNIST) dataset is a variant of the MNIST dataset in which

the digits are coloured. In the training set, the colours have a one-to-one correspondence with

the digit class. In the test set (and the representative set), colours are assigned randomly. The

colours are drawn from Gaussians with 10 different means. We follow the colourisation procedure

outlined by Kim et al. (2019), with the mean colour values selected so as to be maximally dispersed.

The full list of such values can be found in section 6.7.5. We produce multiple variants of

the cMNIST dataset corresponding to different standard deviations 𝜎 for the colour sampling:

𝜎 ∈ {0.00, 0.01, ..., 0.05}.

For this specific dataset, we can establish an additional baseline by simply grey-scaling the

dataset which only leaves the luminosity as spurious information. We also evaluate the model,

with all the associated hyperparameters, from Kim et al. (2019). The only difference between the

setups is the dataset creation, including the range of 𝜎 values we consider. Our versions of the

dataset, on the whole, exhibit much stronger colour bias, to the point of the mapping the digit’s

colour and class being bijective. figure 6.4 shows that the model significantly underperforms even

the naïve baseline, aside from at 𝜎 = 0, where they are on par.

Inspection of the null-samples shows that both the cVAE and cFlow model succeed in removing

almost all colour information, which is supported quantitatively by figure 6.4, and qualitatively by

figure 6.5. While the cVAE outperforms cFlow marginally at low 𝜎 values, performance degrades

as this increases. This highlights the problems with the conditional decoder we anticipated in

section 6.4.3. The lower 𝜎, and therefore the variation in sampled colour, is, the more reliably the
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𝑠 label, corresponding to the mean of RGB distribution, encodes information about the colour.

For higher 𝜎 values, the sampled colours can deviate far from the mean and so the encoder must

incorporate information about 𝑠 into its representation if it is to minimise the reconstruction loss.

cFlow, on the other hand, is consistent across 𝜎 values.

CelebA. To evaluate the effectiveness of our framework on real-world image data we use

the CelebA dataset (Liu et al., 2015), consisting of 202,599 celebrity images. These images are

annotated with various binary physical attributes, including ‘gender’, ‘hair colour’, ‘young’, etc,

from which we select our sensitive and target attributes. The images are centre cropped and

resized to 64 × 64, as is standard practice. For our experiments, we designate ‘gender’ as the

sensitive attribute, and ‘smiling’ and ‘high cheekbones’ as target attributes. We chose gender as

the sensitive attribute as it a common sensitive attribute in the fairness literature. For the target

attributes, we chose attributes that are harder to learn than gender and which do not correlate too

strongly with gender in the dataset (‘wearing lipstick’ for example being an attribute too closely

correlated with gender). The model is trained on the representative set (normal subset of CelebA)

and is then used to encode the artificially biased training set and the test set. The results for the

most strongly biased training set (𝜂 = 0) can be found in figure 6.2. Our method outperforms the

baselines in accuracy and fairness.

We also assess performance for different mixing factors (𝜂) which correspond to varying

degrees of bias in the training set (see figure 6.3). This is to verify that the model does not harm

performance when there is not much bias in the training set. For these experiments, the model

is trained once on the representative set and is then used to encode different training sets. The

results show that for the intermediate values of 𝜂, our model incurs a small penalty in terms of

accuracy, but at the same time makes the results fairer (corresponding to an accuracy-fairness

trade-off). Qualitative results can be found in figure 6.6 (images from cVAE can be found in

section 6.7.7).

To show that our method can handle multinomial, as well as binary, sensitive attributes, we

also conduct experiments with 𝑠 = hair colour as a ternary attribute (‘Blonde’, ‘Black’, ‘Brown’),

excluding ‘Red’ because of the paucity of samples and the noisiness of their labels. The results for

these experiments can be found in section 6.7.3.
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(a) Original images. (b) 𝑥𝑢 null-samples from the cFlow
model.

(c) 𝑥𝑏 null-samples from the cFlow
model.

Figure 6.6: CelebA null-samples learned by our cFlow model, with gender as the sensitive attribute. (a)
The original, untransformed samples from the CelebA dataset (b) Reconstructions using only
information unrelated to 𝑠. (c) Reconstruction using only information related to ¬𝑠. The model
learns to disentangle gender from the non-gender related information. Note that some attributes
like skin tone seem to change along with gender due to the correlation between the attributes.
This is especially visible in images (1,1) and (3,2). Only because our representations are produced
in the data-domain can we easily spot such instances of entanglement.

Results for the UCI Adult dataset. The UCI Adult dataset consists of census data and is

commonly used to evaluate models focused on algorithmic fairness. Following convention, we

designate ‘gender’ as the sensitive attribute 𝑠 and whether an individual’s salary is $50,000 or

greater as 𝑦. We show the performance of our approach in comparison to baseline approaches

in figure 6.7. We evaluate the performance of all models for mixing factors (𝜂) 0 and 1. Results

shown in figure 6.7 show that we match or exceed the baseline. In terms of fairness metrics, our

approach generally outperforms the baseline models for both of 𝜂. Detailed results can be found

in section 6.7.3.
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Figure 6.7: Results for the Adult dataset. The 𝑥-axis corresponds to the difference in positive rates. An
ideal result would occupy the top-left.
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We also did experiments to show that the encoder transfers to other tasks. These transfer-

learning experiments can be found in section 6.7.8.

6.6 Conclusion

We have proposed a general and straightforward framework for producing invariant repres-

entations, under the assumption that a representative but partially-labelled representative set

is available. Training consists of two stages: an encoder is first trained on the representative

set to produce a representation that is invariant to a designated spurious feature. This is then

used as input for a downstream task-classifier, the training data for which might exhibit extreme

bias with respect to that feature. We train both a VAE- and INN-based model according to this

procedure, and show that the latter is particularly well-suited to this setting due to its losslessness.

The design of the models allows for representations that are in the data domain and therefore

exhibit meaningful invariances. We characterise this for synthetic as well as real-world datasets

for which we develop a method for simulating sampling bias.
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6.7 Appendix

6.7.1 Model Architectures

For both cMNIST and CelebA we parameterise the coupling layers with the same convolutional

architecture as in Kingma and Dhariwal (2018), consisting of 3 convolutional layers each with 512

filters of, in order, sizes 3 × 3, 1 × 1, and 3 × 3. Following Ardizzone et al. (2019), we Xavier initialise

all but the last convolutional layer of the 𝑠 and 𝑡 sub-networks which itself is zero-initialised

so that the coupling layers begin by performing an identity transform. We used a Glow-like

architecture (Kingma and Dhariwal, 2018) (affine coupling layers together with checkerboard
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Table 6.1: INN architecture used for each dataset.

Dataset Levels Level depth Coupl. chan. Input to discr.

UCI Adult 1 1 35 Null-samples
cMNIST 3 16 512 Encodings
CelebA 3 32 512 Encodings

Table 6.2: cVAE encoder architecture used for each dataset. The decoder architecture in each case mirrors
that of its encoder counterpart through use of transposed convolutions. For the adult dataset we
apply ℓ2 and cross-entropy losses to the reconstructions of the continuous features and discrete
features, respectively.

Dataset Initial channels Levels 𝛽 Recon. loss

UCI Adult 35 – 0 ℓ2 + CE
cMNIST 32 4 0.01 ℓ2
CelebA 32 5 1 ℓ1

reshaping and invertible 1 × 1 convolutions) for the convolutional INNs. Table 6.1 summarises the

INN architectures used for each dataset.

For the image datasets each level of the cVAE encoder consists of two gated convolutional

layers (Oord et al., 2016) with ReLU activation. At each subsequent level, the number of filters is

doubled, starting with an initial value 32 and 64 in the case of CelebA and cMNIST respectively.

In the case of the Adult dataset, we use an encoder with one fully-connected hidden layer of

width 35, followed by SeLU activation (Klambauer et al., 2017). For both cMNIST and CelebA,

we downsample to a feature map with spatial dimensions 8 × 8, but with 3 and 16 channels

respectively. For the Adult dataset, the encoding is a vector of size 35. The output layer specifies

both the parameters (mean and variance) of the representation’s distribution. In all cases the KL-

divergence is computed with respect to a standard isotropic Gaussian prior. Details of the encoder

architectures can be found in table 6.2. The loss pre-factors were sampled from a logarithmic

scale; without proper balancing the networks can exhibit instability, especially during the early

stages of training.

6.7.2 Instructions for potential users

The first question a potential user has to ask themselves is whether the method is a good fit: is

the problem that the user faces one of strong spurious correlation and is there non-spurious data

available that has labels for the spurious variable? To investigate the first part of the question,

the user should first try to train a standard neural network classifier and observe the test-set
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performance. Furthermore, one should check whether the spurious variable can be removed with

data augmentations alone.

If the features of the data are categorical instead of continuous, it is best to first produce

a continuous representation with an autoencoder. This step only has to be done once at the

beginning.

The next question is whether to use the cFlow or cVAE variant of the method. For initial

experiments, we would recommend the cVAE model as it is quicker to train, and will lead to

shorter feedback cycles when validating the code. If the computational budget allows it, we would

recommend switching to the cFlow model once cVAE is working as it provides better guarantees

regarding the retention of information from the input data.

For choosing the network architecture, the only advice we have is to look at what architectures

other people have used for similar data. Note, however, that encoder-decoder architectures usually

differ in some ways from classification architectures, due to their different goals: the goal of the

former is primarily to compress and disentangle, while the latter aims to discard information

unrelated to the prediction task. As such, certain layer types, like pooling layers and batch

normalisation, are only suitable for classifiers and not encoder-decoders. For the Invertible Neural

Network (INN) architecture, the most import advice is to keep in mind that each individual layer

is much less expressive than non-invertible layers, and so the number of layers required in INNs is

much higher. However, the number also should not be too high or the model will overfit. It is

likely that the architecture needs to be adapted during training. See also section 6.7.4 and the

code we published alongside this paper to get inspiration for architectures.

During training, the user should mostly keep an eye on two variables: the reconstruction

loss and the degree of invariance of 𝑧𝑢 w.r.t. 𝑠, which can either be gleaned from looking at

reconstructions of 𝑧𝑢 or from computing the accuracy of a downstream classifier trained on

𝑧𝑢. The information inherent in the reconstruction loss can also be obtained by looking at full

reconstructions of 𝑧. If the reconstruction loss does not go down during training, some possible

reasons are: the dimension of the representation is too small, the reconstruction loss weight is

too small or the network just needs to be trained for longer. If the degree of invariance does not

increase during training, some possible reasons are: the network is not expressive enough (e. g.

not deep enough) to disentangle 𝑧𝑢 and 𝑧𝑏, the adversary is not powerful enough, the adversarial

loss weight is too small or the network just needs to be trained for longer.
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For INN training, there is the additional complication that it can become non-invertible due to

numerical problems (e. g. division by zero). If this happens, the losses will quickly diverge and

further training will become pointless. See section 6.7.6 for some ways of preventing this.

6.7.3 Additional results

Detailed results for UCI Adult dataset. This census data is commonly used to evaluate

models focused on algorithmic fairness. Following convention, we designate ‘gender’ as the 𝑠

and whether an individual’s salary is $50,000 or greater as 𝑦. We show the performance of our

approach in comparison to baseline approaches in figure 6.8. We evaluate the performance of all

models for mixing factors (𝜂) of value {0, 0.1, ..., 1}. Results shown in figure 6.8 show that whilst

our model fails to surpass the baseline models in terms of accuracy for the balanced case (and

those close to it), we match or exceed the baseline as 𝜂 moves the dataset to a more imbalanced

setting. In terms of fairness metrics, our approach generally outperforms the baseline models

regardless of 𝜂.
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Figure 6.8: Results for the Adult dataset. The 𝑥-axis corresponds to the difference in positive rates. An
ideal result would occupy the top-left.

Multinomial sensitive attributes. In addition to binary sensitive attribute 𝑠, we also invest-

igate multinomial 𝑠 in the CelebA dataset. First, we do experiments with hair colour, where 𝑠
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Figure 6.9: For hair colour, 𝑠 takes on the values Blond, Brown and Black. For age+gender, 𝑠 takes on the
values Young/Female, Young/Male, Old/Female and Old/Male.

Table 6.3: Results on the CelebA dataset with different sizes of 𝑧𝑏.

|𝑧𝑏| |𝑧𝑏|/|𝑧| Accuracy DP diff

1 0.0082% 0.60 0.63
3 0.0245% 0.60 0.63
5 0.0410% 0.84 0.12
10 0.0820% 0.84 0.12
30 0.2442% 0.74 0.23
50 0.4070% 0.68 0.27

has three possible values: blond hair, brown hair and black hair. The other experiment is with a

combination of age and gender, where 𝑠 has four possible values, each of which is a combination

of a gender and an age: Young/Female, Young/Male, Old/Female and Old/Male. To evaluate the

fairness for multinomial 𝑠, we use the Hirschfeld-Gebelein-Rényi Maximum Correlation Coeffi-

cient (HGR) (Mary et al., 2019) that is defined on the domain [0, 1] and gives HGR(𝑌 , 𝑆) = 0 iff

𝑌 ⟂ 𝑆 and 1 if there is a deterministic function to map between them. Results can be found in

figure 6.9.

Investigation into the size of 𝑧𝑏. In the cFlow model, the size of 𝑧𝑏 is an important

hyperparameter which can affect the result significantly. Here we investigate the sensitivity of

the model to the choice of 𝑧𝑏 size. Table 6.3 shows accuracy and fairness (as measured by DP

diff ) for different sizes of 𝑧𝑏. The results show that both too large and too small 𝑧𝑏 is detrimental.

However, they also show that the model is not overly sensitive to this parameter: both sizes 5 and

10 achieve nearly identical results.
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Table 6.4: Additional fairness metrics for the experiments on the CelebA dataset (figure 6.3 from the main
text). TPR diff. refers to the difference in true positive rate. TNR diff. refers to the difference in
true negative rate. Left: 𝜂 = 0. Right: 𝜂 = 1.

Method Accuracy DP diff TPR diff TNR diff

cFlow 0.83 0.10 0.15 0.25
cVAE 0.82 0.05 0.09 0.18
CNN 0.61 0.63 0.70 0.64
Ln2L 0.52 0.00 0.00 0.00

Method Accuracy DP diff TPR diff TNR diff

cFlow 0.82 0.33 0.28 0.21
cVAE 0.81 0.16 0.10 0.05
CNN 0.67 0.75 0.66 0.76
Ln2L 0.51 0.08 0.06 0.09

Additional fairness metrics. In addition to DP diff, we report here the result from other

fairness measures. These results are from the same setup as those reported in the main paper.

We report the difference in true positive rates (TPRs) between the two groups (male and female),

which corresponds to a measure of Equality of Opportunity, and the difference in true negative

rates (TNRs) between the two groups.

6.7.4 Optimisation Details

All our models were trained using the RAdam optimiser (Liu et al., 2020) with learning rates

3 × 10−4 and 1 × 10−3 for the encoder/discriminator pair and classifier respectively. A batch size

of 128 was used for all experiments.

We now detail the optimisation settings, including the choice of adversary, specific to each

dataset. Details of the cVAE and cFlow architectures can be found in table 6.2 and table 6.1,

respectively.

UCI Adult. For this dataset our experiment benefited from using null-samples as inputs to

the adversary of the cFlow model. Unlike for the image datasets, we found a single adversary

to be sufficient. This was realised as a multi-layer perceptron (MLP) with one hidden layer, 256

units wide. The INN performs a bijection of the form 𝑓 ∶ ℝ𝑛 → ℝ𝑛. However, the adult dataset is

composed of mostly discrete (binary/categorical) features. To achieve good performance, we found

it necessary to first pre-process the inputs with a pretrained autoencoder, using its encodings

as the input to the cFlow model, as well as to the adversary. The learned representations were

evaluated with a logistic regression model from scikit-learn (Pedregosa et al., 2011), using the

standard settings. All baseline models were trained for 200 epochs. The Ln2L (Kim et al., 2019)

and MLP baselines share the architecture of the cVAE’s encoder, only with a classification layer

affixed.
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Coloured MNIST. Each level of the architecture used for the downstream classifier and naïve

baseline alike consists of two convolutional layers, each with kernel size 3 and followed by Batch

Norm (Ioffe and Szegedy, 2015) and ReLU activation. For the Ln2L baseline, we use an a setup

identical to that described in Kim et al. (2019). Each level has twice the number of filters in

its convolutional layer and half the spatial input dimensions as the last. The original input is

downsampled to the point of the output being reduced to a vector, to which a fully-connected

classification layer is applied.

To allow for an additional level in the INN (the downsampling operations requiring the number

of spatial dimensions to be even), the data was zero-padded to a size of 32 × 32. The cVAE and

cFlow models were trained for 50 and 200 epochs respectively, using ℓ2 reconstruction loss for

the former. The downstream classifier and all baselines were trained for 40 epochs. For both

of our models, an ensemble of 5 adversaries was applied to the encodings, with each member

taking the form of a fully-connected ResNet, 2 blocks in depth, with SeLU activation (Klambauer

et al., 2017). The adversaries were reinitialised independently with probability 0.2 at the end of

each epoch. While the adversaries could equally well take null-samples as input, as done for the

Adult dataset, doing so requires the performing of both forward and inverse passes each iteration,

which, for the convolutional INNs of the depths we require for the image datasets, introduces a

large computational overhead, while also showing to be the less stable of the two approaches in

our preliminary experiments.

CelebA. The downstream classifier and naïve baseline take the same form as described above

for cMNIST, but with an additional level with 32 filters in each of its convolutions at the top of the

network. For this dataset we adapt the Ln2L model by simply considering it as an augmentation

the naïve baseline’s objective function, with the entropy loss applied to the output of the final

convolutional layer. These models were again trained for 40 epochs, which we found to be

sufficient for convergence for the tasks in question. The cVAE and cFlow models were respectively

trained for 100 epochs and 30 epochs, using ℓ1 reconstruction loss for the former. Compared with

cMNIST, the size of the adversarial ensemble was increased to 10, the reinitialisation probability

to 0.33, but no changes were made to the architectures of its members.

The Pitfalls of Adversarial Training. Adversarial learning has become one of the go-to

methods for enforcing invariance in fair representation learning (Ganin et al., 2016) with MMD
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(Louizos et al., 2016) and HSIC (Quadrianto et al., 2019), being popular non-parametric alternatives.

Ganin et al. (2016) proposed adversarial learning for domain adaptation problems, with Edwards

and Storkey (2016) soon after making this and learning a representation promoting demographic

parity. The adversarial approach carries the benefits of being both efficient and scalable to

multi-class categorical variables, which many sensitive attributes are in practice, whereas the

non-parametric methods only permit pair-wise comparison.

However, when realised as a neural network, the adversary is both sensitive to the values of

the inputs as well as their ordering (though exchangeable architectures, such as Zaheer et al.

(2017) do exist, but which sacrifice expressiveness). Thus, it can happen that the representation

learner optimises for the surrogate objective of eluding the adversary rather than the real objective

of expelling 𝑠-related information. Moreover, the non-stationarity of the dynamics can lead to

cyclic-equilibria, irrespective of the capacity of the adversary.

When working with a partitioned latent space, this behaviour can be averted by instead

encouraging 𝑧𝑏 to be predictive of 𝑠, acting as a kind of information ‘sink’, as in Jacobsen et al.

(2018). However, this does not have the guarantee of making 𝑧𝑢 invariant to 𝑠 - there are often

many indicators for 𝑠, not all of which are needed to predict the label perfectly. Training the

network to convergence before taking each gradient step with the representation learner is one

way one to attempt to tame the unstable minimax dynamics (Feng et al., 2019). However, this

does not prevent the emergence of the aforementioned cyclicity.

We try to mitigate the aforementioned degeneracies by maintaining a diverse set of adversaries,

as has shown to be effective for GAN training (Durugkar et al., 2017), and by decorrelating the

individual trajectories by intermittently re-initialising them with some small probability following

each iteration.

Tuning the Partition Sizes. There are several ways of ensuring that the size of 𝑧𝑏 is sufficient

to capture all s dependencies, but minimal enough that information unrelated to s is maximally

preserved We adopt the straightforward search strategy of, starting from some initial guess,

calibrating the value according to accuracy attained by a classifier trained to predict 𝑠 from 𝑧𝑏

on a held-out subset of the representative set, which is measured whenever the adversarial loss

plateaus. If the accuracy is above chance level then that suggests the size of the 𝑧𝑏 partition,

|𝑧𝑏|, needs to be increased to accommodate more information about 𝑠. If the accuracy is found

to be at chance level then are two possibilities: 1) |𝑧𝑏| is already optimal; 2) |𝑧𝑏| is large enough
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Table 6.5: Mean RGB values (in practice normalised to [0, 1]) parameterising the Multivariate Gaussian
distributions from which each digit’s colour is sampled in the biased (training) dataset. In the
representative and test sets, the colour of each digit is sampled from one of the specified Gaussian
distributions at random.

Digit Colour Name Mean RGB

0 Cyan (0, 255, 255)
1 Blue (0, 0, 255)
2 Magenta (255, 0, 255)
3 Green (0, 128, 0)
4 Lime (0, 255, 0)
5 Maroon (128, 0, 0)
6 Navy (0, 0, 128)
7 Purple (128, 0, 128)
8 Red (255, 0, 0)
9 Yellow (255, 255, 0)

that it fully contains both information 𝑠 as well as that of a portion of 𝑦. If the former is true,

then perturbations around the current value allow us to confirm this; if the latter is true then

decreasing the value was indeed the correct decision.

6.7.5 Synthesising Coloured MNIST

We use a colourised version of MNIST as a controlled setting investigate learning from biased data

in the image domain. In the biased training set, each digit is assigned a unique mean RGB value

parameterising the multivariate Gaussian from which its colour is drawn. These values were

chosen to be maximally dispersed across the 8-bit colour spectrum and are listed in table 6.5. By

adjusting the standard deviation, 𝜎, of the Gaussians, we adjust the degree of bias in the dataset.

When 𝜎 = 0, there is a perfect and noiseless correspondence between colour and digit class which

a classifier can exploit. The classifier can favour the learning of the low-level spurious feature over

those higher level features constituent of the digit’s class. As the standard deviation increases, the

sampled RGB values are permitted to drift further from the mean, leading to overlap between the

samples of the colour distributions and reducing their reliability as indicators of the digit class. In

the test and representative sets alike, however, the colour of each sample is sampled from one

of the 10 distributions randomly, such that colour can no longer be leveraged as a shortcut to

predicting the digit’s class.
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(a) Original images. (b) 𝑥𝑢 null-samples generated by the
cVAE model.

(c) 𝑥𝑏 null-samples generated by the
cVAE model.

Figure 6.10: CelebA null-samples learned by our cVAE model, with gender as the sensitive attribute. (a)
The original, untransformed samples from the CelebA dataset (b) Reconstructions using only
information unrelated to 𝑠. (c) Reconstruction using only information related to ¬𝑠. The model
learns to disentangle gender from the non-gender related information. Compared with the
cFlow model, there is a severe degradation in reconstruction quality due to the model trying
to simultaneously satisfy conflicting objectives.

6.7.6 Stabilising the Coupling layers

Heuristically, we found that applying an additional nonlinear function to the scale coefficient of

the form

𝑠 = 𝜎(𝑓 (𝑢)) + 0.5 (6.7)

greatly improved the stability of the affine coupling layers. Here, 𝜎 is the logistic function,

which we shift to be centred on 1 so that zero-initialising 𝑓 results in the coupling layers initially

performing an identity-mapping.
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(a) Original images. (b) 𝑥𝑢 null-samples generated by the
cFlow model.

(c) x𝑏 null-samples generated by the
cFlow model.

Figure 6.11: CelebA null-samples learned by our cFlow model, with gender as the sensitive attribute. (a)
The original, untransformed samples from the CelebA dataset (b) Reconstructions using only
information unrelated to 𝑠. (c) Reconstruction using only information related to ¬𝑠. The
model learns to disentangle gender from the non-gender related information. Attributes such
as makeup and hair length are also often modified in the process (prime examples framed
with red) due to inherent correlations between them and the sensitive attribute, which the
interpretability of our representations allows us to easily identify.

6.7.7 Qualitative Results for CelebA

Learning a representation alongside its inverse mapping, be it approximate or exact, enables us to

probe the behaviour of the model that produced it, and any biases it may have implicitly captured

due to entanglement between the sensitive attribute and other attributes present in the data. We

highlight a few examples of such biases manifesting in the cFlow model’s CelebA null-samples

in figure 6.11. In these cases, makeup and hair style have been inadvertently modified during

the null-sampling due to the tight correlation between these two attributes and the sensitive

attribute, gender, to which we had aimed to make our representations invariant. Additionally, in

all highlighted images, the skin tone has changed: from male to gender-neutral, the skin becomes

lighter and from female to gender-neutral, the skin becomes darker; in the change from male

to gender-neutral, glasses are also often removed. As the model cannot know that the label is

meant to only refer to gender, and not to these other (correlated) attributes, the links cannot

be disentangled by the model. However, the advantage of our method is that we can at least
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identify such biases due to the interpretability that comes with the representations being in the

data domain.

6.7.8 Transfer Learning

For our method, we require a representative set which follows the same distribution as that

observed during deployment. Such a representative set might not always be available. In such a

scenario, we can resort to using a set that is merely similar to that in the deployment setting and

leverage transfer learning.

One of the advantages of using an invertible architecture over conventional, surjective ones that

we stressed in the main text is its losslessness. Since the transformations are necessarily bijective,

the information contained in the input can never be destroyed, only redistributed. This makes

such models particularly well-suited, in our minds, for transferring learned invariances: even if

the input is unfamiliar, no information should be lost when trying to transform it. This works as

long as only the information about 𝑠 ends up in the 𝑧𝑏 partition. If 𝑠 takes a form similar to that

which we pre-trained on, and can thus be correctly partitioned in the latent space, by complement

we have the information about ¬𝑠 stored in the 𝑧𝑢 partition, without presupposing similarity to

the ¬𝑠 observed during pre-training.

Transferring from mixed-NIST to MNIST. We test our hypothesis by comparing the perform-

ance of the cFlow and cVAE models pre-trained on a mixture of datasets belonging to the NIST

family, colourised in the same way as cMNIST, while the downstream train and test sets remain

the same as in the original cMNIST experiments. Specifically, we create this representative set by

sampling 24,000 images (to match the cardinality of the original representative set) from EMNIST

(letters only) (Cohen et al., 2017), FashionMNIST (Xiao et al., 2017) and KMNIST (Clanuwat et al.,

2018), in equal proportion. We use the same architectures for the cVAE and cFlow models as we

did in the non-transfer learning setting. In terms of hyperparameters, the only change made was

to the KL-divergence’s pre-factor, finding it necessary to increase it to 1 to guarantee stability.

The results for the range of 𝜎 values are shown in figure 6.12a. Unsurprisingly, the performance

of both models suffers when the representative and test sets do not completely correspond.

However, the cFlow model consistently outperforms the cVAE model, with the gap increasing

as the bias decreases. Although some colour information is retained in the cFlow null-samples,
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symptomatic of an imperfect transfer, semantic information is almost entirely retained as well.

Conversely, the cVAE is very much flawed in this respect; as can be seen in the bottom row of

figure 6.12a, for some samples, semantic information is degraded to the point of the digit’s identity

being altered. As a result of this semantic degradation, the performance of the downstream

classifier is curtailed by the noisiness of the digit’s identity and is relatively unchanging across

𝜎-values, in contrast to the monotonic improvement of that achieved on the cFlow null-samples.
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(a) Performance on cMNIST test data after pre-training on the mixed NIST
dataset.

(b) Test data input to the cFlow
model.

(c) 𝑥𝑢 null-samples generated by the
cFlow model.

(d) Test data input to the cVAE
model.

(e) 𝑥𝑢 null-samples generated by the
cVAE model.

Figure 6.12: Results for the transfer learning experiments in which the representative set consists of
colourised samples from EMNIST, KMNIST, and FashionMNIST, while the downstream dataset
remains as cMNIST. (a) Quantitative results for different 𝜎-values. (b-c) Qualitative results for
the cFlow model. (d-e) Qualitative results for the cVAE model. The qualitative results provide
comparisons of the images before (left) and after (right) null-sampling. Note that for some of
the cVAE samples, the clarity of the digits has clearly changed due to null-sampling, serving
as an explanation for the non-increasing downstream performance.
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7 D I SCUS S ION AND CONCLUS ION

…if a machine is expected to be infallible, it cannot also be intelligent.
— Lecture to the London Mathematical Society, 20 February 1947

Alan Turing

In this thesis, I have investigated the problem of developing fair representations of data that

are inherently interpretable. The purpose of this is to increase trust in machine learning (ML)

systems with the population on which they will be deployed. The intention is that by making fair

representations more interpretable, there will be higher levels of accountability in the decisions

to use and maintain them (or, indeed, a decision to not use or maintain fair representations). To

do this, I have explored three approaches based on fair representations in the data domain. These

are documented in chapters 4 to 6.

In chapter 4 I built on existing adversarial-based fair representation methods to interrogate the

interaction of a specific, predefined protected attribute on the remaining features and also the

decision outcome. This was achieved by disentangling the protected attribute from the remaining

features and manipulating its value during both feature reconstruction and prediction. I made a

connection between this approach and a restricted form of counterfactual modelling, where only

one predefined variable can be intervened on. Furthermore, I proposed a novel use-case for this

approach, introducing an additional ‘positive action’ outcome. This approach has two goals: The

first is to take advantage of a realistic and practical mechanism to promote greater equality in

outcomes. The second goal is to provide more insight and facilitate discussion about quantifying

different types of discrimination present in datasets.

In chapter 5 I introduced fair representations that are constrained to exist in the data domain.

This was achieved by modelling fair representation learning as a problem of data-to-data trans-

lation. Uniquely, instead of translating between existing subdomains present in the data, e.g.,

male-to-female or vice versa, the target subdomain is not present in the dataset. To do this, I use

the simple assumption that an input can be decomposed into a ‘fair’ and ‘unfair’ component. To
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encourage the fair component to be independent of a protected characteristic, a kernel-based

independence measure was used. The work in this chapter was one of the first to apply fairness

constraints to images and has since been credited as independently introducing ‘controllable fair

representations’1.

Finally, in chapter 6 I extended the work of the previous chapter by allowing a more complex

relationship between the fair and unfair components of a sample to be modelled. Using Invertible

Neural Networks (INNs), a type of generative model that captures the exact likelihood of high-

dimensional probability distributions, I produced a more detailed representation for each sample.

One of the fundamental benefits of this model choice was the ability to capture the effect of

specific parts of the embedding. Through the process of ‘null-sampling’, I was able to visualise

not only the effect of a particular region of the embedding space on the reconstruction, but

also the information that this specific region captured. Furthermore, the setting of a disparity

in demographics between the training and deployment distributions was investigated, with a

proposal to use additional unlabelled data to overcome cases of missing demographics.

7.1 Limitations and Intended Use

Given the nature of this thesis topic, it is natural to consider the limitations of the presented work

from a practical, and to some extent, a more general anthropocentric perspective. Although the

work presented in this thesis is intended to produce fairer outcomes, it is not claimed that by

employing these techniques, all biases and discriminatory practices can be identified, accounted

for, and remedied. That is not to disparage or minimise this work, or research into this topic — in

fact quite the opposite. There is an argument that unfair behaviour is so ingrained in almost all

aspects of life in cultures around the world that fairness concerns are ubiquitous. Addressing these

challenges, therefore, such as by employing the methods described in this thesis, has significant

potential impact. Furthermore, almost all new ML applications are likely to have a practical ‘fair

cold start’ problem stemming from the challenge of training with imperfect data and focusing

on utility for the majority of users to alleviate commercial pressures. When these applications

have social impact, there will, of course, be greater scrutiny, and rightly so. Being vigilant then

to the implications of decisions that we, as ML practitioners, make is important and is likely to

become fundamental in the coming decades based on the rapid growth of ML applications. I

1 The term ‘controllable fair representations’ was coined in parallel work (Song et al., 2019)
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am optimistic that as the research community develops more approaches and becomes more

precise in its characterisation and definition of different biases, greater improvements will be

made. Meanwhile, an initial step towards fairer outcomes, regardless of the task, is taking time

to understand and document the limitations of both the available data and the model. This may

seem obvious in some way, but as the use of ML becomes more readily available and automated

model training and deployment become more prevalent, it is worth reiterating that the insight of

such an analysis can be incredibly beneficial.

An important element of this discussion is that not all tasks should be considered equally

valid use-cases for predictive modelling. There are some tasks that may initially appear to be

possible, but that does not mean that development in these areas should be pursued. For example,

investigating predictions of sexuality (Wang and Kosinski, 2018), or predisposition to committing

crime (Wu and Zhang, 2016; Harrisburg University, 2020) from an image of a subject’s face are

tasks that verge on pseudoscience. In addition, they are both unlikely to hold up to any serious

scrutiny and, outside of a narrow, peer-reviewed academic context, are also likely to violate

ethical guidelines such as the British Computer Society Code of Conduct (BCS, 2022). Although

these unscrupulous use-cases have the potential to cause significant harm, very few new articles

related to their development are released annually and these remain subject to intense scrutiny.

While it may be tempting to stop development of new ML approaches due to the risk of harm, I

am motivated by the number of positive use-cases where ML can improve the lives and well-being

of users. If it is determined that the use-case presented for predictive modelling can be beneficial

for all, there are methods available, such as those presented in this thesis, that can contribute to

fairer outcomes. If applicable, these methods should be considered.

In terms of practical considerations, all of the methods presented in this thesis have some

limitations. In comparison to a standard Empirical Risk Minimization model, they require more

compute resource in terms of training time, and, as is often the case with new approaches, often

more hours of human resource for development and parameter-tuning. However, this limitation

is not unique to this work. Another computational aspect is that the INN model used in chapter 6

requires a very large amount of memory. This is due to the lossless transformations that the

model performs on the high-dimensional inputs, as opposed to the lossy transforms that are

standard in (artificial) neural network (NN) models. In all of these cases, it is reasonable to assume,

given the novelty of the presented work, that methods and techniques will be developed, shared,

and adopted making all of the approaches presented increasingly feasible.
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7.2 Potential Extensions

The research topic of algorithmic fairness is growing at a rapid rate, and the number of develop-

ments is growing considerably. As a research community, it seems as though we are only just

beginning to scrape the surface of what can be achieved. One of the arguments against adopting

ML in practice is the lack of control that can be exerted over a model. Often a question is how

to ensure that certain patterns or behaviours are adopted not. Algorithmic fairness provides a

mechanism that allows us to address some of these issues. It is a topic that allows for a safety

net, allowing some form of control over what should and should not be learnt by ML systems.

However, there are a significant number of avenues still to investigate.

One of the most significant advances in recent years in improving model performance is the

growing number of data augmentation strategies. These are methods by which alterations can

be made to the data available for training so that generalisation of the model to the deployment

setting is improved. A popular approach is to use predefined transformations of data with the aim

of learning a more robust ML model. Data transformation methods such as Mixup (Zhang et al.,

2018b) and CutMix (Yun et al., 2019) have been shown to be generally applicable and improve out-

of-distribution generalisation performance. Recent work has investigated the automated selection

of data transforms that, when applied during training, will produce a model that generalises

well using reinforcement learning (Cubuk et al., 2019) and meta-learning (Hataya et al., 2022)

to achieve this. A reasonable research direction then may be to investigate whether some data

transform, or combination of transforms, can be used to produce a model that is less sensitive to

protected attributes for a given dataset and task.

In the same theme of training with more data, so-called foundation models (Bommasani et

al., 2021) are becoming inescapable in the world of deep learning. These are models that are

phenomenally large with a number of parameters in the order of several billion. They are then

trained on a wide-variety of datasets, presenting two related, but distinct possible extensions. First,

recent work such as Goyal et al. (2022) shows that training a foundation model with more diverse

uncurated images can improve performance on fairness benchmarks related to image classification

with respect to gender, skin tone, and age groups compared to specialised models trained on

object-orientated datasets such as ImageNet. As uncurated data sources become increasingly

multimodal, for example, the recent Radford et al. (2021) model operates on images and text, it

is reasonable to assume other modalities will be introduced, such as uncurated video and audio
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data. Extending fair representations to exist in these cross-modal data domains will be an exciting

challenge. Second, while the suggestion in Goyal et al. (2022) is that foundation models trained on

sufficiently diverse data may produce fairer outcomes by default, pre-trained models are regularly

fine-tuned for specific tasks. This can cause them to under-perform in the original task post

fine tuning on out of distribution data (Kumar et al., 2022). Currently, it is unknown if the same

holds true for foundation models and if so what the effect on the fairness-enhancing properties

would be. It is likely that methods related to fine-tuning these large models to specific tasks while

retaining, or improving, on fairness will become an active research area in the near future.

Throughout this thesis, there has been an assumption that the protected attribute labels

are known for each sample. Work on Distributionally Robust Optimization aims to give good

performance even under distribution shift. An extension of this framework, Group Distributionally

Robust Optimization aims to improve theworst-case performance of a known population subgroup.

Investigations have recently been carried out to loosen this restriction of requiring knowledge

of subgroups based in part on clustering of samples to determine possible groups (Sohoni et al.,

2020; Kehrenberg et al., 2022), or various instance reweighting procedures. These procedures can

be either based on classification difficulty determined either by an adversarial model (Lahoti et al.,

2020), by simply observing the loss after 𝑁-training steps (Liu et al., 2021), or using the distance

from the average loss (Hashimoto et al., 2018) when training in a repeated setting. The challenge

in all of these methods though is that they currently do not align to the widely-adopted fairness

criteria discussed in section 2.5. However, given the practical challenges that may be present in

obtaining protected attribute labels in some settings, I expect this avenue of research to continue.

Lastly, one of the main themes of this thesis has been to incorporate greater levels of transpar-

ency into methods that improve fairness. An underexplored area to promote this is the Bayesian

framework, which allows prior expectations to be expressed and different types of uncertainty to

be captured. The challenge is to align this framework with existing research avenues. Although

there have been fairness-aware Bayesian approaches to model selection via hyper-parameter

tuning (Perrone et al., 2021; Sim et al., 2021) and model evaluation (Ji et al., 2020), there is not an

obvious approach to align this framework with fair representations. Pursuing this would be an

exciting direction.

145



7.3 conclusion

7.3 Conclusion

The main contribution of this work is providing methods to improve fairness of downstream

systems by default, and doing so in a way that enables conversations with stakeholders about

how the individual data samples have been altered during training, and importantly, when the

model is deployed. The hope is that these conversations will lead to productive discussions about

the assumptions and limitations of the system being emulated and how to codify procedures to

monitor the impact a model may have. One such procedure to avoid accusation of Disparate

Treatment (DT), may be to limit the feature space and design a model focusing on making

predictions without needing sensitive attributes to be captured. Although this may help achieve

short-term goals, none of the methods discussed in this thesis would be able to be accurately

evaluated if that information were not captured in the first place. Furthermore, it would not be

possible to investigate this topic if datasets containing this information were not openly available.

It may seem counterintuitive, but to ensure the ethical machine learning goals of fairer, more

interpretable, more transparent, and more accountable algorithms, we need protected attributes

to be recorded. We may not necessarily use these features within our models, but if not captured

and made available, we stand little chance of calming ethical concerns about the application of

our field; particularly to areas with subjective outcomes.

A related problem is that one of the challenges in producing fairer models ML is the lack of

diverse datasets that correspond to realistic tasks. Too often we have to use proxy outcomes and

contrived problem-statements to emulate challenges being faced in real-world settings. This is

often due to the practical and legal difficulties in sharing data, and also as a method to protect

institutions and companies from harm. Clearly, there is no easy solution to this problem. My

hope though is that more datasets relevant to real-world applications are made available. To

tackle challenges faced today, the research community needs access to a greater number of diverse

datasets that capture a wide range of biases.

When a model is optimised for accuracy based on the training data, it is not surprising that

patterns within the training data are exploited. The problem with optimization procedures is

exactly their success: they lead to outcomes that perform well compared to their objective. Other

metrics that the objective was not designed to improve will likely be poorer. If there are additional

constraints that need to be satisfied, these must be encoded into the objective. The problem

is determining these additional constraints. The benefit of ML is not needing to define how a
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problem should be solved, but rather what problem requires a solution. Perhaps fairness then is

the natural next step in ML — as well as defining what should be learned, it is important to define

what should not.

It may be a reality that we will never be able to produce perfectly fair ML models, particularly

during initial exploration of novel use-cases. However, this doesn’t mean that fairness-enhancing

methods should be abandoned, in fact, quite the opposite. Fairness interventions should be

encouraged for all applications. Learning about fairness in more contexts leads to learning more

about the capabilities and shortcomings of existing models, datasets, and problem statements

resulting in new issues being raised. Thinking about these allows us to make improvements to all

of the above in a cyclical fashion. Algorithmic Fairness then is a Sisyphean challenge to overcome,

but the benefits that come with the smallest improvements are worthy of the effort.
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