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Summary: This thesis draws together a wide range of relevant scientific, medical, and 
philosophical research and practice, to offer a novel approach to examining the nature of the 
mind. Methodologically, the thesis uses primarily two key strands of contemporary philosophy, 
traditional ‘linguistic turn’ analytic philosophy and broadly pragmatist ‘practical turn’ philosophy 
of science, with a specific focus on bringing these to bear in an interdisciplinary context.  This is 
a fairly widespread methodology in recent philosophy, that aims to synthesise scientific findings, 
to examine how these might inform or recast debates in philosophy, and to explore how the 
positions within those philosophical debates might be relevant to the practice of the relevant 
areas of science and medicine. 

The thesis centres on a series of five ‘case studies’, each examining a key proposed use for the 
concepts in science or medicine, in an area where they seem most likely to be used successfully 
(Chapters 3 to 7). This argument by case studies is contextualized by an examination of the 
relevant philosophical background, especially topics in analytic philosophy of mind (Chapter 2). 

By considering these case studies, it is possible to further specify how exactly the concepts are 
used in science, whether this is helpful, and what the concepts would have to be like to be 
helpful used in those ways. The thesis argues that the concepts appear to be generally unhelpful, 
and suggests that the best approach may be to avoid making use of the concepts in favour of 
replacement concepts better-suited to the relevant contexts. This conclusion is defended against 
alternatives, drawing primarily on historically- and practice-informed philosophy of science 
(Chapter 8).  
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Chapter 1. Introduction 
‘What is matter?—Never mind. What is mind?—No matter’ 

a Victorian philosophy joke,  

as quoted in Belsey, 1995, p.539. 

1.1. Why we should care 
There is copious disagreement over the nature of the mind. Many of the disagreements, as 

well as the positions defended, have significant practical consequences. Philosophical 

positions regarding the mind are used as the basis of practical recommendations for 

cognitive science, psychology, and psychiatry. Such positions, implicit or explicit, can form 

central parts of our ethical views, views of ourselves, and views of humanity’s place in 

nature. This, in turn, affects how we act and think in just about every aspect of our lives 

(eg, Fernandez-Duque, 2017; Forstmann & Burgmer, 2017; Furnham, 2017; Valtonen, 

Ahn, & Cimpian, 2021).  

Over the following chapters, I take a novel approach to the question of the nature of the 

mind. The core of my argument comprises a series of case studies. Each centres on one 

area where the concept of mind is used in a way that impacts practice.1 Chapters 3, 4, and 5 

consider the idea that the mind or the mental is the subject-matter of cognitive science, 

psychology, and psychiatry respectively, Chapter 6 considers whether the boundary 

between the mental and the nonmental marks a key epistemological or methodological 

distinction within psychiatry, and Chapter 7 examines the cross-disciplinary construct theory 

of mind. In Chapter 8, I defend my preferred approach to the issues raised in the case 

studies, before concluding in Chapter 9. 

The essential idea behind this argument by case studies is that these practical areas 

introduce constraints on how we answer the question of the nature of mind. For example, 

if the mind is the subject-matter of cognitive science, then characterizations of the mind 

might at least partly be evaluated by considering how well they serve as characterizations of 

the subject-matter of cognitive science. By considering these practical areas, it is possible to 

do the kind of conceptual cartography that might help clarify the stakes of this question, 

and that might even provide some common ground for settling it. 

 
1 I suspect, although am not sure, that this is roughly equivalent to saying ‘where belief in the mind impacts 
practice’. 
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However, I do not argue for a particular characterization of the concepts mind and mental. 

Instead, I argue that they run together many different, importantly distinct phenomena. I 

argue that the most plausible response to the problems with the concepts is to reject them, 

a position I call the ‘no-mind thesis’. Each of Chapters 3 to 7 serves as a fairly self-

contained argument for the rejection of the concepts mind and mental from a particular area. 

In each case, our ability to think clearly about the relevant practical issues suffers from their 

ties to the concept of mind. There are many ties between areas of practice and the concept 

of mind, but each tie pulls the concept in a different direction: making the concept fit for 

one particular role makes it less appropriate in its other roles, and there is no way to revise 

the concept to make it work across the board. 

The concepts mind and mental obscure the phenomena they are used to talk about. 

Illuminating these phenomena is a key benefit of being rid of the concepts. Along the way, 

I argue for alternate ways of looking at the relevant areas, using different, more tailored, 

and more fine-grained concepts. My position is that a human being and their properties can 

be conceptually divided up in many ways: one can, among other ways, usefully distinguish 

the intentional states and the nonintentional states of a human being, the cognitive from 

the noncognitive, the psychological from the nonpsychological, the more plastic from the 

less plastic, the centrally-controlled from the peripherally-controlled, those features 

constitutive of the self from those not, and psychiatric from nonpsychiatric disorders. 

Many interesting, overlapping systems with at least some of the features generally attributed 

to the mind, make up a human being. However, it is important to recognize that these 

systems are distinct, and to examine them without the baggage that appears generally to 

accompany the concept of mind. 

Before I reach the core of my argument, I will introduce some of the philosophical 

background to the project. In Chapter 2, I focus primarily on the philosophy, and especially 

the metaphysics, of mind. These areas of philosophy contain many of the key debates and 

issues that led me to this project. Chapter 2 also serves to clarify the reasons for my 

methodological approach, and to preempt several potential philosophical defences of the 

concepts mind and mental. 

In the current chapter, I will motivate my project and clarify my own position by exploring 

how my position and project relate to Rorty’s. Rorty is perhaps the harshest critic of the 

philosophy of mind, at least where ‘philosophy of mind’ is understood as naming a 
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subdiscipline of mainly Anglophone philosophy in the broadly ‘analytic’ tradition.2 He 

believes that the debates are badly framed, and (even setting aside the framing) pointless.  

While ultimately I do not believe that Rorty’s position is correct, he shows that there are 

good reasons to worry about the philosophy of mind, the idea of the ‘mind-body problem’, 

and the concepts of the mind and the mental. Over the course of the following chapters, I 

will argue for a position in partial agreement with Rorty’s: although I do not believe that 

the various philosophical debates and topics that constitute the philosophy of mind’s 

subject-matter are even close to pointless, I will develop a position that claims that they are 

misframed when they are considered as being to do with the mind and the mental. 

1.2. Rorty’s attack  
Why bother subjecting the notions mind and mental to philosophical scrutiny at all? First, 

because they are interesting and already long-standing objects of philosophical 

examination. Secondly, because these are load-bearing notions, which are not obviously, 

currently fit for purpose: they are central in various important areas of discussion, carry a 

lot of historical and cultural baggage, but are rarely explicitly defined or characterized 

except by examples, let alone defended. 

I am unsurprisingly not the first to worry about the utility of the concepts mind and mental. 

Aside from Rorty, there are many others who should be noted here. Rorty (1979) lists 

Wittgenstein (see also Hacker 2021, especially p.19; 1993), Heidegger (see also Guignon, 

2005), and Dewey (see also Johnson, 2006) as key influences. Some have argued for 

rejecting the concept of mind, albeit for reasons rather different than Rorty’s (and my own; 

see Müller, 2012, 2018). Others have argued for rejecting a conceptual split between mind 

and body, without entirely rejecting the concept of mind, for reasons very similar to some 

of those considered in later chapters (see, for example, Bickhard, 2009, 2012; Fuchs, 2017, 

2020; Nedelsky, 2011; Thompson, 2001, 2007; see also Haugeland, 1982, 1993; van Gelder, 

1993 and Keijzer, 2021). Still others have focused on more specific but related issues, often 

 
2 I use the term ‘analytic philosophy’ very broadly, to include all those styles of philosophy that pay significant 
attention to language as both a core part of their subject-matter and a core part of their methodology (see 
Hacking, 1975; Rorty, 1992), including what Glock (2003) calls ‘logical pragmatism’ (the style exemplified in 
the work of Quine, Davidson, and Lewis), with significant overlap with the pragmatist tradition more 
generally (eg, Misak, 2016), and also the phenomenological tradition (see Dummett, 1993; see also Rorty, 
1967). I would also include most contemporary philosophy of science, including integrated history and 
philosophy of science, or ‘HPS’, which has significant methodological, terminological, and institutional 
overlap with ‘mainstream’ analytic philosophy. For a different but well-argued account of what characterizes 
analytic philosophy, see Glock (2008). 
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attempting to separate out issues that the concept of mind lumps together, such as the 

‘phenomenal’ and ‘psychological’ conceptions of mind (Chalmers, 1996; Maung, 2019), 

moral status and the subject-matter of cognitive science (Figdor, 2020), the everyday 

conception of persons and the subject-matter of cognitive science (van Gelder, 1993; 

Gough, 2022b), issues in traditional philosophy of mind and philosophy of cognitive 

science (Chemero & Silberstein, 2008), possessing propositional attitudes and having a mind 

(Baysan, 2022), and more (Figdor, 2018; Schwitzgebel, 2020). 

1.2.1. Rorty and the mind 

My project arises partly as an answer to concerns that emerge from the philosophy of 

mind. Rorty (1979; 1982) makes a concerted attack on the notions mind and mental, 

philosophy of mind as a discipline, and the idea of a ‘mind-body problem’. He starts from a 

point which I argue for in Chapter 2: that the ‘mind-body problem’ is made up of a diverse 

cluster of philosophically puzzling features, and that the concepts mind and mental cannot be 

neatly characterized in deference to any of these features. 

Rorty identifies several issues, mainly methodological, with grouping these puzzling 

features together in this way. The most significant is the danger of ‘scholasticism.’ He 

claims that 

scholasticism is a recurring danger in philosophy of mind. The notion of "mind" 

seems full of excitement and significance at the outset, but by the time 

philosophers have finished discussing its reducibility or irreducibility their 

conclusions seem to have no relation to the initial motivations of inquiry. I think 

there is a reason for this. It is that the distinction between the mental and the 

physical, or between mind and body, is a very bad distinction. (1982, p.324) 

Scholasticism, for Rorty, is characterized by a focus on issues ‘which only specialists could 

care about’, because the ‘outcome[s] [don’t] make a difference to anything else’ (ibid.). In 

Rorty’s view, ‘we are not entitled to begin talking about the mind-body problem, or about 

the possible identity or necessary non-identity of mental and physical states without first 

asking what we mean by “mental”’ (1979, p.22). 

Rorty considers and dismisses the possibility that ‘mind’ and ‘mental’ might simply be 

undefinable. Treating the mind as ‘ineffable’ in this way, Rorty (1982, p.344) claims, 

encourages the term to serve an undesirable ‘cultural function … — it vaguely suggests that 

science does not have the last word.’ To flesh this out a little further, and relate it more 
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directly to the mind-body problem, seeing the mind-body problem as resting on an 

unspecified and unspecifiable cluster of philosophically puzzling features opens the door to 

illicit argumentative manoeuvres: if the set of philosophically difficult features of the 

mental is open-ended and unspecifiable, any proposed solution to the mind-body problem 

can be resisted simply by shifting the emphasis to a different feature, thereby changing the 

topic. The mind-body problem becomes necessarily interminable and open-ended (§2.3). 

Rorty is not sanguine about the prospects of a good characterization of the mind or the 

mental. He suggests that our intuitive classification of phenomena as ‘mental’ or not  

may merely be our readiness to fall in with a specifically philosophical language 

game … no more than the ability to command a certain technical vocabulary (1979, 

p.22) 

In Philosophy and the Mirror of Nature, he offers a genealogy of this ‘vocabulary’ and the 

associated ‘so-called intuitions’ that follows a vaunted tradition of blaming Descartes.3 In 

his later Contemporary Philosophy of Mind, he offers a different, but compatible, genealogy, 

claiming that 

the distinction between mind and body is entirely parasitical upon two other 

distinctions: the distinction between knowers and non-knowers and the distinction 

between the morally relevant and the morally irrelevant. (1982, p.325) 

This can perhaps be understood as an elaboration of his earlier view that the concept of 

mind is a gerrymandered category, containing things that exhibit consciousness or 

intentionality (1979). The adoption of this concept, he claims, is a mistake. 

The notion of "mind" looks like a way of bringing these two notions - that of a 

knower and that of a moral agent or subject - together, of subsuming them under a 

single, clearer, concept. But it is not. The supposedly clearer concept is just a blur - 

the sort of thing you get when you lay tracings of two delicate and complicated 

designs down on top of each other. (1982, p.325) 

Rorty suggests, in short, that the concept of mind is built on conflating importantly distinct 

phenomena, obscuring rather than clarifying the nature of those phenomena.  

He seems to blame this conflation almost entirely on Descartes. My project is concerned 

with exploring the nature and characterization of the mind and the mental by examining 

 
3 For defences of genealogical methods, see, eg, Dutilh Novaes (2016); Queloz (2021). 
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the current utility or disutility of the notions mind and mental. It is as such beyond the scope 

of, and somewhat tangential to, my project to offer a full genealogy of the notions. Even 

so, I believe that Rorty’s genealogy is unfair and inaccurate: Descartes was one of a long 

line of thinkers who contributed to the development of the contemporary concepts mind 

and mental; even if it is legitimate to claim that Descartes invented the concepts, he certainly 

did not do so in a vacuum (Slingerland, 2019; Sorabji, 1993; C. Taylor, 1989). I offer the 

basic outlines of a better-rounded genealogy in §2.2.4. 

On the idea that mind and mental subsume and obscure many importantly distinct 

phenomena, I entirely agree with Rorty.4 However, unlike Rorty, I do not believe that the 

concepts are ‘entirely parasitical’ on the conflation of two core phenomena, but instead that 

there are vastly many conflations at the heart of the concept. In later chapters, when I 

examine particular areas where the concept of mind seems to be put to work, I will trace 

out some of the ‘delicate and complicated designs’ that have been unhelpfully subsumed 

under the concept of mind.  

1.2.2. Disagreements with Rorty 

There are two main points on which I disagree with Rorty’s claims above. My first major 

disagreement with Rorty is about the value and legitimacy of the areas of philosophy 

currently framed as to do with the mind, notably, the philosophy of mind and the mind-

body problem. Rorty believes that these comprise mostly pointless debates, illicitly 

motivated by the confused concept of mind and associated epistemological concerns 

(1979). Conversely, I believe that these areas generally deal with important phenomena and 

problems, but are currently misframed in a way that obscures the phenomena and makes it 

harder to solve the problems. 

Although in places Rorty is primarily dismissive (1979), he later acknowledges some value 

in philosophy of mind, suggesting that it and its discussions of the mind-body problem 

constitute a poor attempt to get at the question of ‘the place of [humanity] in nature’, 

which is better interpreted as trying to establish what ‘self-image’ ‘we humans [should] have 

of ourselves’, where this in turn is a matter of wondering ‘What do we know? What should 

we do? What may we hope?’ (1982, p.324). 

I of course agree that these are valuable questions, but this misses some key points. 

Pressingly, it does not cover the large and valuable areas of philosophy of mind concerned 

 
4 What I mean by ‘subsumed’ is plausibly what Field (1973) means by ‘partial denoted’. 
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with specific ‘mental’ phenomena, such as perception and pain. In philosophy of mind, 

there are many ameliorative analyses of ‘mind’, ‘mental’, and particular mental capacities. 

According to the no-mind thesis, it is wrong to think that this work is valuable because it 

tells us what the mind is like. However, it is in the spirit of my no-mind thesis to insist that 

this work is valuable instead because of its role in clarifying, reconceptualizing, and 

rediscovering phenomena that have been obscured and distorted by being subsumed under 

the concepts mind and mental (Chapter 2). 

My second major disagreement with Rorty is on whether the concepts mind and mental are 

‘specifically philosophical’. He believes that they are. Rorty is so confident in his view that 

he is willing to assert without evidence that they have 

no use outside of philosophy books, and [link] up with no issues in daily life, 

empirical science, morals, or religion. (1979, p.22) 

Conversely, I do not think that philosophy has any special ownership of them. Moreover, I 

do not think that they are any better suited to their philosophical than their 

nonphilosophical roles. 

This disagreement has methodological consequences. Most significantly, where Rorty 

simply asserts that the concepts have no use outside philosophy, my aim is to examine 

various proposed and current uses of them, in order to argue for a related but distinct claim. 

Many legitimate areas of inquiry and understanding — philosophical, scientific, and ethical 

— are heavily linked to the concept of mind. I will argue that these links hurt rather than 

help those areas.  

My methodology is better-suited to showing that we should reject the concepts, but also 

better-placed to offer a positive reconceptualization of the phenomena – showing that mind 

and mental are bad concepts for understanding a certain phenomenon requires at least a 

sketch of that phenomenon. For example, much recent work in cognitive science paints a 

picture of human beings as containing many overlapping ‘control systems’ involved in 

coordinating and regulating the inner and outer activity and milieu of a living human being 

(Sapolsky, 2017). These operate at varied temporal and spatial scales (Kent, Van Doorn, 

Badcock, & Klein, 2022; Singhal & Srinivasan, 2021; Wallace, 2012). They form a heterarchy 

of overlapping, mutually-regulating, and diversely-interacting control systems (Bechtel & 

Bich, 2021; Chapter 4), and a corresponding heterarchy of regulatory processes operating at 

different scales (see also Seibt, 2016). Any special importance of the brain, in such a view, is 
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not that it performs the functions of the mind, but that it mediates between internal and 

external influences and systems (Fuchs, 2011; Gough, 2022b). 

As I suggest in §2.2.4, the mind is an abstraction inspired by our tendency to ignore our 

embodiment, shaped by religious and cultural concerns in often-illicit ways. This 

abstraction conceptually splits a person into two, their mind and their body. This bipartite 

scheme is incredibly ill-suited to doing justice to the internal complexity of beings such as 

we are, comprising vastly many overlapping control systems which between them share the 

work credited to ‘the mind’, while nevertheless also playing many of the roles and 

possessing many of the features attributed to ‘the body’ (Chapter 4; §2.3.2). Partly for this 

reason, I believe that the search for ‘the mind’ has obscured the very plurality of control 

systems which is at the core of my positive account of human beings. Uncovering this 

positive view requires engaging with ‘empirical science’ to show that it is not well-served by 

the concept of mind, an engagement Rorty does not undertake. 

1.3. Turning to practice 
‘We have got onto slippery ice where there is no friction and so in a certain sense  

the conditions are ideal, but also, just because of that, we are unable to walk.  

We want to walk so we need friction. Back to the rough ground!’  

Wittgenstein, Philosophical Investigations, Part I, §107. 

In the following chapters, I will argue that general notions of the mind and the mental 

appear to play hidden roles in structuring many practical and theoretical debates and 

discussions in ways that are undesirable, and well worth avoiding. In the end, while I 

disagree with Rorty’s claim that the debates and theories within philosophy of mind are 

pointless, I agree that the concepts of the mind and the mental appear to be better off 

abandoned. 

The core idea of this project had been to use the links between the concept of mind and 

areas of practice to try to answer the question of the nature of mind — to try to say what 

the mind is, and to make that answer relevant to and compatible with those areas of 

practice. By examining how the concepts mind and mental are used in areas with more direct 

ties to practice, I had hoped that it might be possible more rigorously to characterize the 

mental, and might, ultimately, defeat Rorty’s attack on the concept.  

The ties to practice in the areas that I have considered might, I had hoped, provide the 

friction required for making progress on these questions. Practices can be more obviously 
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helpful or harmful, and so ties to practice might provide a further dimension by which 

philosophical accounts of the mind and the mental might be evaluated.  

Such ties to practical issues could in principle have suggested a new characterization of the 

concept, or justified adopting an ameliorative analysis. These ties could have shown that 

the concept is useful, and perhaps even explain why it is not amenable to strict 

characterization. This is not what I found. Where the concept of mind is closely tied to 

practice, it should not be. The ties to practice do not support a characterization of the mind 

or the mental, but instead suggest that we should abandon the concepts.  
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Chapter 2. Marks, problems, and the mind 

2.1. The mark of the mental 
This chapter addresses some necessary philosophical background before the main bulk of 

my argument. The overarching aim of this chapter in my argument for the no-mind thesis 

is to clear aside some barriers to assessing the concepts mind and mental in terms of their 

general utility – in terms of how helpful they actually are in areas of practical significance. It 

is also the chapter that does most to flesh out the consequences of the no-mind thesis for 

philosophy, especially philosophy of mind – not dismissing such work, but instead 

suggesting that it should be reframed to make its true value apparent.  

To begin, I consider five proposals for the ‘mark of the mental’, which is supposed to be 

either the essential feature of the mind or the mental, or the core meaning of the terms 

‘mind’ or ‘mental’ (§2.1.1-2.1.4).5 If there is some clear, compelling answer as to what the 

mind is, my project is unmotivated. If ‘mental’ supports some clear definition or 

characterization, then it is perhaps possible to dismiss all of the other (problematic) uses of 

the terms ‘mind’ and ‘mental’ as mere misuse, rather than as reflecting problems with the 

concepts mind and mental. 

Three of these proposals are ‘epistemological’ in that they emphasise epistemologically 

interesting features of our relationship to mental phenomena (§2.1.1-2.1.3).6 The remaining 

two, perhaps the most influential, proposals are ‘metaphysical’: these emphasise 

metaphysically interesting features of mental phenomena in virtue of which they are 

classified as ‘mental’ (§2.1.4). 

I explain why I do not believe that any of these proposals is successful, at least on one 

interpretation of what these proposals are for. By many accounts, the mark of the mental is 

supposed to explain and thereby justify our classification of phenomena as ‘mental’ or not. 

For example, Tartaglia (2008) calls the onus of finding such a mark ‘Rorty’s challenge’, in 

reference to Rorty’s argument that to avoid the dangers of scholasticism and obsolescence, 

 
5 This need not presuppose a distinction between analytic and synthetic claims or truths; see Glock (2003); 
Varzi (2011). 
6 Transparency in the roughly-Heideggerian sense (A. Clark, 2003; Wheeler, 2019) has recently been proposed 
as the mark of the mental (Piredda & Di Francesco, 2020). This proposal is not considered below. It fails in 
its attempt to offer a necessary condition (Facchin, 2022). If taken as offering a sufficient condition, it is 
clearly revisionary, since tools and body-parts are regularly transparent. 
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philosophy of mind needs to come up with a good account of what it is talking about in 

the first place — of what the mind is. I believe that if the debate over the mark of the 

mental is understood as trying to meet Rorty’s challenge, or as trying to offer a 

nonrevisionary definition of ‘mind’ or ‘mental’, then every proposal fails.  

However, while this may be how it conceives its goal, I do not believe it is the most helpful 

way to look at the debate. I will suggest that instead, the debate is best recast as 

distinguishing interesting phenomena that have been lumped together under mind and 

mental, and as exploring how these phenomena are related to one another. While this casts 

the debate in a favourable light and frees it of the need to meet ‘Rorty’s challenge’, it also 

means that it does not speak directly to the question of the nature of the mind. 

After considering the mark of the mental, I consider three other ‘philosophical’ proposals 

for the nature of the mind (§2.2.1-2.2.3) and offer a theory of why we have the concepts 

(§2.2.4). I then consider the utility that the concepts mind and mental might have for 

philosophy, especially in framing the ‘mind-body problem’ (§2.3). 

2.1.1. Incorrigibility 

Rorty (1970) proposes that incorrigibility is the mark of the mental – perhaps in some 

tension with his later attack on the concept. Incorrigibility is an epistemological feature of 

certain claims about one’s mental life, such that no-one else is warranted in correcting one’s 

sincere report about certain kinds of mental state.  

As Rorty (1970) himself argues, incorrigibility is not a feature of standing or dispositional 

mental states. This comes out clearly in considering standing beliefs, and certain kinds of 

emotion, particularly those that involve dispositions to certain kinds of behaviour and 

unfold over time (Schwitzgebel, 2001, 2002).  

Imagine, for example, that I sincerely claim to be a devout Christian and to believe that I 

will suffer eternal damnation if I go against the word of God. Imagine also that I regularly 

lie, cheat, steal, cast judgement on others, and otherwise ‘sin’. You might reasonably argue 

that although I think I believe I will be eternally damned for my sins, I do not really believe 

it, since otherwise I would not so regularly sin. You would be able to correct me about my 

own standing beliefs, based on my conduct.7 This generalizes — a sincere avowal of any 

 
7 Setting aside complications such as my potentially being weak-willed – imagine you have good reason to 
believe that I am not at all weak-willed. 
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standing belief that ought to manifest itself in my conduct is open to correction from 

others, who are aware of salient aspects of my conduct. 

Another example, closer to home for me, is that I have regularly mistaken being hungry for 

being angry about something. Family and friends have corrected me on this point many 

times, and having eaten something on their encouragement, I have realized that I was not 

angry after all, merely behaving and feeling as if I was angry because of my hunger. 

Rorty claims that incorrigibility is the mark of conscious mental occurrences in the ‘stream 

of consciousness.’ I am not convinced that incorrigibility is true even of these, Rorty’s core 

cases (Schwitzgebel, 2007, 2011). Conscious perception is a prime example of such an 

event. Pointless though it may be, I have had many arguments with people about colours 

Fairly recently, I argued about whether a particular colour was teal or turquoise. I lost that 

argument — I thought I was seeing teal when I was in fact seeing turquoise. The evidence 

the other person pointed to was of course ‘out in the world’. But, on losing that argument, 

I didn’t only feel that I was conceding that the bit of paint ‘out there’ was in fact teal, but 

also realizing that my experience of seeing that bit of paint was better construed as an 

instance of seeing teal than of seeing turquoise. They were able to correct my report of my 

own conscious experience. In sum, incorrigibility is doubly unpromising as a mark of the 

mental: it clearly does not work for dispositional mental states, and it does not even clearly 

work for conscious mental occurrences. 

2.1.2. Introspection 

Tartaglia (2008) offers a proposal centred on introspectibility, claiming that the mental is 

that which we can introspect. I have classified this as an ‘epistemological’ proposal, but I 

could just as well have called it a ‘psychological’ proposal, depending on whether one 

thinks that introspection is primarily individuated epistemologically or by the underlying 

psychological processes and mechanisms. Either way, as I will argue, it can only be defined 

with respect to the mental and is otherwise disunified, and hence cannot be called on in 

defining the mental on pain of circularity.  

Before pressing my case, it is worth stressing that there is an older notion of introspection 

whereby it is not (just) the way one gets to know about one’s mental life. By this sense, 

‘introspection’ is something like the careful consideration of oneself and one’s life as a 

whole. This has at least as much to do with considering one’s past, future, place in the 

world, and overall moral character (see especially Foucault, 1988). This is a primarily 
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ethically individuated phenomenon, and has little to do with the epistemological and 

psychological notions I will focus on. 

Rorty (1970, p.409) argues that the only way we can characterize introspection is in 

reference to the objects of introspection, which in turn requires ‘reference to an 

antecedently understood notion of what is mental’. This means that offering 

introspectibility as the mark of the mental is tantamount to ‘saying that all and only [mental 

events] are knowable in that unique way in which we know our own mental events’ (p.410). 

He thinks this is most clearly brought out by considering  

such borderline cases as sensing that one's stomach is fluttering or that a vein in 

one's leg is throbbing. These latter cases do not count as cases of introspection 

simply because the object reported on is physical. (p.409) 

In other words, the only way to specify why sensing such ‘inner’ events as a throbbing vein 

in one’s leg does not count as introspection is to defer to a presupposed contrast between 

the mental and the physical.8 Introspectibility cannot therefore serve as the mark of the 

mental on grounds of circularity. 

One might object that introspection can be noncircularly characterized in deference to a 

particular epistemological profile or psychological mechanism. This is not so. Schwitzgebel 

(2012) successfully argues for a position that he calls ‘pluralism’ about introspection, 

although it is a distinctly disorderly pluralism. He delineates five kinds of theory of 

introspection, and argues that each is plausible of some cases but not others. These are self-

fulfilment (whereby self-ascriptions entail their own truth), self-shaping (whereby self-

ascriptions causally ensure their own truth), self-expression (where phrases like ‘I am in pain’ 

are taken as some kind of elaborated version of ‘ouch!’), direct inference (eg, concluding I 

believe that it is raining from seeing that it is raining), and theoretical inference (eg, inferring 

that you are in a bad mood from observing your own unusual conduct).  

Since each kind of ‘introspection’ is only plausibly recruited for judgements about some 

subset of mental states, Schwitzgebel argues that this strongly suggests that introspection is 

psychologically disunified. Importantly, many of these kinds of introspection have very 

different epistemological profiles. Introspection can therefore be individuated in deference 

neither to a single psychological mechanism or process, nor a particular epistemological 

 
8 I am unsure why Tartaglia does not address this argument, since he considers himself to be meeting ‘Rorty’s 
challenge’ when he proposes introspectibility as the mark of the mental. 
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profile – further supporting Rorty’s claim that it can only be defined in relation to the 

mental, and hence cannot serve as a mark of the mental. 

2.1.3. Misidentification 

I want now to consider an epistemological feature that has been associated with the mental, 

but not offered as a mark of the mental: immunity to error through misidentification. It is 

relevant here because it might be fashioned into a proposal along the lines of the 

incorrigibility proposal, or used to buttress the introspectibility proposal. 

An error through misidentification is one based on mistaking one individual for another – 

on misidentifying one individual as another (see also Coliva, 2006; Evans, 1982; McGlynn, 

2021; Merlo, 2017; D. Morgan & Salje, 2019; Pryor, 1999; Shoemaker, 1968; J. Smith, 2006; 

Wittgenstein, 1958). Imagine that I judge that Sarah is angry. There are two relevant main 

sorts of ways for such a judgement to be false (although these are not exclusive). I might be 

wrong that Sarah is angry, because she is in fact sad and I have mistaken sadness for anger. I 

might be wrong that Sarah is angry, because I have seen that someone is angry, and I have 

mistaken this third person for Sarah.  

It is this latter kind of error that is relevant here. Immunity to error through misidentification 

(‘IEM’) is a feature of (classes of) judgements, those that cannot be mistaken in this way. 

The idea is that some interesting class of first-person singular judgements possesses IEM, 

although which class of judgements is contested (D. Morgan & Salje, 2019). Few extant 

proposals claim that all and only first-person singular mental state judgements possess IEM 

(but see Campbell, 1999, p.90). 

Building on the introspectibility proposal, one might try to use IEM to offer a noncircular 

characterization of introspection such that all and only mental states are introspectible. One 

advantage of this strategy is that it allows that some judgements about one’s own mental 

states lack IEM; what it requires is that all and only mental states are introspectible (or at 

least, of a sort that could be introspectible), and that all introspective judgements possess 

IEM. Building on the incorrigibility proposal, one might claim that IEM in relevant first-

person singular judgements is the mark of the mental – that even if I can be wrong about 

my mental life, it is special in that I cannot be wrong that it is mine. 

Such proposals would have to deal with two kinds of counterexample. First, 

counterexamples to the claim that all (or even close-to-all) the relevant judgements possess 

IEM. This class of counterexamples involves judgements made in certain sorts of 
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interpersonal context. For example, I went on a long holiday with a good friend of mine. 

As well as many times helping each other distinguish hunger from anger, we also regularly 

struggled to work out which of us was the one in a terrible mood. We could tell, from the 

fact that we were consistently arguing (which we never normally do), that at least one of us 

was in a bad mood, but seriously struggled to tell which. Several times, I judged that I was 

the one in the bad mood, and later realized it was my friend on further reflection; several 

other times, vice versa. Working out who was in a bad mood was a matter of working out, 

with clear heads, whose actions had been unacceptable and whose responses 

disproportionate. 

I do not believe that this class of counterexamples9 is easily dismissed. Socially-infused 

mental state judgements are no marginal case: when it comes to gauging one’s own moods, 

emotions, and beliefs, these processes at least in my experience are most often carried out 

in the presence and with the engagement of another person — there is a deeply social 

dimension to these matters (T. D. Wilson, 2004; Barrett, 2017). Additionally, precluding 

socially-infused mental state judgements renders IEM uninteresting: of course one cannot 

mistake another’s mental states for one’s own when one is not engaged with another and 

their mental life. 

The second class of counterexamples comprises judgements that do possess IEM, but are 

not judgements about one’s own mental state – in particular, judgements of own’s own 

bodily state and position, based on, eg, proprioception and interoception. Such judgements 

possess ‘intuitive’ IEM: when I judge by proprioception that my legs are crossed, or by 

interoception that my heart is racing, I cannot be mistaken that it is I whose legs may or 

may not be crossed, and whose heart may or may not be racing. D. Morgan (2019) makes 

the argument at length that none of the more detailed analyses, characterizations, 

explanations, and definitions of IEM can break this analogy, and I will not reiterate it here. 

This undercuts both sketched proposals. It is the more pressing kind of counter-example 

for the introspectibility proposal: characterizing introspection using IEM, like other ways of 

characterizing it without calling on ‘mind’ and ‘mental’, means counting ‘bodily’ states as 

introspectible.  

There is another feature of Morgan’s (2019) argument that I would like to highlight: he 

acknowledges a significant role for the ‘mental-bodily’ distinction in structuring much of the 

 
9 They are of course counterexamples only to the claim that all first-person singular (present-tense) judgements 
of mental state possess IEM, not to most theories of IEM or its basis. 
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previous debate over IEM (pp.435-436), one that he implies is undesirable. He insinuates 

that a presupposition of epistemological disparity between the mental and the bodily may 

have meant that bodily judgements with IEM were ‘[assigned] a low probability’ from the 

outset by many authors in the debate (p.454). He suggests instead that it is possible to use 

IEM to specify the notion of a viewing oneself as subject using IEM (see also Longuenesse, 

2012) – a notion many would be inclined to see as closely related to the notion of mind – 

and argues that it is possible simultaneously to view oneself both as an embodied being and 

as a subject.10  

I raise this because Morgan’s work, in this specific regard, exemplifies the approach 

recommended by the no-mind thesis: it acknowledges the long-standing role of the concept 

of mind, but critically assesses and circumvents it, preferring to move to more fine-grained 

terms. It is likewise preferable when discussions of incorrigibility and other interesting 

epistemological phenomena are approached in this way – rather than as potential marks of 

the mental, a lens which distorts the phenomena and obscures their real promise for 

philosophy.  

2.1.4. Intentionality and consciousness 

At this point, I have explained why I do not believe in any ‘epistemological’ mark of the 

mental; this leaves the ‘metaphysical’ proposals. ‘Intentionalism’, focusses on intentionality 

— ‘intentionality’ is a technical term with some disagreement about its precise definition, 

but it generally refers to aboutness or world-directedness (see especially Nes, 2008; Raimondi, 

2021). The other, ‘phenomenalism’, focuses on consciousness, specifically phenomenal 

consciousness, which as a property of states is understood as the property of being such 

that there is something it is like to be in that state (Nagel, 1974). I will consider these two 

proposals together, because recent defences of each proposal have structurally very similar 

problems.  

At first blush, neither phenomenalism nor intentionalism looks especially plausible, since 

neither obviously covers all significant classes of mental phenomena — bodily sensations 

and some moods initially appear not to be ‘about’ anything, while standing beliefs, desires, 

and preferences are unconscious (Rorty, 1979; Tartaglia, 2008). Failing to cover all 

significant classes of mental phenomena means that a characterization does not identify a 

 
10 D. Morgan and Salje (2019) frame this idea in terms of the de se, a notion also of great significance, often 
under the egis of prereflective self-awareness, to the phenomenological tradition (eg, Zahavi, 2007; Zahavi & 
Kriegel, 2015). 
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necessary feature of mental phenomena; I will therefore refer to such objections as ‘necessity’ 

objections. Such necessity objections lead Rorty (1979) to propose that the mental is a 

gerrymandered category, consisting of the combination of the intentional and the 

phenomenally conscious. 

Defenders of each proposal have responded by weakening their characterizations of 

‘intentionality’ or ‘phenomenal consciousness’ to cover these purported counterexamples. 

In doing so, they offer characterizations so weak that they no longer apply to only mental 

phenomena – meaning that they have not identified a sufficient condition, and are open to 

‘sufficiency’ objections. Each proposal requires a ‘Goldilocks’ characterization, one that is 

just weak enough to avoid necessity objections, and just strong enough to avoid sufficiency 

objections. The trouble for each proposal is that these Goldilocks characterizations do not 

exist. 

2.1.4.1. Intentionality 

To deal with necessity objections, intentionalists generally focus on showing that seemingly 

nonintentional mental states are intentional, often by arguing that phenomenal 

consciousness is best accounted for as a kind of intentionality (eg, Crane, 1998, 2001, 2007; 

Tye, 1995, 2000). As noted above, their work accounting for ostensibly nonintentional 

states opens them up to troubling sufficiency objections (see especially Nes, 2008; Place, 

1996; Raimondi, 2021).  

Nes (2008) pushes this objection by focussing on Crane’s (2001, ch.1) characterization of 

intentionality as requiring both world-directedness and aspectual shape. Crane explains 

these with examples. The world-directedness of thought is demonstrated by the fact that all 

thought is of or about something. The role of aspectual shape is demonstrated by the fact 

that whatever is thought of is thought of in some way.  

Nes (2008) argues that paradigmatically nonmental phenomena, such as attraction 

(gravitational, magnetic, electrical, and any other physical forms of attraction), meet Crane’s 

criteria: all attraction is attraction of something, and whatever is attracted is attracted in 

some way. He carefully shows that many of the most obvious ways to try to break the 

analogy fail — it cannot be broken by nonsubstitutivity of extensionally or intensionally 

equivalent terms (ie, terms that pick out the same set of entities in the actual world, or in 

any possible world, respectively), or by the lack of a presupposition of existence. All these 

features, he argues, are shared with statements about what is attracted to what.  
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The requirements strong enough to break the analogy between nonmental and mental 

intentionality either preclude key mental phenomena like sensations and other qualitative 

reports, or offer a circular characterization of intentionality as a necessarily mental 

phenomenon (Nes 2008; see Crane, 2008 for a reply that calls on the notion of 

representation, and Raimondi, 2021 for a rejoinder; see also Place, 1996; Ramsey, 2017).11 

This, I think, strongly suggests that there is no Goldilocks zone for characterizations of 

intentionality. 

2.1.4.2. Consciousness 

Phenomenalists rarely face sufficiency objections in the literature. One could perhaps be 

formed on the basis of recent ‘panpsychist’ proposals which claim that consciousness is 

extremely widespread, far more widespread than anything that might intuitively or 

interestingly count as ‘minds’ (eg, Chalmers, 2013; Frankish, 2021; Goff, 2017; Strawson, 

2006). I will not pursue an objection based on panpsychism here. Instead, I will focus on a 

problem analogous to intentionalism’s core problem: in weakening their characterization to 

respond to necessity objections, their characterization becomes vulnerable to sufficiency 

objections.  

Phenomenalists face necessity objections based on, inter alia, states like standing beliefs, that 

are mental and yet ostensibly not phenomenally conscious. Phenomenalists have responded 

to such cases by claiming that phenomena may be mental in virtue of their being 

phenomenally conscious, or in virtue of their being appropriately connected to phenomenal 

consciousness. Influentially, Searle (1992) defends a ‘connection principle’, according to 

which an unconscious state may nevertheless be a mental state if and only if it is ‘the sort of 

thing that could be or could have been conscious’ (p.156; emphasis in the original). 

This leaves the phenomenalist mark of the mental doubly unclear. First, it is unclear what it 

is for a state to be phenomenally conscious. Secondly, it is unclear how to judge when two 

states are of the same sort. I argue that the most plausible answer to the first question 

means that some ‘bodily’ states (such as being ill and being hungry) are phenomenally 

conscious. This is a little counterintuitive but not fatally so – consciously being hungry is 

plausibly a borderline-mental state. However, if consciously being ill and unconsciously being ill are 

saliently the same sort of state (ie, being ill), then unconsciously being ill is also a mental state, 

 
11 For further elaboration of the idea that the intentional is widespread, see Seibt’s (2016) elaboration of 
Sellars’ views. Bickhard (2009, 2012) elaborates this view within psychology. See also C. B. Sachs (2022). 
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since it is the sort of state that could be or could have been conscious. This, I suggest, is a 

more damaging objection. 

To clarify the first issue, let us follow James (1890) in talking of a stream of consciousness. 

This, it has repeatedly been argued, can only be populated by occurrences, events like 

thoughts, perceptions, and sensations (Crane, 2013; O'Shaughnessy, 2000; Phillips, 2021; 

Rorty, 1970). A somewhat similar picture is painted by Baars’ (1988) global workspace 

theory of consciousness, according to which the stream of consciousness is populated by 

(token-)representations that are globally broadcast within the brain.  

The important feature shared by these pictures is that mental states (as opposed to 

occurrences) do not directly form part of the stream of consciousness. Instead, mental 

states, like moods, emotions, standing beliefs, preferences, and so forth manifest themselves, 

rather than feature, in the stream of consciousness. The most obvious way they manifest 

themselves is by giving rise to occurrences or representations, where these feature directly 

in the stream of consciousness — for example, anger itself cannot feature in the stream of 

consciousness, but it can manifest itself as a feeling of anger; a standing belief that P cannot 

feature in the stream of consciousness, but it can manifest itself as the thought that P; a 

preference for chocolate over vanilla ice cream cannot feature itself in the stream of 

consciousness, but can manifest itself as the urge to choose chocolate ice cream. 

For this to hold water, a state’s manifesting itself in the stream of consciousness must 

consist in more than its causing a conscious occurrence/representation — otherwise, many 

clearly nonmental phenomena come out as mental merely on the basis that they cause 

conscious occurrences/representations. It is better to claim that the relevant states are 

partly constituted by dispositions to conscious occurrences/representations (see especially 

Schwitzgebel, 2002; see also Matthews, 1994, 2007, 2011), and that a state manifests itself 

through conscious occurrences when it gives rise to a conscious occurrence/representation 

and a disposition towards such an occurrence is partly constitutive of that state. 

This makes some borderline-mental phenomena come out as mental. It is not clear that 

consciously being hungry, being ill, needing a wee (‘pee’), needing to be sick, and other such 

‘bodily’ states are mental, but it is also not clear that they are not — they are therefore 

borderline-mental phenomena. Being hungry, needing a wee, and needing to be sick are, 

conscious or not, partly constituted by dispositions to conscious 

occurrences/representations. These are states of living organisms, and in organisms with 

the capacity for consciousness, part of what it is to be in those states is to be disposed to 
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feel hungry, ill, desperate for a wee, and nauseous. Also part of these states are dispositions 

to behaviour, bodily movements, and coordinated metabolic responses, as well as purely 

‘physical’ and nondispositional features like having an empty stomach, infection, or full 

bladder. None of these features is individually necessary, but many different clusters of 

them are jointly sufficient. 

However, while consciously being ill or hungry, and consciously needing a wee or to be 

sick, may be borderline mental phenomena, unconsciously being in one of these states is 

clearly not a mental phenomenon. Otherwise, one might be in a mental state only in virtue 

of dispositions to certain metabolic activity, and certain physical features — with no 

conscious or behavioural effects.  

The trouble is that the phenomenalist seems to me to be forced to rule that these 

phenomena are ‘mental’ nevertheless. The issue turns, as indicated above, on whether 

unconsciously needing a wee and consciously needing a wee are the same sort of state in the sense 

relevant to the connection principle. If they are, then unconsciously needing a wee, even if solely 

in virtue of a full bladder, is a mental state, since it is the same sort of state as consciously 

needing a wee – namely, both are kinds of needing a wee, a state which can be conscious or 

unconscious. I believe that the phenomenalist is forced to accept that they are the same 

kind of state. To insist that unconsciously needing a wee and consciously needing a wee are saliently 

different kinds of state, while treating unconscious belief and conscious belief as saliently the same 

kind of state, appears to me to be either unmotivated, or to be motivated only by the wish 

to deny that unconsciously needing a wee is a mental state, and therefore viciously circular. 

There is therefore a dilemma for the phenomenalist. If they allow only those phenomena 

that directly feature in the stream of consciousness to count as ‘mental’, then they end up 

ruling that emotions, standing beliefs, and so on are not mental. If they also allow 

phenomena that manifest in the stream of consciousness to count as mental, then they end 

up ruling that significant numbers of unconscious, primarily bodily states are in fact mental 

states. 

2.1.4.3. Recasting the metaphysical debate 

One might respond that the intentionalist or the phenomenalist can just bite the bullet. 

After all, it is far from clear that ordinary talk of the ‘mind’ and the ‘mental’ sufficiently 

constrains us to one proposal (§7.2.2) — for example, ‘mind’ is clearly used to refer 

exclusively to the stream of consciousness sometimes, and it is far from obvious that the 

‘folk’ would agree on whether, eg, needing a wee, or knowing English counts as ‘mental’. Their 
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proposals can be understood as revisionary or ameliorative — as not only clarifications and 

elaborations of the ‘folk’ concept of mind, but as improvements upon it. 

The trouble with this proposal is that it is far from obvious how to choose a ‘winner’ here. 

There are simply too few constraints that directly inform the debate on what we want from 

the concept of mind to work out which proposal better does the job. Both proposals 

identify interesting classes of phenomena, and there is no obvious reason why one needs to 

‘win out’ over the other in a competition for the label ‘mind’. At least absent further 

constraints on theory-choice here, the debate between phenomenalism and intentionalism 

faces a dilemma: either the proposals are taken as purely descriptive, and fail, or they are 

taken as partly revisionary, and the debate cannot be settled. 

I now want to discuss briefly what I believe is going on in the debate between 

phenomenalism and intentionalism, to capture the way that I believe that it is valuable but 

misframed – although this does not directly serve my argument. I believe that the debate 

between phenomenalism and intentionalism ought not to put forward the phenomena it 

clarifies and elucidates as potential ‘marks’ of the mental. Instead, I believe that the debate’s 

value is to be found in two key achievements: it has done an exceptional job of bringing to 

light phenomena that were largely obscured by and conflated under the concepts mind and 

mental, and of exploring the relationship between these often-conflated phenomena.12 

This also helps to make sense of why necessity objections have generally received so much 

more attention than sufficiency objections. Those in the debate are naturally drawn to the 

more interesting question — can and should we account for phenomenal consciousness in 

terms of intentionality, or vice versa? This is the emphasis of many of the most influential 

discussions that ostensibly serve as defences of intentionalism or phenomenalism (eg, 

Crane, 1998, 2001; Searle, 1992; Tye, 1995, 2000; see also Kriegel, 2013). This, surely, is an 

important and interesting question, regardless of whether the mental has a mark. 

2.2. Other philosophical proposals 

I have at this point explained why I do not believe in any of these proposals for the mark 

of the mental. There does not appear to be an epistemologically or metaphysically 

 
12 Notably, even if intentionality/consciousness turns out to be a form of consciousness/intentionality, they 
remain distinct phenomena. 
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significant feature shared by mental phenomena, but instead, the concepts mind and mental 

appear to blur together many importantly distinct such features.13 

Lacking a ‘mark’ is a common feature of our concepts and categories, but this does not 

mean that the preceding discussion was pointless, nor that theorists were foolish to look 

for a mark in the first place. Having a ‘mark’ may be one way for a concept to secure its 

utility, but even if so, it may well be only one way among many (se also Lakoff, 1987; 

Lakoff & Johnson, 2008; Pritchard, 2019). 

There are also several philosophical proposals about the nature of the mind or about the 

point of the concept of mind that do not rely on a ‘mark’ to specify the nature of the mind, 

but which would confound my argument in later chapters if correct. The purpose of this 

section is to set aside some of the most significant of these proposals. 

2.2.1. Materialist minds 

In certain theoretical contexts, the term ‘mind’ is used to refer to a material system. For 

example, it is used this way in the construal of the mind as the brain (eg, Blakemore, 1977), 

and some discussions of the embodied mind proposal (eg, Varela, Thompson, & Rosch, 2016) 

and the extended mind proposal (eg, A. Clark, 2008; A. Clark & Chalmers, 1998). This also 

relates to the preceding discussion of the mark of the mental in another way: the mark of 

the mental (especially intentionalism), has taken on new significance in recent years — as a 

form of resistance to the extended mind proposal of A. Clark and Chalmers (1998), 

especially in the work of Adams and Aizawa (2001; 2008; 2010; Aizawa & Adams, 2005), 

and especially as related to the domain of cognitive science.14 

While it is rarely taken very seriously in print, a fairly (and to me, surprisingly) common 

response to my position has been to claim that the mind is basically just the brain, or 

basically just some other material system. This option fails for reasons already intimated in 

 
13 An unfortunate omission for reasons of space is Farkas’ (2008) defence of the notion of mind that agrees 
with Rorty on Descartes’ influence and returns to Descartes’ arguments and insights. Farkas’ argument is too 
rich to address here in any detail. Her position identifies the mental with the perspectival, and mental facts with 
perspectival facts, thus both granting and explaining privileged epistemic access; she accounts for 
unconscious mental phenomena with a version of the connection principle loosely inspired by Freud. While I 
think that the perspectival is an interesting category, I think that it is just another one of the categories illicitly 
lumped together by mind and mental. While I accept that that Descartes is interested in the perspectival, I do 
not think it is the only category he is interested in – the problem is that Descartes wanted a concept that 
would play a whole set of epistemological, metaphysical, and ethical roles; much of my point is that no 
concept can play all these roles. 
14 I will consider some of the assumptions behind such proposals further in §3, but for critique, see especially 
Akagi (2018); C. Allen (2017). 
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§1.2.2. ‘Mind’ does not refer to any particular material system – although people use it to 

refer to many (§8.4.2.2). The debate provides more evidence for pluralism about the 

control systems and processes of human beings and eliminativism about mind and mental 

than it does for any particular proposal being the correct one (see also Müller, 2012, 2018 

for a rather more blunt argument).  

The core problem is that none of the systems that are candidates for being ‘the mind’ is the 

best candidate. None aligns particularly better than the others with the pretheoretic concept 

of mind. Every candidate material system ‘large’ enough to be responsible for all mental 

functions is not remotely plausibly responsible for only mental functions. For example, even 

granting that the nervous system, brain, or cerebrum are responsible for all mental activity, 

they are also responsible for, eg, the regulation of body temperature. Conversely, every such 

system ‘small’ enough to be plausibly responsible for only mental functions is not remotely 

plausibly responsible for all mental functions. For example, even if the frontal cortex is 

plausibly responsible for only mental functions, it is not plausibly responsible for emotions 

or motivation, which essentially involve various other brain areas. 

This follows from the fact that the very same material resources as are recruited for mental 

functions (eg, the striatum, which is essential in motivation, learning, and emotion) are also 

recruited for nonmental functions (the striatum also seems to be involved in the regulation 

of the immune system, Rivera-Aguilar et al., 2008; see also Mancini, Ghiglieri, Parnetti, 

Calabresi, & Di Filippo, 2021). This is a very general feature of neural organization 

(Anderson, 2010; Zerilli, 2019). Such phenomena likely stem from ‘exaptation’, whereby 

existing resources are repurposed over the development of a species (Gould & Vrba, 1982). 

It is worth noting that as well as there being no clear material referent for ‘mind’ or 

‘mental’, construing these systems as being the mind or its basis has undermined our 

scientific understanding of these systems. For example, some argue that a construal of the 

brain along these lines has led to a systematic neglect of nonmental neural functions 

(Haueis, 2018). Others identify a neglect of nonnervous activity within the brain (Abraham, 

Jones, & Glanzman, 2019; Leng, 2018). Others still argue that the construal of the brain as 

the mind relies on (Macmillan & Lena, 2010) and has led to (Fuchs, 2011) an 

overestimation of the brain’s importance (see also Mudrik & Maoz, 2015), as well as an 

overemphasis on the study of the brain (Berent, 2020, 2022).15 The brain and its structures 

are often overemphasised in ethically-significant debates over animal psychological 

 
15 For those who doubt that the brain is overemphasised, see Scull, 2022. 
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capacities (Nafcha & Gabay, 2019; Gough, 2022a). Our understanding of these systems 

suffers from forcing them through this inappropriate conceptual lens. It is therefore even 

more difficult to maintain that the mind is just one of these material systems.16 

2.2.2. Phenomenological minds 

Having set aside a few ‘materialist’ proposals, let us consider the prospects of 

‘phenomenological’ proposals. By ‘phenomenological’ proposals, I mean those that try to 

treat ‘mind’ and ‘mental’ as somehow ‘found in’ first-person experience – those that are 

given in, part of the structure of, or especially apt to describing, such experience (Husserl, 

1989; Rockmore, 2011). The idea here is that if mind and mental were concepts found in 

experience, it would not matter whether they were generally useful or not, since we would 

be stuck with them and forced to work around them regardless, and since they would be 

guaranteed a role in describing experience even if they refer to nothing beyond the realm of 

immediate first-person experience. 

If one is to find mind in experience, one must immediately ask whether it is one’s own mind 

or the minds of others that are supposed to be an element of experience – clearly, we 

would not experience these in the same way. One consideration that counts, I think, 

immediately against both of these is the psychological and epistemological disunity of both 

introspection (see especially §2.2.1.2; Schwitzgebel, 2012; Rorty, 1970) and the perception 

of others’ mental states (see especially §6.5; 7.2). 

The two most plausible phenomenological proposals are, I think, deeply flawed on other 

grounds too. The most plausible first-person proposal is that one’s own mind is a structural 

element of experience, in that it is the arena in which all experience takes place: this fails 

because it ends up identifying mind and consciousness, which is incompatible with the folk 

notion of mind, which allows for unconscious mental processes (see also §2.1.4.2).  

The most plausible proposal for retrieving the notion of mind from our experience of 

others is based on the norm-governed or expressive elements of people’s comportment 

 
16 One might that the phenomenon of vagueness means that my argument in this section relies on holding 
‘mind’ and ‘mental’ to too high a standard: that this is just an instance of ‘the problem of the many’ (Lewis, 
1993). This is not so. The problem of the many is the problem that what we typically take as one system at a 
relevant degree of granularity transpires to be many systems at a higher-than-relevant degree of granularity (ibid.). 
Conversely, my point is that there is a plurality at the relevant degree of granularity, because there are important 
and relevant differences between these systems, the importance and relevance of which is demonstrated 
(among other ways) by how lumping them together has distorted their nature and functions. I think that they 
are also importantly distinct relative to ‘folk’ interests, and that this is demonstrated by the problems that arise 
from the overestimation of the importance of the brain by the ‘folk’ (§8.3). 



29 
 

and behaviour (Haugeland, 1982, 1993; Heidegger, 2009; Ryle, 1949; van Gelder, 1993). 

This proposal identifies mind and this kind of comportment; this clearly is (and is generally 

offered as) revisionary with respect to the folk concept of mind,17 and so offers no defence 

of the folk notion of mind as a phenomenologically justified concept.  

There is therefore no nonrevisionary phenomenological proposal for the nature of the 

mind where it can be found in experience. Note that it is not an option here to claim that 

mind is a ‘phenomenological’ concept because it refers to a posit based on experience, for 

example, that which lies behind the realm of norm-governed or expressive comportment. If a 

posit being based on experience is enough to guarantee that the relevant concept is 

‘phenomenological’, then it is likely guaranteed that all concepts are phenomenological. 

Moreover, if mind and mental are posits based on experience, it matters how generally useful 

they are – a posit based on experience is still a posit. 

2.2.3. ‘Folk’ minds 

One possibility is that the concepts mind and mental are ‘folk’ notions in some sense.18 

According to some schools of philosophy, we should follow a principle of linguistic 

conservatism: if a concept is a folk notion, we should have a default faith in the concept, even 

if we cannot make sense of how the concept is helpful (Austin, 1979a, 1979b). Claiming 

that mind and mental are folk notions that by default deserve our faith is not exactly an 

account of minds and the mental. However, if one believes this, one may be sceptical of my 

argument in later chapters. 

Two things should be noted. First, much of the use of ‘mind’ and ‘mental’ in ordinary 

language is idiomatic (eg, have in mind, lose my mind, all in the mind), and therefore not 

existentially-committing (few people would infer that I literally lost something if I were to 

say that I lost my mind during the heatwave). Secondly, in as much as there are 

existentially-committing ordinary-language uses, they often appear to be among the most 

actively unhelpful (§4.4.2; 5.5; 6.5.2; 7.3.1) and confused, and this is because ordinary uses 

of the terms ‘mind’ and ‘mental’ are not cleanly distinct from technical uses (§8.3).  

 
17 I am not begging the question against direct-perception theorists in this area because I am not claiming that 
they are wrong, but, as they would likely agree, that their view is not the ‘folk’ view (eg, Gallagher, 2008; J. 
Krueger, 2018; Lavelle, 2012; see also Westfall, 2020 for a view that disavows the ‘direct’ label but claims 
mental-state-perception is as direct as length-perception). 
18 One version of this theory claims that it is an innate concept (Bloom, 2004), but this theory relies heavily 
on in-my-view-misinterpreted evidence based on studies of nonhuman animals and autistic children (Chapter 
7). 
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Austin’s linguistic conservatism is based on the idea that folk concepts are those that have 

been found valuable enough to use by many generations of speakers, a process he 

compares with ‘survival of the fittest’ (1979b, pp.181–182). The idea is not that there can be 

no flaws in how ordinary language is used. Instead, the idea is that even on identifying 

some such flaw, we should assume that there is some good reason that the concepts have 

survived so long in their extant form, even if we cannot work out what it is. 

However, this needs to be nuanced to be plausible. Many folk concepts have been passed 

down the generations because they embody popular forms of bigotry. One needs to 

distinguish between good reasons for concepts to survive and bad reasons for concepts to 

survive, because many concepts have survived for reasons that clearly do not support the 

retention of those concepts (see also Queloz, 2019b). 

Austin’s principle of linguistic conservatism therefore needs to be sensitive to the 

possibility that concepts survive for reasons that do not reflect well on those concepts. For 

the sake of my argument, I will therefore assume that it is sufficient to defeat Austin’s 

principle if it is possible to explain why the concept survived and survives without granting 

any utility to the notion. 

2.2.4. The origin of mind: embodiment, animals, and death 

In this final section, I offer my preferred theory of why we have the concepts mind and 

mental. My theory has much in common with that of Leder (1990). He offers a 

phenomenological theory that accounts for why the concept of mind becomes salient and 

appealing to us (see also Thompson, 2001).  

The basic idea of Leder’s theory is that the fact that we can ignore our physical 

embodiment when things are going well, and the fact that it forces itself into our awareness 

when things are going badly, together serve to form the germ of the idea of the mind.19 

Taken together, they make a positively-evaluated concept of person-minus-embodiment, 

complemented by a negatively-evaluated concept of body, seem appealing for describing the 

way our embodiment seems to encroach on us.20 If the core of the concept of mind is 

approximately that of a person without embodiment, this also goes a long way towards 

explaining its transmission and success (Boyer, 1994; Upal, 2010; see also Barlev & 

 
19 In other words, he highlights that our embodiment becomes transparent in a Heideggerian sense. 
20 It is relevant in this context to note the influence on Descartes of the Christian meditative tradition, 
transmitted to him through the work of St Teresa of Avila (see Mercer, 2017). 
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Shtulman, 2021) as well as its role in religion and theories of the afterlife (Slingerland, 

2019). 

Leder builds in a role for cultural concerns in moving from the germ of the idea of the 

mind to the full-blooded concept of mind. This is essential because there is widespread 

cross-cultural variation in mind-like concepts (Wierzbicka, 2006). For example, in the 

Illongot people of the Philippines, the notion closest to mind includes ‘fertility, health, life 

energy, social relations, vitality, and animation’ alongside typically ‘mental’ capacities 

(Lillard, 1997, p. 270). 

Two major cultural concerns that shape the Western notion of mind are demonstrated by 

historical and cross-cultural evidence. One is a concern with immortality and religious 

belief more generally (see also, MacDonald, 2003, 2019; Martin & Barresi, 2006; Rohde, 

2006; Snell, 1953). The second is a cultural concern with finding a particular kind of 

human-animal divide, one that turns on a single feature that (a) humans possess, (b) 

nonhuman animals lack, and (c) is the total grounds of moral status. This tends not to 

produce helpful concepts, but instead ones that are unstable and confused (see Carpenter, 

2018; Gough, 2022a; Sorabji, 1993).  

This concern directly impacted at least Descartes’ treatment of the notion of mind. Prior to 

Descartes, there were two notions with similarities to our contemporary concept of mind at 

large in the Western tradition. The Latin words were anima (soul, approximately the Greek 

psyche) and mens (thought, approximately the Greek nous, and the scholastic rational soul). 

‘Mens’ had a narrower range of application than ‘mind’: it referred exclusively to thought 

— excluding emotion, perception, feeling, and so on (cf. Westphal 2016, p.34). ‘Anima’, 

conversely, had a much broader application; it made sense to talk of the souls of humans, 

of animals, and even of plants.21 This did not rely on any belief that plants were intelligent, 

rational, emotional, sentient, or anything else along these lines. Instead, plants were granted 

‘anima’ simply by virtue of being alive, and by virtue of their nutritive functions. 

Descartes used ‘mens’ to refer to a middle notion; he chose the word ‘mens’ over ‘anima’ 

for reasons which are a matter of historical record. ‘[Descartes] deliberately sought to 

suppress the idea of the soul as having a nutritive function. … He wanted to connect soul 

only with consciousness, and to reinforce this intention, he announced that he would drop 

the [word “anima”] and substitute the [word “mens”]’ (Sorabji 1993, p.98). This would, he 

 
21 The same, of course, is true of the ‘psyche’ that gives psychology and psychiatry their names. 
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thought, help us humans to ‘recognise the enormous difference between ourselves and 

animals’ so that ‘we can understand much better the arguments proving that our souls are 

independent of the body’s death’ (ibid, p.206).22 

The presence of mind and mental in ordinary language therefore does not justify placing our 

faith in the concepts. This briefly sketched theory of the concepts undercuts the application 

of Austin’s principle of conservatism: we should not assume that there is some hidden 

justification for using mind and mental in their history, because there are well-grounded 

explanations of how we came to use the notions that do nothing to justify their continued 

use. Instead, the notion of mind looks like a culturally-laden posit based on experience, at 

least somewhat shaped (historically and presently) by cultural concerns that are not 

obviously legitimate. 

2.3. The concept of mind in philosophy 
At this stage, I have explained why I do not believe that there is a mark of the mental by 

explaining why I do not believe several proposals for the mark of the mental. I have also 

suggested that mind is neither a material system nor found in experience, and that its 

potential status as a ‘folk’ notion does nothing to protect the concept from an assessment 

in terms of its utility. Finally, I sketched my own theory of the concept, as a culturally-laden 

posit based on our experience of embodiment. 

In later chapters, I assess the concept of mind by its utility and its role in our conceptual 

infrastructure, focussing especially on psychology, psychiatry, and cognitive science. 

However, especially given the fairly widespread view (shared by Rorty) that mind and mental 

are primarily philosophical concepts, one might expect to find them at their most helpful in 

philosophy. What, then, of the possible utility of the concept of mind for philosophy? 

What role does it play in the discipline’s conceptual infrastructure?  

Discussion of the mind-body problem is perhaps the most famous area of explicit 

discussion of the mind and its nature in philosophy, and so an appropriate area to assess 

the concepts’ philosophical roles. It is worth trying to characterize the mind-body problem 

before going any further. Crane (1999, p.546) offers the eminently sensible suggestion that 

‘[t]he mind-body problem is the problem of explaining how our mental states, events, and 

processes are related to the physical states, events, and processes in our bodies’. 

 
22  C. Taylor (1989) offers a genealogy which casts the notion of mind in a positive light, which I engage with 
and dismiss elsewhere (Gough, 2022b). 
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Immediately, however, he clarifies that questions probing the relation between two classes 

of thing do not alone constitute philosophical problems. For there to be a philosophical 

problem, he claims, ‘there has to be something … that makes the relation between them 

seem problematic’ (p.547).  

2.3.1. The origins of the mind-body problem 

I will shortly return to the question of what makes the relationship between the mental and 

the physical seem problematic. However, I want to start by stressing that what currently 

makes the relationship between the mental and the physical seem problematic is not what 

used to make the relationship seem problematic. There have not always been discussions of 

any recognizable version of what we now call ‘the mind-body problem’ — although 

discussions throughout the whole history of philosophy consider particular aspects of the 

problem as we now know it (Crane, 1999; King, 2005; Matson, 1966; Westphal, 2016).  

The first clear instance, the ‘interaction problem’ discussed further below, arose against a 

background of a defunct materialist and mechanistic metaphysics.23 This defunct 

mechanistic materialism took the view that the nonmental world was constituted entirely by 

mechanisms whose activity could be fully explained in terms of extension, location, 

motion, and contact (Cottingham, 2006; Hatfield, 2018). Descartes thought that human 

behaviour was intelligent, flexible, and adaptive to the extent that it could not be managed 

by a mere machine, and so could not be explained by such mechanisms.  

The old mechanistic materialism furnished Crane’s question with a clear answer — the 

mental is problematic because it cannot be explained with material mechanisms making use 

only of extension, location, motion, and contact. However, as the worldview has lost its 

dominance, so has the ease of offering this answer.  

Chomsky (2002) argues that materialism lost its meat when physics was integrated with 

chemistry. The view of physics as dealing with mechanisms of the specified sort was 

abandoned, to make room for notions such as force and attraction. Unlike contemporary 

physicalism, which is a largely a posteriori position drawing on developments in physics 

(Papineau, 2001), the old materialism had a significant a priori component, in adopting strict 

conceptions of matter and mechanism. 

 
23 This is not to say that materialist or mechanistic metaphysics are defunct. Instead, the relevant version of it is 
defunct in that it adopted a conception of mechanism and the material now largely abandoned. 
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Contemporary mechanists, unlike the old mechanists, have correspondingly significantly 

loosened their requirements on mechanisms, and offer their position as in large part a 

posteriori (Craver, 2007; Craver & Darden, 2013). For example, Craver’s (2007, p.2) aim in 

constructing his account is ‘to construct a model of explanation that reflects, rather than 

merely accommodates, the structure of explanations in neuroscience, […] [one that] does 

justice to the exemplars of explanation in neuroscience and to the standards by which these 

explanations are evaluated’. Mechanisms are no longer limited to drawing on motion and 

matter arranged into shapes and structures. Rather, they may be any relevant ‘entities and 

activities organized such that they exhibit the explanandum phenomenon’ (Craver 2007, p.6; 

emphasis in the original). 

These changes in views of the nonmental realm make the mental less obviously stand out 

as difficult and problematic. Without a prescriptive conception of the material and the 

mechanical, it is less obvious why the mental does not ‘fit in’ (see especially Hornsby, 1980, 

2001; Chapter 6, especially §6.5.2). I am not suggesting that abandoning the old version of 

mechanistic materialism defuses the mind-body problem. Instead, I am suggesting that it 

makes the problem significantly less clearly demarcated, especially since (at least quasi-) 

mental language is widespread throughout the life sciences (Bolton, 2004; Bolton & Hill, 

2004; Figdor, 2017, 2018) and perhaps even further (Nes, 2008).  

2.3.2. Dissolving the mind-body problem 

Without the old mechanistic materialism, and its neat answer as to the source of the mind-

body problem, we need to look elsewhere. Many features have been proposed as the source 

of the difficulty. Kim (2001) suggests a modest two: mental causation and consciousness. 

Mental causation, the (ostensible) power of mental phenomena to cause things, is 

problematic only on a further assumption that the mental is nonphysical, where this 

roughly means nonfundamental. The problem of mental causation can be distinguished 

from the interaction problem, perhaps the oldest of the ‘mind-body problems’, identified 

by critics of Descartes, most famously Elisabeth, Princess of Bohemia (Westphal, 2016). 

Where the interaction problem is posed as a problem specifically for the interaction of the 

mental and the physical, of mind and body, the mental causation problem applies also and 

primarily to ‘intralevel’ causation, between mental phenomena (eg, a belief that it will rain 

giving rise to a desire for an umbrella). 

Kim’s modest list of two is unusually sparse. Pernu (2017) suggests five features as sources 

of the mind-body problem: intentionality (aboutness, or world-directedness), 
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consciousness, free will, teleology (purposiveness, or end-directedness), and normativity. 

Feigl (1958) suggests eight: subjectivity (which he equates with privacy), nonspatiality, 

qualitativeness, purposiveness, mnemicity, holism, emergence, and intentionality. Rorty 

(1979) endorses Feigl’s list, and adds to it eight more features: incorrigible self-knowledge, 

‘ability to exist separately from the body’, ‘ability to grasp universals’, ‘ability to sustain 

relations to the inexistent’, ‘ability to use language’, ‘ability to act freely’, ‘ability to form 

part of our social group’, and ‘inability to be identified with any object “in the world”’ 

(p.35). This brings us to 20 features, and 20 philosophical problems. 

There are three key options for the construal of the mind-body problem considering this 

diversity of troublesome features. The first is that one of these is the key feature of the 

mental and gives rise to the mind-body problem, and the others have been misidentified as 

the source of the problem. I do not believe that this is a good option, because there is no 

reason to believe in, and no way to identify, a single key feature of the mental.  

The second option is to view the mind-body problem as particularly difficult and tangled, 

involving a large cluster of interrelated features, including at least some of those listed 

above. The third option is to see the mind-body problem as misframed. On this view, talk 

of the ‘mind-body problem’ runs together many different problems in a way that is 

methodologically unhelpful and misleading. Importantly, that is not to claim that the various 

philosophical problems that have been subsumed under the label are somehow 

wrongheaded. Instead, according to this view, the old mechanistic materialism led us to 

believe in the mind-body problem, and in attempting to investigate that problem, 

philosophers have discovered many distinct problems that are better kept clearly distinct — 

the problem of consciousness, the problem of intentionality, of causal exclusion, of free 

will, and many more.  

I prefer the third option. Some of my reasons are laid out in Chapter 1. I agree with Rorty 

that a certain sort of scholasticism tends to result from characterizing an area of discussion 

with a concept that immediately invites clarification, is not especially well-defined, and 

carries with it several dubious contrasts. I further agree with Rorty’s worries that in doing 

so, we risk making ourselves hostage to various illicit cultural concerns and preconceptions, 

as well as illicit argumentative manoeuvres. 

Two major complications resulting from the second option also support the third. One is 

that very few of these problematic features are features of approximately all and 

approximately only mental phenomena. I suspect that this occasionally results in slightly 
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misleading construals of the philosophical problems resulting from these features and the 

space of possible solutions. For example, if teleology and intentionality are widespread, this 

may well change the plausibility of different solutions. It is one thing to bite the bullet and 

claim that apparent cases of teleology are merely illusory if this is thought to be a feature 

only or primarily of the mind, it is quite another to reject the existence of teleology if it is 

entailed by large swathes of our best biological theory. 

Analogous remarks apply to the construal of the causal exclusion problem that Kim (1993, 

1998, 2001) identifies as the problem of ‘mental causation’, and therefore a ‘mind-body 

problem’. If Fodor (1974) is correct that the causal exclusion problem applies to causation 

in all the special sciences, the implicature that this is a problem especially or primarily of the 

mind is defeated, and radically changing how plausibility is distributed over the space of 

solutions. 

Another important complication results from thinking in terms of ‘the’ relation between 

the mental and the physical, and of ‘the’ mind-body problem. ‘The’ arguably introduces a 

presupposition of uniqueness (cf. Szabó, 2000). This introduces a tendency to look for 

‘one-size-fits all’ solutions to the problems of mental phenomena. For example, in the area 

of philosophy of mind known as the ‘metaphysics of mind’, theories of the relation 

between mental and nonmental phenomena are frequently offered and understood as 

theories of the relation between all mental phenomena and the relevant nonmental 

phenomena (Levin, 2008; Smart, 2007; see also, Davidson, 1970).  

The assumption that the category of mental phenomena is sufficiently homogeneous to 

support an overarching theory24 is also fairly frequently called upon, implicitly or explicitly, 

in philosophical arguments regarding ‘mental’ phenomena such as beliefs and decisions. 

For example, Fodor (1978) argues that beliefs and other propositional attitudes should be 

understood ‘as relations between organisms and internal representations’ (p.506); two key 

claims in this argument are that empirical accounts of propositional attitudes should ‘mesh 

with’ empirical accounts of other mental phenomena (p.508), and that cognitive psychology 

‘explains all the mental processes and properties’ (p.520; emphasis in the original) drawing 

on the same set of computational principles ‘that apply in virtue of the form of entities in 

their domain’, that is, in virtue of the form of mental phenomena in the domain of 

cognitive science.  

 
24 This presupposes that there is a single category of phenomena associated with the term ‘mental’, a 
presupposition I argue against in the remaining chapters. See also §8.4.2.2. 
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Fodor holds fast to this position even though it, in his view, means that the scientific study 

of propositional attitudes will be infeasible, and that the propositional attitudes will be 

beyond ‘the limits of what we are going to be able to understand about the mind’ (Fodor 

1983, p.126) Likewise, Carruthers (2017) argues that there are no conscious decisions, on 

the basis of an overarching theory that all mental events are brain events and all conscious 

mental events are therefore conscious brain events, and an empirical case that there are no 

conscious brain events that can be identified with decisions. I offer these as examples 

because both authors offer arguments based on a homogeneity assumption for ostensibly 

counterintuitive and undesirable conclusions, but at no point appear to consider running 

their arguments as a modus tollens on the homogeneity assumption: the assumption remains 

beyond question, even where it leads to ostensibly implausible conclusions. 

Before I conclude, I want to pause to reflect on a theme relevant to both §2.3 and §2.2.4: 

the body, the other side of Descartes’ divide. There are many revisionary 

conceptualizations of the body, emphasising its neglected importance and features (eg, 

Montero, 2016; Shusterman, 2008); the body is a longstanding theme of feminist 

philosophy and philosophy of race (Lennon, 2010). I am suspicious of the concept body, 

because I suspect that it and mind are partially interdefined (or at least co-constructed; 

Foucault, 1980; Simon, 1978; Snell, 1953). 

However, to do justice to discussions of the body in philosophy is a research project on its 

own, and so the body is not a focus of the remaining chapters. Nevertheless, I see worries 

about the concept body as direct corollaries of my worries about the concepts mind and 

mental (see also Montero, 1999). It is plausible to me that, just as revisionary/ameliorative 

analyses of mind and mental should be recast as revealing phenomena hidden by the 

concepts, we should eliminate body in favour of more fine-grained concepts tailored to the 

phenomena unveiled.25 However, to make this case I would need to check carefully 

whether body is useful in practice (prima facie, I suspect it is not; eg, Stone & Carson, 2017) – 

just as I will with mind over the following chapters. 

2.4. Philosophy without the mind? 
At this point, I have explained why I do not believe that there is a mark of the mental, by 

considering and dismissing five important proposals for the mark of the mental. I have 

 
25 Similar points could perhaps be made about matter and materialism, and the revisionary conceptions thereof 
currently grouped as ‘new materialism’; see Gamble, Hanan, and Nail (2019). 
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suggested that the concepts cannot be understood as referring to a particular material 

system, or to an element or structure of experience. Rather than folk notions in which we 

should have default faith, I have suggested that mind and mental are culturally-laden posits, 

inspired by aspects of our experience of embodiment. I have, of necessity, given only the 

outlines of my responses to these proposals and offered only a sketch of a theory of why 

we have the concepts: my aim has not been to offer a robust dismissal of every proposal, 

but to explain why I think a new, more practice-focused approach is needed, an approach 

that I adopt in later chapters. 

I have also suggested that the concepts do not appear well-suited to their current role in 

philosophy of mind. Earlier, I mentioned an objection often levelled against my position: 

that it does not offer any solution to the mind-body problem. There is a clear sense in 

which this is right: it is not my concern to solve any of the problems that have been 

construed as ‘the mind-body problem’. I do not, for example, offer novel analyses or 

accounts of intentionality, phenomenal consciousness, subjectivity, causal exclusion, or 

emergence.  

However, I sincerely believe that these problems look significantly more clearly-

demarcated, and often more solvable, when they are clearly distinguished from one 

another. In that sense, my position is intended to contribute to the resolution of the ‘mind-

body problem’ — by making the stakes clearer, the problems clearer, and by trying to 

ensure that there is no presupposition of a one-size-fits-all solution. More generally, my aim 

is to do some overdue plumbing, not to manufacture magic bullets (Midgley, 1992). 

In relation to philosophy of mind, my aim in offering the no-mind thesis is to help with the 

process of dealing with the real, substantive issues that make up its subject-matter, by 

highlighting a way in which discussions of them have been misframed. In the following 

chapters, I argue for an analogous position in relation to psychology, cognitive science, and 

psychiatry: construing these many areas of inquiry as to do with the mind and the mental 

makes it harder for them to solve the real, substantive issues that actually constitute their 

subject-matters.  
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Chapter 3: Cognition and the mind 

3.1. Cognitive science as the study of the mind26 
I have raised several reasons that one might worry about the concept of mind and the 

nature of the mind: genealogical reasons to do with the formation and propagation of the 

concept, its resistance to satisfying characterization, the danger of scholasticism in the 

study of the mind, and the dubious status of the ‘mind-body problem’. I have suggested 

that a good approach might be to examine how the concepts mind and mental are put to 

work in areas of relatively direct practical significance, and to see how these more practical 

‘roles’ assigned to the concepts might constrain our characterization or inform our 

understanding of the mind. 

One significant role assigned to the concept of mind is the demarcation or characterization 

of the proper domain of cognitive science: that is, it is widely supposed that cognitive 

science is the science of the mind. It is also the case that cognitive science is widely 

supposed to be the study of cognition. Indeed, ‘mind’ and ‘cognition’ are often treated as 

synonyms, with some suggesting that the term ‘cognition’ was adopted in place of ‘mind’ in 

the early days of cognitive science because it served as ‘a scientific, naturalistic phrase that 

stressed a modern non-dualistic view on the mind that could be articulated in terms of 

information processing and computation’ (Keijzer, 2021, p.138). 

It is important that ‘cognition’ be understood correctly in this context. There is a sense of 

‘cognition’, subject to much debate, in which there might be a natural distinction between 

cognition and perception; similarly, ‘cognition’ is also used in contrast to emotion. Neither 

is the sense relevant here, however. ‘Cognition’ in this context is a notion that includes at 

least some examples of emotion and perception — indeed, according to some recent 

proposals, affect is essential to cognition (M. Sims & Kiverstein, 2021). 

How is this relevant to characterizing the mind, or determining the nature of the mind? If 

the concept of mind serves well in demarcating or characterizing the subject-matter of 

cognitive science, this is evidence in any analysis, and constrains any ameliorative analysis, 

of the concept. If mind is identical to cognition, or the mental to the cognitive, understood 

 
26 Much of §3.1 and §3.2 overlaps with Gough (2022c). 
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as the subject-matter of cognitive science, then our knowledge of cognition and the 

cognitive can directly inform our views of the mind and the mental.  

Conversely, if the concept of mind is unhelpful when used to demarcate or characterize the 

subject-matter of cognitive science, then it may support revising the concept or denying 

that the mind is the subject-matter of cognitive science and more carefully distinguishing 

mind and cognition. Additionally, if the concept of mind is unhelpful here, where it seems 

likely to be helpful, it provides defeasible evidence that the concept is a flawed or unhelpful 

one more generally. 

My aim, then, is to explore the relationship between cognition, mind, and cognitive science. I 

will argue that mind ought not to be used to demarcate the domain of cognitive science, to 

characterize the domain of cognitive science, or to demarcate or characterize cognition. I 

will argue, first, for a fairly uncontroversial point: that the relevant concept of cognition is 

for demarcating the domain of cognitive science, above anything else. I will then argue that, 

depending on one’s view of how cognitive science acquires its domain, this undercuts the 

goals of and arguments for several attempts to characterize cognition, including theories 

which identify the cognitive and the mental. I will close by reflecting on the nature of 

cognition, and the past and future of cognitive science. 

3.2. Cognition and cognitive science 

3.2.1. Naming the new science 

A point of rare widespread agreement is that cognition is for demarcating the domain of 

cognitive science (Akagi, 2018; C. Allen, 2017; Keijzer, 2021; Ramsey, 2017).27 There are 

historical reasons to suspect that the notion of cognition in play is that which is defined in 

relation to cognitive science — as Boden (2006) points out, prior to the founding of 

cognitive science, cognition was defined to exclude emotion and affect. Cognitive science, as 

a self-conscious, interdisciplinary exercise, arose in the 1950s, although it grew in part out 

of the cybernetics of the 1940s. Cognitive science, however, was not yet called ‘cognitive 

science’ — much of the work in 1950s went under the simple name ‘computer simulation’, 

 
27 For a limited form of dissent from this consensus, see Rupert (2013). Effectively, Rupert disagrees that 
cognitive science is best understood as studying cognition simpliciter, since there are reasons to count as 
‘cognitive’ systems too different from those (human, according to Rupert) cases that serve as the paradigm 
cases of cognition for cognitive science. 
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until later the term ‘cognitive studies’ took hold in the early 1960s, before gradually 

morphing into ‘cognitive science’ by the mid-1970s (Boden 2006). 

There are a few main reasons that the term ‘cognitive’ took off, according to Boden (2006), 

based on the account of those primarily responsible. Although the term was, at the time, 

defined to exclude emotion and affect, no-one wanted to exclude those things from being 

part of the domain of cognitive science. Instead, they wanted to mark a contrast with 

behaviourism, and offer a characterization of the new psychology’s subject-matter that 

seemed less trivial and redundant than ‘mental’. In the context of the early 1960s, where 

many cognitive scientists were focussing on cognition (in the narrow sense of perception, 

language, memory, and problem solving), the term seemed a natural fit (Boden 2006). 

Through these historical accidents, the term ‘cognition’ came to be associated with a new 

concept, one whose point is to pick out the subject-matter of cognitive science. 

Furthermore, if cognition is taken to be the subject-matter of cognitive science by 

definition, then it gives a clear way to understand how failing to label a system as ‘cognitive’ 

might count as underestimating that system — deeming it unworthy of study by cognitive 

science. 

Beer (2021) recently discussed the origin of the phrase ‘minimal cognition’, a bastardization 

of his ‘minimally cognitive behavior’.28 When offering a putatively representation-free 

account of certain organism-level behaviours, Beer found to his frustration that his work 

was often viewed by cognitive scientists as irrelevant. His work was often perceived as 

irrelevant, for reasons best captured by A. Clark and Toribio (1994) — the worry was that 

the behaviours he modelled were too importantly disanalogous from, and too simple 

compared with, paradigmatic, ‘genuine’ cognition to be relevant to cognitive scientific 

debates over representation. The phrase ‘minimally cognitive behavior’ was intended by 

Beer as an attempt to get around this problem, and to capture the idea of ‘the simplest 

behaviour deemed worthy of a cognitive scientist’s attention’.29 This vignette contains a 

deep truth about the concept of cognition — that it is used, at the most abstract level, to 

demarcate the domain to which cognitive scientists ought to pay attention. 

 
28 For criticism of the phrase ‘minimal cognition’, and the associated ‘proto-cognition’ and ‘proto-cognitive’, 
see Lyon (2020). 
29 This is not to say that Beer’s attempt to get around the problem was successful, an issue on which I do not 
have a strong view for reasons that will become apparent. 
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3.2.2. Setting the target? 

Even granting the story so far, a major question is left unanswered. This question has rarely 

been directly addressed in the debate over cognition and the domain of cognitive science, 

but proposals can be helpfully taxonomized by their implicit answers to this question. the 

issue of what might be called the ‘direction of fit’ (Anscombe, 1957; Platts, 1979, p.257). 

Some proposals are based on the idea that it is up to cognitive science to gradually 

determine and discover its proper domain,30 and that the concept of cognition is defined to 

refer to this to-be-revealed domain whatever it may turn out to be (C. Allen, 2017; Figdor, 

2017, 2018; Newen, 2017; see also Peirce, 1878). I will refer to this class of proposals as 

‘targetless’, and the other class as ‘target-driven’. Unlike targetless proposals, target-driven 

proposals identify a target domain, containing all and only the things that cognitive science 

ought to study.31 

Targetless proposals see cognitive science as gradually expanding or shrinking its current 

remit through the interaction of, at least, the goals of cognitive science, the scope of its 

models and methods, the original pretheoretic area of interest, the paradigm cognitive 

capacities that cognitive science originally set out to explain, and perhaps paradigm 

cognitive systems (normally humans; Rupert, 2013; cf. Figdor 2018; Lyon, 2006). 

Importantly, targetless proposals need not be so flat footed as to claim that anything that 

the tools of cognitive science can explain forms part of its domain (cf. Ramsey 2017). 

Although there are key differences, many targetless views of cognitive science see it as 

proceeding by working outwards from certain paradigmatically cognitive capacities and 

systems, incorporating more capacities depending on certain sorts of salient similarity to 

these paradigmatically cognitive capacities, and incorporating more systems depending on 

whether they instantiate these capacities (C. Allen, 2017; Figdor, 2017, 2018; Lyon, 2015; 

Newen, 2017). Paradigmatically cognitive systems and capacities do not constitute a ‘target 

domain’ because it is essential to the way that ‘targetless’ cognitive science proceeds that 

this class, the ‘paradigmatically cognitive’, be used also to identify potential new targets of 

explanation. ‘Working outwards’ from the paradigmatically cognitive is guided and heavily 

informed by amenability to similar models and methods, relevance to the core interests of 

 
30 I say ‘determining/discovering’ because although from an internal perspective (eg, Lakatos, 1971), the 
research programmes of cognitive science are best understood as discovering the domain of cognitive 
science, from a more sociological perspective, they can be understood as determining our use of ‘cognition’. 
31 One major problem in much of the debate so far has been the failure to distinguish between these two 
types of proposal, often leading those offering one type of proposal to see rival proposals as silly or clearly 
wrong. I will argue that target-driven proposals, while wrong, are far from silly, and fail in fairly subtle ways. 
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cognitive science, and other dimensions of salient similarity. A core idea of such views is 

often that we should let ‘the productivity of research programs in cognitive science guide 

the extension of language to new contexts’ (Allen 2017, p.4240). 

Conversely, target-driven proposals are based on the idea that the concept of cognition 

provides a target at which cognitive science ought to aim. Ramsey (2017, p.4207) expresses 

the core idea of such proposals: that cognitive science and cognition should be defined ‘in 

terms of its relevant explananda, in terms of what it is we want explained’. This latter class 

of proposals faces a second issue. Some are presented as nonrevisionary, and see the 

concept of cognition as at least roughly the same as the intuitive folk concept of mind: on 

such a view, cognitive science ought to aim to explain those phenomena that intuitively 

count as ‘mental’ or ‘psychological’.  

For example, Ramsey (2017) articulates a nonrevisionary target-driven proposal according 

to which cognitive science requires a target domain. In particular, he claims that cognition 

is best understood ‘as a crudely defined cluster of capacities and mental phenomena’, and 

that ‘[a] theory is a cognitive theory if it helps us to understand a capacity or process or 

phenomenon that we are pre-disposed to regard as psychological in nature’ (p.4208). Here, 

Ramsey appears to treat ‘mental’, ‘cognitive’, and ‘psychological’ as synonymous. Another 

proposal along these lines is offered by A. Clark (2011). 

Other target-driven proposals are presented as revisionary: the intuitive concept of mind is 

seen as an inappropriate target domain, and a new, more appropriate target domain is 

offered. These revisionary target-driven proposals have some similarities with targetless 

proposals: they tend to be informed by trends in cognitive science, views about the possible 

range of its models, and so on. Even so, they ultimately aim to set a target domain for 

cognitive science, rather than primarily seeing the proper domain of cognitive science as 

something to be revealed as cognitive science progresses and matures. 

For example, Keijzer (2021) articulates a proposal that like Ramsey’s is target-driven, 

claiming that it is desirable that cognitive science have a ‘clear and stable’ target domain 

(p.137), but differs on the proper target domain. His proposal is offered as revisionary, 

claiming that initially, the target domain of cognitive science was the mind, or at least 

‘remained intrinsically bound up with the pre-existing and long-standing notion of the 

mind’ (p.138). The term ‘cognition’, he claims, was adopted because it ‘provided a 

scientific, naturalistic phrase that stressed a modern non-dualistic view on the mind that 

could be articulated in terms of information processing and computation’ (ibid.). 
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However, he thinks that the domain of cognitive science should be tied to an ‘empirical 

scientific concept’ that can be ‘adapted to scientific findings and theorizing’ (p.146). 

Additionally, he thinks that so long as cognition is tied to mind, it cannot play this role 

because ‘[m]ind is a key concept within our culture that is central for many topics ranging 

from responsibility, free will, using reasons, being rational, and so on’. He thinks that the 

intuitive concept of mind therefore frustrates the ability of cognitive science to acquire a 

stable target domain (see also Clark 2010). His proposal is therefore to set cognition free, and 

untether it from mind. 

Even so, he proposes a new target domain for cognitive science — cognitive science, in 

Keijzer’s view, ought to study all living systems, and in particular, it ought to focus on 

studying ‘cobolism’, ‘the systematic ways in which each living system encompasses 

structures, processes and external events that maintain the fundamental metabolic 

processes that constitute the core of each living system’ (2021, p.137). In distinguishing life 

from cognition, Keijzer’s approach is to focus on the distinction between cognition and 

metabolism as aspects of living systems. This approach is also precedented in the work of 

Godfrey-Smith (see especially 2016b).  

There is another important distinction among target-driven proposals. Strongly target-

driven proposals specify a target domain for cognitive science which is also supposed to be 

its ultimate domain. This tends to be tied to the view that cognitive science is (or at least 

ought to be) the study of some currently-specifiable natural kind (eg, Adams, 2018).32 It is 

this kind of view that Allen (2017, p.4234) accuses of proceeding by ‘definitional fiat’, and 

that Keijzer (2021, p.147) accuses of ‘conceptual stipulation’.  

Weakly target-driven proposals give up on the idea that the current target domain of 

cognitive science should also be presented as the ultimate domain of cognitive science. 

Instead, target domains are understood as at least somewhat provisional and revisable in 

light of empirical discoveries. Keijzer sees such target domains as part of ‘[a] standard 

scientific bootstrapping process where theorizing and empirical work coevolve’ (2021, 

p.147; see also Enç, 1976). 

 
32 For various reasons, I minimize my mentions of ‘natural kinds’ here and elsewhere, partly because 
according to some accounts, the subject-matter of any well-ordered science will by definition be a natural kind 
(eg, Spencer, 2016), and partly because ‘natural kind’ is so poorly and variously defined as to confuse more 
than it clarifies matters (eg, Hacking, 2007). 
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3.2.3. Against setting the target 

If cognitive science is, or ought to be, as target-driven proposals envisage it, then a target 

domain for cognitive science ought to be chosen. Presumably such a target domain should 

fit with the interests and expertise of cognitive scientists, and should be a category of 

reasonable scientific and broader theoretical interest. However, I will argue that cognitive 

science does not and should not proceed this way. 

I will first dismiss Ramsey’s (2017) argument for prescribing cognitive science a target 

domain, before offering two brief arguments against doing so. Ramsey’s argument is 

especially significant because it is the basis for Keijzer’s claim that ‘to get started, a target 

domain must be chosen’ (2021, p.147; see also p.139). The argument Ramsey (2017) offers 

for holding that cognitive science and cognition should be understood in terms of a given 

domain of target phenomena and capacities in need of explanation is that this is ‘the 

standard way sciences are defined’ (p.4207). He offers the example of geology, which he 

sees as studying ‘[roughly] the formation of mountains and rocks and minerals and so on.’ 

Interestingly, he also mentions chemistry, claiming that it deals with a very different, albeit 

overlapping, set of phenomena to geology. He does not specify the subject-matter of 

chemistry. He would have a great deal of trouble if he were to try to do so in similar terms. 

He would have a similar amount of trouble trying to specify the subject-matter of physics. 

The problem, compellingly identified by Hempel (1969) in a rather different context, is that 

the correct, final domain for physics, and its current domain, come significantly apart. The 

history of physics is littered with disputes about what physical phenomena there are and 

what phenomena are physical, as well as discoveries of new physical phenomena, and 

radical changes in our conception of the domain of physics (see Chomsky, 2002; J. M. 

Wilson, 2006). The same is true of chemistry, especially given its interactions and boundary 

disputes with physics (Chomsky 2002). Indeed, a major milestone in the maturation of 

physics was the abandonment of a target-driven view of its domain as the ‘material’, 

understood as comprising mechanisms that operated on principles of motion and contact 

(one might think that cognitive science is undergoing a similar development). 

As I will discuss further in the next chapter, psychology has not operated by taking a target 

domain according to many historians of psychology, instead progressing in a disorderly 

manner as techniques, interests, and practical goals develop (Danziger, 1990, 1997; Leahey, 

2018; N. Rose, 1985; R. Smith, 1988). Even more worrying for Ramsey’s account, it does 

not appear that even geology functions with a set target domain. As geology progressed 
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over time, it accrued techniques in service of answering certain questions (particularly the 

origin of the Earth), and its domain apparently shifted when other pressing questions came 

along which these techniques could help with (for example, how to find valuable minerals, 

and later oil). Hemeda (2019, p.2) characterizes geology as ‘the study of the character and 

origin of the Earth, its surface features and internal structure’ but highlights as 

advantageous that this characterization has allowed geology the flexibility more recently to 

consider ‘the atmosphere, biosphere and hydrosphere’ as (partly) geological phenomena. 

Additionally, according to one popular understanding of the history of geology, the Moon 

and its craters became securely ‘geological’ phenomena when it was discovered that they 

were amenable to geological, in particular stratigraphic, analysis (Hemeda, 2019). The point 

here is that even if some sciences are defined with respect to a target domain, this is far 

from standard practice, and for many mature sciences is simply not the case (C. Allen, 

2017). Ramsey’s argument from standard practice therefore fails. 

There are two further reasons not to believe that cognitive science proceeds by targeting a 

set domain of phenomena. The first, highlighted by Newen (2017) and G. A. Miller (2003), 

is that core ‘cognitive’ phenomena like human memory, planning, and perception are also 

studied by other sciences, such as molecular biology, economics, sociology, and the medical 

sciences. It is not merely that there is a small overlap between the (uncontroversial) domain 

of cognitive science and the domains of other sciences, as between geology and chemistry. 

Instead, the domain of cognitive science is almost completely shared with other disciplines, 

distinguished from cognitive science primarily — contra Ramsey — by their approach to that 

domain.  

The second reason is that the domain of cognitive science has in fact been hugely unstable, 

and has expanded through discoveries of salient similarity between phenomena that were at 

the time uncontroversially part of the domain of the discipline, and those that were not 

uncontroversially part of its domain (including amenability to similar models and methods, 

and relevance to some of the practical goals of cognitive science). Consciousness, emotion, 

affect, allostasis, and the contemporary notion of stress were not uncontroversially part of 

the domain of cognitive science at its inception. In fact, they were discussed barely if at all. 

Even so, emotion and consciousness became an uncontroversial part of its domain as the 

science progressed, the range of models expanded, and these phenomena and their 

similarities to core cognitive phenomena became better understood (Akagi, 2018; Boden, 

2006; A. Clark, 2013; Damásio, 1994; Hetmański, 2018; Prinz, 2004). Affect, allostasis, and 

stress, although still not entirely uncontroversially part of the domain of cognitive science, 
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are widely discussed within cognitive science, and frequently modelled by cognitive 

scientists. One needs to offer a compelling argument that it is somehow harmful for 

cognitive science to proceed this way, if one believes that this way of proceeding has been 

or has become a mistake — as perhaps Ramsey (2017) and some of those offering highly 

conservative definitions of cognition (eg, Adams & Aizawa, 2001) do. 

A third, final argument against trying to prescribe cognitive science with a target domain is 

that there is no promising way to choose between proposals. There are many, many 

excellent proposals for the target domain of cognitive science (for an overview of the 

debate, see, eg, Adams, 2019; Barandiaran & Moreno, 2006; Brancazio, Segundo-Ortin, & 

McGivern, 2020; Godfrey-Smith, 2016a; Lyon, 2020; Van Duijn, Keijzer, & Franken, 

2006).  

Two recent proposals come from Corcoran, Pezzulo, and Hohwy (2020) and M. Sims and 

Kiverstein (2021). These proposals have much in common, each proposing a mark of the 

cognitive couched in free-energy theoretic terms (that is, in terms of the free energy 

principle, ‘FEP’; Friston, 2010, 2012; Friston, Kilner, & Harrison, 2006; Friston, Thornton, 

& Clark, 2012; Pezzulo, Rigoli, & Friston, 2015; cf. Andrews, 2021). Both place particular 

emphasis on the minimization of expected free energy as a potential mark of cognition. 

Both see an important role for the concept of cognition in explaining the relationship 

between life and cognition (see also Van Duijn et al., 2006), and in distinguishing between 

cognitive and noncognitive phenomena. 

Corcoran et al. (2020) argue that the capacity for disengaged, counterfactual cognition, 

underwritten by a capacity for decoupled representation, and supported by a deep 

hierarchical model of the environment, is what makes a system a true cognizer. They situate 

their argument in relation to Godfrey-Smith’s (1996) environmental complexity thesis, 

according to which cognition is fundamentally a tool for dealing with environmental 

complexity, notably that introduced by the presence of other living systems. They claim 

that the capacity for counterfactual cognition marks a significant discontinuity in the way 

systems are able to deal with environmental complexity, and plausibly maps onto Godfrey-

Smith’s (2002a, 2002b, 2016a, 2016b) proposed distinction between true cognition and 

mere proto-cognition (where ‘proto-cognition’ is the name for those ways of dealing with 

environmental complexity which resemble, but do not count as, cognition). 

Sims and Kiverstein (2021) deny that counterfactual cognition is necessary for cognition. 

They propose instead that a capacity for minimization of expected free energy is all that is 
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required for true cognition (they talk variously in terms of ‘cognitive behaviour’ and 

‘cognitive causes of behaviour’). Minimization of expected free energy requires selection of 

action policies that minimize expected future surprise (Friston et al., 2015; Parr & Friston, 

2019; for further discussion see Millidge, Tschantz, & Buckley, 2021). They appear to 

suggest that minimization of expected free energy is the interesting feature of 

counterfactual cognition from the perspective of the FEP, and it is minimization of 

expected free energy that Corcoran et al. emphasise is enabled by counterfactual cognition 

(Corcoran et al. 2020, p.32). 

Both proposals are best understood as revisionary, weakly target-driven proposals. 

However, where Corcoran et al. want to distinguish between life and cognition by 

distinguishing between living and cognitive systems, Sims and Kiverstein follow Keijzer 

(2021) in focusing on the distinction between cognitive and noncognitive aspects of living 

systems. While Corcoran and colleagues focus on finding a discontinuity at which a cut-off 

might be drawn, Sims and Kiverstein believe that ‘cognition’ should be understood in a 

way that is geared towards finding ‘gradations in [the] complexity of cognition’, and so that 

cognition ‘[shades off] into more basic biological process’ (Sims and Kiverstein 2021, p.24). 

Perhaps most significantly, while Corcoran and colleagues want to significantly narrow the 

range of what we count as cognitive, Sims and Kiverstein want to significantly expand that 

range. 

Sims and Kiverstein’s proposal is offered partly as an elaboration of Keijzer’s proposal in 

free-energy theoretic terms. Corcoran and colleagues’ proposal is clearly revisionary. Their 

definition of cognition is too restrictive to align with any intuitive notion of mind or 

mentality. Its closest link to an intuitive notion of mind is to the idea of ‘having a mind’. Of 

course, the intuitive notion of having a mind does not line up precisely with their technical 

notion of being a cognitive system, since they are willing to deny cognitive status to systems 

capable of ‘learning, memory, and decision-making’ (p.31; this is critiqued by Sims and 

Kiverstein p.25). Even so, one might see Corcoran et al.’s proposal as identifying the 

scientifically interesting category of systems closest to the ‘folk’ notion of having a mind. 

These two proposed marks of the cognitive represent two diametrically opposed 

revisionary target-driven proposals, each couched in free-energy theoretic terms. Each 

settles on a theoretically interesting target domain, that ties in interesting ways into the life 

sciences more generally and especially evolutionary theory. If their goal is to find a suitable, 

principled target domain that might be assigned to cognitive science, then the papers by 
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Sims and Kiverstein and Corcoran and colleagues do about as good a job as possible at this 

task.  

There appears not to be a principled way of settling the debate between them. A further 

problem with target-driven proposals is that it is not even clear that it is feasible to proceed 

by choosing target domains. Each paper is based on preferences for how we distinguish 

between life and cognition (at the level of systems, or of capacities), whether it is better to 

find a smooth gradation or a discontinuity, and how exactly the domain of cognitive 

science should be linked to broader biological theory. But these are issues potentially more 

difficult than whatever problems a target domain is supposed to solve. In sum, I see no 

reason for cognitive science to proceed based on target domains, no evidence that it does, 

and no way for it do so without making ostensibly arbitrary choices.  

3.2.4. Targetless characterizations of cognition 

If we ought not to be looking for a target domain that can reasonably be prescribed to 

cognitive science, then this removes one significant possible role for a characterization of 

cognition. This does not, however, mean that there is no interesting role for a 

characterization of cognition on the targetless view (Akagi, 2018; C. Allen, 2017). One 

possible role for a targetless characterization of cognition, which I raise mainly to dismiss, 

is to put forward one’s best guess about the final subject-matter of cognitive science. The 

problem with this proposal is that it is, I hope, clear that if targetless proposals are correct 

and cognitive science leads the way on setting its domain, no-one is in a remotely good 

position to make such a guess about its ideal, eventual endpoint at the current time.  

Characterizations of cognition can be useful without being target-driven and without 

guesswork. For example, Allen (2017) suggests that characterizations of cognition should 

play such roles as ‘orienting newcomers to phenomena of potential interest’, for which they 

need be neither precise nor exceptionless — he goes through the example of the 

characterization of cognition as ‘adaptive information processing’, a characterization as 

imprecise as ‘cognition’, and arguably with exceptions, such as the maladaptive elements of 

human psychology.33 Such a characterization helps to highlight the general range of things 

that cognitive scientists are interested in, and also to highlight why they are interested in 

those things. The imprecision of this characterization actually helps it to play its job. For 

 
33 Following Neto (2020), I use the term ‘imprecise’, where Allen (2017) uses the term ‘vague’, because I wish 
to remain neutral about whether the kind of imprecision here is properly classed as vagueness (see also Akagi 
2018; Haueis 2021). 
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example, ‘adaptive information processing’ is imprecise enough that it can be stretched to 

cover new kinds of case, especially by taking liberal views of ‘adaptive’ or ‘information 

processing’. This affords more possibilities for creative work that highlights hitherto-

overlooked similarities between uncontroversially cognitive capacities and other capacities 

not (yet) considered cognitive. 

There are other, more general reasons that characterizations of cognition benefit from 

imprecision. In very general terms, cognitive science is interdisciplinary and expansive, and 

because of this, at risk of disintegration and dissolution if its subsidiary disciplines cease to 

interact appropriately (as acknowledged by Allen 2017). Considering this, working 

characterizations of key concepts might also serve to facilitate intertheoretical integration, 

communication, including communication of different theoretical perspectives, and other 

‘bridging’ roles that form productive links between disciplines in order to resist 

disintegration. Importantly, many of these roles are in fact better played by imprecise 

concepts (Haueis, 2021b; Neto, 2020). The reason for this is that imprecision gives space 

for different researchers and disciplines to conceive of their subject-matter in significantly 

different ways, while still seeing each other as studying ‘the same thing’ (and therefore 

worth talking to). 

However, to play these roles — conveying the general idea of what cognitive scientists are 

interested in and why to newcomers, and helping unify the discipline — it is clearly 

possible for a characterization to be too imprecise. If a characterization is too imprecise, it 

will not be informative, and it may either fail to clearly apply to paradigm cases of 

cognition, or be so broad as to be stretched to cover cases that are clearly not cases of 

cognition. This will not serve to orient newcomers, nor help to integrate the discipline. 

Ideally, then, what we want is a characterization of cognition with just the right amount of 

imprecision.  

Akagi (2018) offers a proposal for how to characterize cognition (albeit, not a 

characterization of cognition) that can help to solve this problem. Akagi agrees with Allen 

that characterizations of cognition are of limited use to working cognitive scientists. 

Instead, Akagi thinks that the main benefits of characterizing cognition are epistemological 

benefits for others, including philosophers and the public. In particular, Akagi thinks that a 

characterization of cognition should make explicit current implicit consensus among 

cognitive scientists about their domain.  
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This is, of course, difficult in the face of wildly different views of which systems, capacities, 

and phenomena are cognitive. To preempt this worry, Akagi suggests that characterizations 

of cognition should be ‘ecumenical’ — that is, they should capture the dispute, rather than 

try to gloss over it and take a side. The problem with any ‘partisan’ proposal that takes a 

side, in Akagi’s view, is that it represents as uncontroversial and established what is in fact 

highly controversial and not-yet-established.  

Instead, Akagi claims, a characterization of cognition should apply exactly as clearly and 

uncontroversially to any given case as that case is, in fact, a clear and uncontroversial 

instance of cognition — an ecumenical characterization should apply entirely 

uncontroversially to a paradigm case of cognition, and highly controversially to a highly 

controversial case of cognition. It should, in this way, reflect the current state of the art by 

capturing the nature of the disputes.34 

Although mind may be (at least) sufficiently imprecise, it is not imprecise in the ways Akagi 

argues to be desirable. Characterizing the cognitive as the mental does not work well to 

capture the consensus and disputes of contemporary cognitive science. For example, and as 

discussed in the previous chapter, it is disputed whether there are any mental phenomena 

that are unconscious and could not be conscious; however, much of the information-

processing entirely uncontroversially in the domain of cognitive science is unconscious and 

could not be conscious (Bermúdez, 2020). Many of the disputable or controversial cases of 

cognitive capacities (such as those discussed in §3.3.2 below), and cognitive systems (such 

as bacteria) are fairly uncontroversial negative cases of mentality: few would say that 

immunity is a ‘mental’ capacity (see more below), and few would say that bacteria ‘have 

minds’ (even among those who grant bacteria cognitive capacities).  

There are several additional problems with using the concept of mind to characterize the 

domain of cognitive science. The concept of mind is used in many different areas, to refer 

to many different things, and unfortunately many people seem inclined towards the 

conflations that this makes possible. A particularly pressing example is that the term comes 

with inappropriate connotations in many of its uses — for example, describing a system as 

‘having a mind’ comes with connotations about the appropriate ethical treatment of that 

system that are not obviously relevant in considering whether, eg, it is worthwhile for 

cognitive scientists to study bacteria as cognitive systems (see also Figdor, 2020). Targetless 

 
34 While Akagi’s 2018 paper does not offer a characterization, Akagi (2021) later argues that these desiderata 
are met by the characterization of cognition as the sensitive management of an agent’s behavior. See also §8.2. 
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cognitive science has no use for the concept of mind as a characterization of its current remit, 

nor as a target for which it might aim, whether these are understood as provisional or not. 

3.3. Neither characterization nor target 
Previous proposals that have identified mind and cognition have been target-driven, and I 

have argued against target-driven proposals. I have also argued against the idea that the 

concept of mind furnishes us with a good characterization of the domain of cognitive 

science, according to the criteria appropriate to targetless proposals. However, this does 

not exhaust the possible ways that mind and cognition might be closely related. One final 

option worth considering is that mind serves well to demarcate the ultimate domain of 

cognitive science: that although cognitive science proceeds without a target domain, it will 

ultimately come to be the study of the mind. 

To begin, let us consider whether the mind might be the final subject-matter of cognitive 

science. Several immediate clarifications are called for. On a ‘targetless’ conception of a 

scientific discipline, that discipline does not proceed by targeting some preset domain, 

whether the domain is adopted as provisional, or as the ultimate target of the discipline. 

Instead, it proceeds by the complex interaction of many factors, including at least the goals 

of the science, the methods it accrues, the expertise of its practitioners, and the original 

remit of the discipline.  

Talk of the ultimate subject-matter of a discipline may therefore seem a little odd. 

However, this is not necessarily so. If we allow ourselves to talk of the ideal endpoint of 

such a discipline, we can consider its ideal subject-matter. The ideal endpoint of a discipline 

need not be understood as being some future form of the discipline that will actually exist. 

First, because disciplines need not ‘end’ in any meaningful sense, because the interesting 

questions to be asked about their subject-matters need not ever be exhausted, and their 

techniques may improve indefinitely opening up new questions and facilitating more 

precise answers to old questions. Secondly, because even if disciplines do reach an 

endpoint, it might not be ‘ideal’ in the relevant sense, because it might ‘drift’ more than it 

‘progresses’: there may be external forces that change a scientific discipline, or mistakes 

made that change the course of its future.  

Instead, the ideal endpoint of a discipline is best understood as the version of the discipline 

that would come to exist, if we idealize away from such mistakes, and understand the 

‘endpoint’ as the asymptote towards which the disciplines tends. As I have mentioned 
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above, specifying the final domain of the ideal endpoint of a discipline is extremely difficult 

at best. It would therefore be very difficult to put together a positive case that the mind is 

the final subject-matter of cognitive science. 

This does not make arguing about the final subject-matter of cognitive science in this 

context pointless or impossible, however. It is possible to argue, with respect to particular 

phenomenon, that it belongs in the remit of cognitive science, by arguing that there are 

currently good reasons for cognitive scientists to study that phenomenon, that it currently 

speaks to their interests, and that it is currently feasible for them to do so. Such an argument 

gives defeasible reason to believe that the phenomenon in question is part of the final 

subject-matter of cognitive science — at least assuming cognitive science tends to conserve 

its interests and methods. 

It is therefore possible to argue that the mind is not the current subject-matter of cognitive 

science by arguing that there are currently good reasons for cognitive science’s remit to 

include nonmental phenomena. I will be making such an argument in this section. We can 

settle the issues of whether it is useful, feasible, and interesting for cognitive scientists to 

study a phenomenon without defending a characterization of cognition. Defending a 

characterization of cognition in general is much harder than establishing whether it is 

worthwhile for (current) cognitive scientists to study a phenomenon. It is harder because, 

as I have argued, it requires prescribing a target domain, making a guess about the ultimate 

future of cognitive science, or finding a characterization with just the right amount and 

kind of imprecision.  

Before I begin, it is worth mentioning several traditions in cognitive science that I will 

generally not directly draw upon in making my arguments. In recent decades, especially as 

understandings of cognition associated with the theory of autopoiesis (see especially Varela, 

1979) and the free energy principle (Friston, 2010, 2012, 2013; Friston et al., 2006) have 

gained traction, it is increasingly common to come across research that suggests that a 

greater range of capacities and systems might be cognitive than has been generally 

recognized (Barandiaran & Moreno, 2006, 2008; A. Sims, 2016, 2017; M. Sims & 

Kiverstein, 2021; Van Duijn et al., 2006; for an overview see Brancazio et al., 2020; see also 

Wallace, 2012). This body of work is closely associated with the life-mind continuity thesis, 

that mind/cognition is underwritten by the same principles as underwrite life in general, 

and the strong life-mind continuity thesis, that wherever there is life, there is 
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mind/cognition (Thompson, 2007; see also Hutto & Myin, 2012; Hutto & Myin, 2017; 

Moyal-Sharrok, 2019). 

One particularly relevant feature shared by these arguments’ conclusions, which helps give 

them their ostensibly radical character, is that they entail that there are cognitive capacities 

and cognitive systems, that would not conventionally be counted as mental capacities or 

mental systems. In particular, they entail that there are cognitive capacities that are not 

among the conventional set of capacities indicated by the terms ‘mental’ and ‘mind’ in 

philosophy of mind and ordinary language (Kenny, 1989; Ryle, 1949) such as perception, 

reason, thought, emotion, imagination, memory, and consciousness, and that there are 

systems that are cognitive despite lacking these capacities. For example, the immune 

system, and its capacities for adaptively responding to infection, appear to come out as 

‘cognitive’ by the lights of even quite conservative proposals along these lines (Bhat, Parr, 

Ramstead, & Friston, 2021; Corcoran et al., 2020), but is not among the conventionally 

mental capacities.  

This differs from the implementational version of the embodied cognition thesis (Varela et al., 

2016; R. A. Wilson & Foglia, 2017; see also §4.4.1). According to the implementational 

version of this thesis, non-‘mental’ cognitive systems or capacities are cognitive because 

they are involved in the implementation of conventionally mental capacities. Conversely, 

the above arguments’ conclusions – like my own (and like many other forms of the 

embodied cognition thesis; again, see Varela 1979) – would follow whether or not the 

immune system and its capacities are involved in the implementation of the capacities 

conventionally considered ‘mental’. 

The primary reason I will not be heavily engaging with this work in the following is that it 

is possible to reach a saliently similar conclusion without drawing on these frameworks and 

assumptions. My aim is not to reinvent the wheel, but to offer some less contentious and 

independent reasons to believe that this particular ‘wheel’ is a good idea. This is an 

argument worth making for at least three reasons: first, it shows that the ‘broad’ notion of 

cognition that they may entail cannot be used as a reductio ad absurdum on these frameworks 

and assumptions; secondly, it shows that this broad notion of cognition is not a mere 

artefact of these frameworks and assumptions; finally, it shows that even sceptics of these 

contentious frameworks and assumptions should take this broad notion of cognition 

seriously. 
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3.3.1. Cybernetics and cognitive science 

The cognitive science of the 1950s was perhaps the most restrictive in its understanding of 

cognition, as reflected in both its preferred domain and its approach to that domain. It was 

characterized primarily by the building of classical, symbolic computational models of a 

fairly narrow range of capacities, most notably perception, memory, reasoning, thought, 

and problem-solving (Boden, 2006).  

Since then, the discipline has changed in several ways. A broader range of modelling 

strategies has come to the fore, including dynamical models and nonclassical (most notably, 

connectionist) computational models (A. Clark, 2013). A broader range of capacities are 

studied under the egis of cognitive science, including consciousness and emotion. There is 

also an increasing emphasis on implementation, including both the nervous system and 

potential contributions of parts of the body and world beyond the brain. 

This story initially looks like one of simple growth. This story of growth is supported (but 

not entailed) by the construal of cognitive science as the latest, greatest form of psychology 

– the successor to earlier, worse forms of psychology (Mandler 2007). If one treats 

cognitive science as merely a successor-discipline to psychology, then one can construe 

cognitive science as working out an approach for a subset of the psychological, applying it 

to the psychological more broadly, and then perhaps discovering that it works further afield 

than the conventionally ‘psychological’. 

The real story is not so simple, nor so linear. Cognitive science’s history is not one of 

simple growth, and cognitive science is not simply a successor discipline to psychology. 

Cognitive science did grow partly out of psychology, with clear links to the Gestalt school 

(Mandler, 2007) and even to ‘behaviourism’ (Leahey, 2018; MacCorquodale, 1970; cf. 

Chomsky, 1959; Greenwood, 2015). However, cognitive science grew at least as much out 

of cybernetics as it grew out of psychology, a distinct discipline with distinct models, 

methods, and interests.  

Cybernetics was an interdisciplinary enterprise in the 1940s consisting of, at least, 

information theory, systems theory, biology (especially evolutionary biology), artificial 

intelligence, control theory, and psychology, with notable roots in engineering and early 

computer science (Boden 2006). Its characteristic interest is general properties of 

‘purposive’ (goal-directed) systems, especially in feedback mechanisms, and especially in the 

biological and social domains. Cognitive science’s inheritance from cybernetics is 
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particularly obviously reflected in artificial life’s long-standing status as a cognitive science 

(Boden 2006; Hetmański, 2018), but more subtly and significantly in its approach of 

simulating and reverse-engineering capacities and behaviours. 

Many of the models and methods pioneered by cybernetics were inherited then neglected 

by cognitive science. The ‘emergence’ of dynamical models in cognitive science is in fact a 

resurgence of models pioneered in cybernetics, temporarily sidelined in cognitive science 

(Boden 2006). The ‘emerging’ interest in a broader conception of cognition may in fact be 

the resurgence of cybernetics’ broader interest in the range of possible forms of self-

organization, self-maintenance, adaptive behaviour, and intelligence.  

The (temporary) narrowing of cognitive science’s domain – to perception, memory, 

reasoning, thought, and problem-solving – primarily reflects two factors. The first factor is 

the temporary dominance of certain modelling techniques (in particular, classical 

computational modelling), which reflected as much contingent sociological as theoretical 

concerns (Boden 2006). The second is dubious suppositions about the possible range of 

application of such models – for example, it is unlikely that many early cognitive scientists 

would have expected any promise of computational models of the immune system (but see, 

eg, Forrest & Hofmeyr, 2001). 

Historically speaking, it is unsurprising if cognition turns out to be broad, broader perhaps 

than the psychological, and broader than the conventionally ‘mental’. Non-‘mental’ 

cognition could follow, quite simply, from the fact that cognitive science is partly a 

successor to a discipline interested in much more than the ‘mental’, cybernetics. This alone, 

I hope, casts the broad notion of cognition associated with free-energy and autopoietic 

frameworks, as a little more plausible, and a little less radical, even to those who do not 

believe in those frameworks. 

3.3.2. Cognition beyond the mind? 

Historical context alone, however, is not a compelling argument. My aim in this section is 

to argue based on current topics and trends that cognitive science’s subject-matter includes 

some non-‘mental’ phenomena. In making my argument in this section, I will not 

presuppose that cognitive science has inherited the interests of cybernetics – that is, I will 

not assume that cognitive science has interests in self-organization, feedback loops, and 

purposive behaviour per se.  
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I will instead work on the assumption that cognitive science has interests similar to (older 

forms of) psychology (but see Chapter 4). I will assign cognitive science with two main 

sorts of core interest: a theoretical interest, in explaining complex behaviour, personality 

traits, and the like, and a practical interest, in supporting and facilitating medicine and 

especially psychiatry. As such, my claim in this section is that cognitive science has good 

reason and the ability to study non-‘mental’ capacities, whether or not they are involved in 

the implementation of conventionally mental capacities, in light of its core explanatory 

interests, where these are conservatively construed as those of (older forms of) psychology. 

Since part of my aim is to appeal to sceptics of the frameworks discussed above, I will also 

not appeal to these frameworks in my argument in this chapter. The reason for this is that, 

from a sceptic’s point of view, these frameworks ought not to be retained in future 

cognitive science, and so are not relevant to determining the idealized future subject-matter 

of cognitive science. Even if non-‘mental’ systems and capacities are ostensibly amenable to 

these frameworks, it gives a sceptic of those frameworks no reason to believe that they will 

be amenable to the models and methods of an idealized future cognitive science. 

There are several nonmental human capacities that plausibly form a part of the final 

subject-matter of cognitive science. I will offer three examples: endocrine signalling (the 

sending and receiving of chemical signals within the body), immunity (the coordination of 

responses to pathogens), and autonomic regulation (the regulation and monitoring of 

bodily, generally involuntary processes, such as breathing and heartrate). It is worth noting 

that each of these characterizations is intended as stipulative, and while none is particularly 

novel, none aligns with all uses of the relevant terms – for example, the sense of ‘immunity’ 

as a state of not being vulnerable to a certain pathogen is not relevant to my argument here. 

Each of these capacities speaks to the core theoretical explanatory aims of cognitive science 

because each is involved in the generation of complex behaviour and the shaping of 

personality. Endocrine signalling is importantly involved, even on relatively small time 

scales, in the generation of complex behaviour, the modulation of mood and motivation, 

and therefore potentially relevant to the explanation of the dispositions that constitute 

personality traits (P. S. Churchland & Winkielman, 2012; Goldstein, Jerram, Abbs, 

Whitfield-Gabrieli, & Makris, 2010; Gurvich et al., 2018; Sapolsky, 2017).  

Autonomic regulation is likewise involved in the regulation of behaviour on short-time 

scales; much of the work in this area has focussed on interoception, the monitoring of the 

viscera, with working often focussing on the monitoring of the heart (Critchley & 
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Garfinkel, 2017; Khalsa et al., 2018; Quaidt, Critchley, & Garfinkel, 2018) – a particularly 

striking example is that the probability of the expression of racial stereotypes of black 

people as threatening depends on the cardiovascular cycle (Azevedo, Garfinkel, Critchley, 

& Tsakiris, 2017).  

Immunity is involved in generation and modulation of behaviour – one interesting example 

is that according to one theory of inflammation-associated depression, the reason for 

reduced social activity in this kind of depression is that the immune system encourages the 

individual to self-isolate to reduce the potential spread of infection (Quaidt et al., 2018; 

Eisenberger, Inagaki, Mashal, & Irwin, 2010). Furthermore, at least in mice, memory can be 

improved by various kinds of lipid associated with the immune system (Chiurchiù & 

Maccarrone, 2016; D. Cutuli et al., 2014; Debora Cutuli et al., 2016; Hait et al., 2014); 

conversely, immunodeficiency and immunosuppression can impair, for example, threat-

recognition and social recognition memory (S. Brod, L. Rattazzi, G. Piras, & F. D'Acquisto, 

2014; Cushman, Lo, Huang, Wasserfall, & Petitto, 2003; McGowan, Hope, Meck, Kelsoe, 

& Williams, 2011). Additionally, a significant amount of work has been done correlating 

immune variables with personality traits (Segerstrom, 2000). 

Each of these capacities is also extremely significant within psychiatry (for reviews, see 

Khandaker, Dantzer, & Jones, 2017; Quaidt et al., 2018; Renoir, Hasebe, & Gray, 2013). 

To some extent, this follows from their behavioural relevance, and their effects on mood 

and potentially on personality. There are many specific examples to be offered – I have 

already mentioned inflammation-associated depression; dysregulation of the hypothalamic-

pituitary-adrenal axis is implicated in trauma and borderline personality disorder (Neigh & 

Ali, 2016; Thomas, Gurvich, & Kulkarni, 2019); interoception and autonomic regulation 

are thought to be importantly involved in autism and alexithymia (Brewer, Cook, & Bird, 

2016; Critchley & Garfinkel, 2017; Garfinkel et al., 2016; Khalsa et al., 2018; Owens, Allen, 

Ondobaka, & Friston, 2018; Shah, Hall, Catmur, & Bird, 2016). 

More generally, there are several topics of great significance to contemporary medicine, and 

psychiatry in particular, in which these capacities (among others) are importantly involved. 

Cognitive science could, by paying attention to non-‘mental’ cognition, help in 

understanding these topics. Many of these topics centre on so-called ‘multi-system 

phenomena’ – phenomena essentially implemented by the interaction of the multiple 

overlapping systems that make up a living human being. For example, stress involves, at 

least, thought, emotion, the immune system, homeostasis, metabolism, and the endocrine 
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system (Kuepfer & Schuppert, 2016; Ostaszewski, Skupin, & Balling, 2016). The neural 

circuitry associated with stress has significant reciprocal interactions with, for example, the 

endocrine system: stress-responses in the brain can trigger hormonal reactions; neural 

circuits respond differently to stress at different stages of the menstrual cycle (Goldstein et 

al., 2010). 

One influential theoretical framework for considering stress focusses on the notion of 

allostasis (McEwen & Wingfield, 2003). The notion of allostasis was originally put forward 

as a complement to a simplistic understanding of homeostasis (Sterling & Eyer, 1988): in 

addition to homeostasis, understood as the maintenance of organismic stability through 

constancy (eg, constant body temperature), allostasis was to be a complementary notion, 

understood as the maintenance of stability through change (eg, changing blood pressure 

depending on the activity of the organism). It is sometimes characterized as encompassing 

regulatory feedback loops which are less local than those generally involved in homeostasis 

– encompassing, for example, the central nervous system, and behavioural changes 

(Ramsay & Woods, 2014; see also Corcoran et al., 2020; Khalsa et al., 2018; Owens et al., 

2018). As well as in psychiatry, it is an important concept in life-course medicine, in 

diabetes research, and elsewhere (Offidani, Tomba, & Linder, 2013). 

Trauma involves, at least, all the above, and epigenetics. Dysregulation of the 

hypothalamic-pituitary-adrenal axis may underlie trauma-related conditions (Thomas et al., 

2019). Mediated by epigenetic mechanisms, trauma can be passed down in ‘epigenetic 

memory’, affecting the stress responses of the descendants of those who have gone 

through traumatic events (eg, Kellermann, 2013; Youssef, Lockwood, Su, Hao, & Rutten, 

2018). As such, each of the three capacities I am considering here is highly relevant to 

psychiatry and medicine. 

On, now, to the issue of feasibility – so far, I have argued that cognitive scientists have 

good reason to study these three capacities; now, I want to argue that the practicalities of 

cognitive science are no barrier to their doing so. This part of my argument, however, is the 

most tentative – in large part because of more general concerns to do with the vicissitudes 

of empirical inquiry. It may turn out that these capacities are not amenable to cognitive 

science’s models and methods. Even so, there are good reasons to believe that this is not 

the case, and that they will be amenable.  

Importantly, the mechanisms that implement each of these capacities are saliently similar to 

the mechanisms that implement (other) cognitive capacities. The brain evolved at least as 
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much for internal coordination and regulation as for responding to the external 

environment (Godfrey-Smith, 2016b). It is therefore unsurprising to find that it is heavily 

involved in these capacities that essentially involve signalling and regulation. Immunity, 

endocrine signalling, and autonomic regulation are implemented partly by the central 

nervous system (for example, the amygdala is heavily involved in immune system 

regulation, and the hypothalamus is heavily involved in hormone release and inhibition), 

partly by the peripheral nervous system, and partly by chemical signals and nonnervous 

cells. 

Paradigmatically, cognitive models treat the modelled system or capacity as, in some sense, 

a ‘computer’; however, many dynamical models do not conform to this generalization, 

often treating the modelled system more as a regulator than a computer (see Van Gelder, 

1995 for a discussion of the distinction). Each of the capacities I am considering here is 

amenable to one of these two classes of models. The immune system is the most obviously 

amenable to cognitive models, since several scientists consider the immune system as a 

computer in a fairly strong sense (see, for example, I. R. Cohen & Efroni, 2019; Forrest & 

Hofmeyr, 2001; Germain, Meier-Schellersheim, Nita-Lazar, & Fraser, 2011; Hershberg & 

Efroni, 2001). The case is similarly easy regarding autonomic regulation: although there are 

fewer extant models, there are excellent reasons to believe that autonomic regulation, and 

especially interoception, is amenable to computational modelling (eg, Petzschner, 

Garfinkel, Paulus, Koch, & Khalsa, 2021).  

Most work on formal modelling of the endocrine system focuses on dynamical models, 

treating it as a regulator more than a computer. A key challenge in this work is the 

‘multiscale’ nature of the endocrine system (eg, Yvinec, Crépieux, Reiter, Poupon, & 

Clément, 2018; Zavala et al., 2019). Furthermore, in as much as endocrine signals can be 

ascribed any content, there may be good reasons to construe that content as highly 

nonspecific (P. S. Churchland & Winkielman, 2012). Nevertheless, there are reasons for 

optimism. According to Zavala et al. (2019), at many different levels, and across many 

different axes, formally very similar strategies are used by the endocrine system, strategies 

clearly amenable to cognitive modelling – in particular, ‘feedback loops, network 

organisation of components, and collective behaviour that cannot be explained solely by 

investigating the dynamics of individual cells.’ 

As such, there are good reasons for cognitive science to study these non-‘mental’ capacities, 

and good reasons to suspect that it is feasible for cognitive science to study these capacities. 
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If this is correct, then we should assume that these capacities are cognitive. What this 

means is that there is an argument that does not rely on the legitimacy of the free-energy 

framework or autopoietic theory, nor on any version of the life-mind continuity thesis, for 

an extremely broad notion of cognition. As I stated earlier, one reason that this is 

significant is because it might help to persuade those sceptical of the relevant frameworks; 

the other reason is that it helps to show that this broad notion of cognition is not merely an 

artefact of these frameworks, but is instead a robust finding that can be reached from 

multiple theoretical perspectives. 

3.4. Cognitive science without the mind? 
I have argued that the ordinary concept of mind is not appropriately used in specifying the 

subject-matter of cognitive science, despite widespread belief to the contrary. It is 

extremely hard to see how it could furnish a good characterization of cognition, since 

disputes over what is ‘mental’ do not line up with disputes over what is ‘cognitive’, and the 

terms ‘mind’ and ‘mental’ bring inappropriate connotations. Furthermore, given the history 

of and trends within cognitive science, it is hard to see how the remit of cognitive science 

could come into closer alignment with the concept of mind.  

However, it is still open at this stage that some revisionary concept of mind might work well 

for cognitive science, in one of the roles considered in this chapter. To explore this 

possibility, I will consider the subject-matter of psychology in the next chapter. Exploring 

the subject-matter of psychology might reveal more constraints that could inform our 

choice of revisionary concept of mind, or it might show that there is no way that a single 

concept of mind could serve all the roles currently assigned to the concept, thereby 

pushing us towards eliminativism or pluralism. 
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Chapter 4: Psychology and the mind 

4.1. Psychology as the study of the mind 
Like cognitive science, psychology is frequently construed as ‘the study of the mind’. As 

with cognitive science, if this construal of the discipline is correct, it gives the concept of 

mind a clear role to play, one which might help us with characterizing the concept or 

uncovering the nature of the mind. As with cognitive science, I will argue that psychology 

is not correctly construed as the study of the mind. Where cognitive science is also 

frequently construed as the study of cognition, psychology is frequently construed as the 

study of the psychological. I will, therefore, use the term ‘psychological’ as the more neutral 

term that I take to be defined in relation to the ideal subject-matter of psychology. In these 

terms, my argument in this chapter is that the psychological should not be characterized as 

‘the mental’. 

To make my case, I consider the relationship between cognitive science and psychology, 

the nature of psychology, and the limits of the subject-matter of psychology. I begin by 

considering a sceptical claim about psychology: that it entirely lacks a subject-matter, but is 

instead merely a gerrymandered collection of techniques and scientists masquerading as a 

science with a subject-matter. I will dismiss this argument, but use it to motivate adopting a 

critical eye towards the boundaries of psychology’s subject-matter. To settle some of these 

issues, I will focus on a particular, and somewhat unusual, subdiscipline of psychology: 

psychoneuroimmunology, an interdisciplinary area of study that forms part of psychology, 

neuroscience, and immunology. Psychoneuroimmunology is, for the most part, the 

psychological study of the immune system. In examining this case, I will argue for the 

distinctness of the domains of psychology and cognitive science, for psychology having a 

proper subject-matter, and against the idea that the concept of mind furnishes us with a 

good characterization or demarcation of that subject-matter. 

4.2. A fortuitous federation? 
There is a critical strain within the history of psychology, heavily influenced by the work of 

Foucault (eg, 1977); according to this tradition, psychology may have no subject-matter at 

all. Some of these more critical historians describe it as well-known, ‘notorious’ even, that 

psychology is not a unified discipline, and that it therefore seems to lack a subject-matter 
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(R. Smith, 1988, p. 154; see also Leahey, 2018; N. Rose, 1999). It is important not to 

misrepresent this position as an attack on psychology; several of the historians who hold 

this view do not see it as a problem with psychology that it lacks a subject-matter. It is a 

separate question whether psychology’s supposed lack of a subject-matter constitutes or 

reflects a flaw in psychology, or whether it simply does not need a subject-matter; it may 

instead have several subject-matters, or no subject-matter at all and be some kind of social 

tool. Since I am arguing that, whatever flaws psychology may have, it does have a subject-

matter, I will not consider the separate question of whether the lack of one would be a 

problem. Smith, quoting Gilbert Ryle, fleshes out the position that psychology lacks (and 

does not need) a subject-matter as the view that 

‘“psychology” can quite conveniently be used to denote a partly fortuitous 

federation of inquiries and techniques’ which ‘neither has, nor needs, a logically 

trim statement of programme’. (R. Smith, 2013, p. 13) 

I will consider four classes of consideration that have been used to support this claim, 

which I call limitations, conceptual instability, purposiveness, and diversity. 

Limitations is the claim that one cannot generalize from the results of psychological science 

to universal conclusions, or in other words, the impossibility of reaching universal claims 

and abstracting away from, eg, laboratory settings, social construction effects, experimenter 

influence, and the backgrounds of the subjects studied (Danziger, 1990, 1993, 1997; 

Leahey, 2018; N. Rose, 1985, 1999; see also Henrich, Heine, & Norenzayan, 2010). At its 

most extreme, limitations is the claim that the results of psychology (at least, experimental 

psychology) consist entirely in generalizations about socially-constructed classes of Western 

college students in laboratory settings as they are influenced and trained by their 

experimenters, and that these generalizations do not apply beyond these specific, 

uninteresting, and unrepresentative classes. 

Conceptual instability comes in two forms. One can be used in support of limitations: this 

version of conceptual instability is the claim that the states and capacities psychology studies 

are, at best, social constructs, and at worst, entirely nonexistent, based on the fact that 

many of the terms and concepts important to contemporary Western psychology have a 

fairly disreputable history (Danziger, 1997; Foucault, 1977; N. Rose, 1985; Sorabji, 1993), 

ripe for a debunking genealogy (Dutilh Novaes, 2016; Foucault, 1977; Queloz, 2019a, 

2019b), and exhibiting massive amounts of conceptual change. For example, the 
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contemporary conception of intelligence, and several other constructs important to 

psychometrics, developed in response to managerial concerns and the concerns of 

eugenicists (Danziger, 1990, 1997; S. Rose, 2010; Ryan, 1997).  

A slightly different version of conceptual instability, more relevant to my concerns here, is the 

claim that psychology has no subject-matter because the term ‘psychology’ is properly 

applied to belief-systems in different periods of history and different cultures where the 

domain is conceptualized very differently and where, more importantly, different entities 

and activities are included in that domain (eg, Danziger, 1990; R. Smith, 1988). Although 

most cultures around the world and in different periods of Western history have some 

mind-like notion (Slingerland, 2019; Wierzbicka, 1992, 2006), and notions approximately 

similar to Western mental state notions, they do not have quite the same notions (eg, 

Wierzbicka, 1992, 2006). If ‘psychology’ is the correct name for all these lay theories, then 

psychology does not have one subject-matter, but many: each culture with a different mind-

like notion assigns a different subject-matter to psychology. 

Purposiveness is the claim that psychology does not have a subject-matter because it is a 

practical tool for the management, categorization, and control of human beings and does 

not really ‘study’ anything (Danziger, 1990, 1997; Foucault, 1977; N. Rose, 1985, 1999). 

According to this view, psychology is not in the business of discovering truths or 

examining things as they are, but rather in the business of constructing categories of people 

for the purposes of managing and controlling them. This critique is levelled especially at 

Freudian psychology and at psychometrics (Dreyfus & Rabinow, 1983; Foucault, 1977). It 

is claimed that the former creates, rather than discovers, a kind of truth-making game 

where the therapist is equivalent to a Catholic priest in confession, with special access to 

the deep truth of things, but where that ‘deep truth’ is centred on sex rather than God. It is 

claimed that psychometrics is an attempt to aid in the kind of categorization of people 

required to manage large institutions, such as the army, schools, and businesses, and 

constructs categories of people, using the prestige of its aspirations as a science to aid and 

legitimize these managerial techniques (see also Rose 1985; 1999; Danziger 1990; 1997). 

Diversity is the claim that there are simply too many approaches, methods, theories, 

interests, subdisciplines, models, and practical purposes of psychology, and that so many of 

these are incompatible that it simply cannot have a subject-matter (Leahey, 2018; R. Smith, 

1988, 2013). The American Psychological Association currently houses 54 distinct interest 

groups, and 121,000 members; there have already been several bitter disputes, and even 
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splits, between kinds of psychologist in the organization’s history (Leahey 2018). 

Experimental psychology, psychometrics, developmental psychology, evolutionary 

psychology, social psychology, introspectionist psychology, behaviourist psychology, cross-

cultural psychology, clinical psychology, Freudian psychology, neuropsychology, positive 

psychology, abnormal psychology, applied psychology, forensic psychology, comparative 

psychology, animal psychology, sports psychology, organizational psychology, and many 

more are all a part of psychology. 

Each adopts a different approach, a different set of methods, a different body of theory, a 

different set of models, and a different demarcation of their domain. Each collaborates 

with different sciences, often moreso than they do with each other (see especially Leahey 

2018). Many of their theories, methods, etc, seem to be incompatible, relying on 

incompatible presuppositions about the scientific method, the make-up of human beings, 

the aims of psychology, and the nature(s) of the things they study. The idea is that there is 

simply no way that they could all be studying the same thing given this level of diversity. As 

Leahey (2018, p.484) puts it, ‘if two randomly chosen psychologists are put together, the 

only things that we can be certain they have in common is training in experimental 

methods and statistics, and even that overlap might not exist between a PhD and a PsyD 

psychologist’. 

I do not think that diversity, limitations, purposiveness, conceptual instability, or even the 

conjunction of all four suffices to show that psychology does not have a subject-matter. I 

will reflect further below on what it takes for a discipline (or group of disciplines) to have a 

shared subject-matter, but first I want to highlight what the above claims do show: first, that 

psychology may be a flawed discipline in several ways; secondly, and more pertinently, that 

specifying the subject-matter of psychology is no easy matter.  

Nevertheless, as I say, the above claims do not suffice to show that psychology lacks a 

subject-matter. Building on the discussion in the last chapter, the criterion I adopt on having 

a subject-matter is as follows: a scientific discipline has a subject-matter if and only if different 

practitioners of that discipline can rightly be said to be studying the same thing at a 

sufficiently coarse grain, where studying that thing is characteristic of the discipline. So, for 

example, chemistry has a subject-matter if all chemists can rightly be described as studying 

the same thing (the chemical), and studying the chemical is characteristic of chemistry.  
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The requirement that all practitioners of a discipline be studying the same thing is quite 

weak. It does not require that there be some unifying theory, possible intertheoretic 

reduction between the different kinds of theory that the science includes, or some 

overarching model or framework for the discipline – although such things are desirable, 

ceteris paribus. Finally, and importantly, it does not rule out disagreement between 

practitioners, about, eg, methods, the nature of the subject-matter, the specification of the 

subject-matter, or the goals of the science. 

It is worth stressing that studying the same thing, like talking about the same thing, is more coarse-

grained than one’s conceptions of or beliefs about that thing, thus allowing disagreement 

(Cappelen, 2018; Feyerabend, 2001; Kidd, 2012; Sawyer, 2018; Varzi, 2011). One can 

further flesh out what it is to talk about or study the same thing, in spite of different beliefs 

about it, in several distinct ways. It can be fleshed out as different parties referring to the 

same thing despite having different beliefs about it (Sawyer 2018) or taking different 

necessarily-partial views of it (Kidd, 2012), or as determined by an open-ended process of 

social negotiation about whether people are ‘talking about the same thing’ (Cappelen 2018). 

Either way, the point remains that across different theoretical perspectives, talking about the 

same thing, and therefore studying the same thing, is much more coarse-grained than, and 

methodologically prior to, disagreement over the nature of the thing in question (Varzi 

2011). 

As such, this criterion avoids prejudging the results and nature of the science. It is perfectly 

conceivable that some sciences’ subject-matters should not support an overarching theory, 

or intertheoretic reduction between the proper theories of the subject-matter – because 

they are too complex (Cartwright, 1999; Wimsatt, 2007), for example, or too prone to 

feedback effects from the science onto the subject-matter (Hacking, 1998, 1999). It is also 

perfectly legitimate that, currently, practitioners might be unable to agree on a 

characterization or specification of the subject-matter – a criterion for having a subject-

matter should not rule out disagreement between scientists.  

The reason that studying ‘that thing’ (ie, whatever it is all practitioners of a discipline are 

studying) must be characteristic of the discipline is to avoid unhelpfully broad 

characterizations of the discipline. For example, it is plausible that all psychologists are 

studying stuff; but saying that psychology has a subject-matter because all psychologists 

study stuff is clearly missing the point entirely. The reason for this is that studying stuff is 

not characteristic of psychology, because every scientific discipline studies stuff.  
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Part of the reason for the requirement that all practitioners of a discipline be studying the 

same thing is to facilitate disagreement. By many accounts, disagreement – about the 

proper method, proper model, proper theory, nature of the subject-matter, etc – is healthy 

in a science, since it drives the production of better theories, models, methods, etc 

(Lewens, 2016; Popper, 1935; Psillos, 1999; van Fraassen, 1980). As mentioned above, 

studying the same thing does not rule out such disagreements. In fact, studying the same thing 

facilitates disagreement. If it is not required that practitioners of a discipline be studying the 

same thing at some level, then most significant kinds of disagreement cannot get off the 

ground: seemingly incompatible theories are simply not incompatible if they are not 

theories of the same thing; different approaches are not in competition if they are not 

approaches to the same thing. There can be no meat to the ostensible disagreement, and 

the opposing sides are merely talking across one another: if they are not studying the same 

thing, there is nothing for them to disagree about the proper approach to, model of, or 

nature of; they are simply talking about approaches to, models of, and natures of different 

things. 

There is an important exception to this general rule, in certain kinds of disagreement about 

what it is feasible or legitimate for a discipline to study. This kind of exception may be 

embodied in the disagreement between behaviourist and introspectionist psychologists, at 

least at on one construal. On this construal, they disagreed about approach, even though 

they were not trying to study the same thing, because they disagreed about the proper 

subject-matter of psychology. Behaviourists thought that what introspectionists took 

themselves to be studying (consciousness, mind, or psyche) was not the kind of thing that 

could be studied, for one reason or another (Skinner, 1953, 1974; Watson, 1913, 1930). 

They instead proposed to study behaviour, in order to offer a science for the prediction 

and control of human beings (because of a belief that prediction and control was a 

requirement of successful science). Introspectionists did not primarily aim to study 

behaviour and did not take the prediction and control of human beings as one of their 

criteria of success. Behaviourists thought that the introspectionist enterprise was impossible, 

and therein lay their disagreement. Neither party took themselves to be studying the same 

thing as the other; moreover, had behaviourists believed that introspectionist psychology 

was possible and desirable, they might nevertheless have thought that behaviourist 

psychology was a possible, desirable, and noncompeting enterprise. 
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A caveat is in order here: as behaviourism developed over the 20th century, it became in 

many ways more liberal and more diverse. Not every kind of behaviourism, by the time of 

cognitive science, had the same goals, methods, etc. Although it is common to talk about 

the end of behaviourism, in many ways, the distinction between cognitive science and 

behaviourism was merely a difference in the name of the enterprise: much of 

‘behaviourism’ was adopted by cognitive science, and many of its theoretical issues and 

disputes were carried over (Leahey 2018); furthermore, many of the critiques of the 

behaviourism which tried to draw a sharp distinction between behaviourism and the ‘new’ 

approach, cognitive science, relied on mischaracterizing and falsely homogenizing 

behaviourism (Chomsky, 1959; MacCorquodale, 1970). In as much as, eg, Skinner’s radical 

behaviourism did countenance internal, mental states, but held that it could be construed as 

a set of interlinked dispositions, governed by simple behavioural laws which result in 

complex behaviours, behaviourists disagreed with their opponents not on the proper 

subject-matter of psychology, but on either the nature or the proper model of the mental. 

If this is the right way to look at behaviourism, then the disagreements between 

behaviourists and their opponents are not an exception to the general rule that studying the 

same thing facilitates disagreement, because all parties were studying the same thing 

(although see Greenwood 2015). 

Returning to diversity, limitations, purposiveness, and the first version of conceptual instability, 

none of these claims suffices to show that psychology lacks a subject-matter because none 

suffices to show that psychologists are not talking about the same thing at a sufficiently 

coarse grain, where studying that thing is characteristic of psychology. Many of those who 

deny that psychology has a subject-matter do so, explicitly or implicitly, based on 

disagreements about how to specify or characterize that subject-matter. This, clearly, is 

unacceptable since it rules out legitimate disagreements about the subject-matter. 

Purposiveness fails as an argument that psychology lacks a subject-matter for several reasons: 

first, the fact that psychology has served nefarious goals does not suffice to show that 

psychologists are not really studying anything (they are, at least, studying the aspects of 

people which are relevant to managerial concerns); secondly, even if psychology’s goals 

have been nefarious, and even if these goals have influenced psychologists’ conceptions of 

what they are studying, this does not suffice to show that there is not some level at which 

they are talking about the same thing where that is characteristic of the discipline. 
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Limitations may show that psychology does not study what it takes itself to study (eg, minds 

in general), but it does not show that psychologists are not all studying the same thing (eg, 

the minds of specific groups in specific situations). Moreover, in as much as it is true that 

in general, current psychologists study only certain aspects of specific groups in specific 

situations, psychologists are currently trying to remedy this situation. The recognition of the 

limitations of studying only certain groups has led to attempts to correct the situation by 

increasing the coverage of psychological studies beyond those groups and situations 

(Henrich et al., 2010; Leahey, 2018). I will discuss this further below. 

The first version of conceptual instability, which focuses on the instability of constructs in the 

domain, rather than the domain itself, only suffices to show that whatever the subject-

matter of psychology is, people carve it up in different ways for different reasons. The 

second version of conceptual instability is the strongest objection to the claim that psychology 

has a subject-matter. Diversity, limitations, purposiveness, and the first version of conceptual 

instability are all aimed primarily at professionalized, Western psychology. Conceptual 

instability, however, raises a slightly different issue: are all the different ways that people 

have conceived of themselves, across history and cultures, which get called ‘psychology’, 

about the same thing in any sense? Each different self-conception which draws the line 

around the resultant mind-like notion slightly differently, draws the line around the 

‘psychological’ slightly differently.  

This presents something of a practical problem to Western psychology: it can take the 

deeply ethically dubious option of denying that other things called ‘psychology’ are really 

psychology; it can take a similarly ethically dubious option of admitting that they are 

psychology, but denying that they are the same kind of psychology as Western, 

professionalized psychology, and hence denying that their ways of demarcating the 

psychological are in any sense a rival to the way Western, professionalized psychology does 

it; or, finally, they can try to understand and assess these conceptual differences from a 

somewhat neutral standpoint.  

It is this lattermost option which I think is most promising. Much of the cross-cultural and 

historical variability in mind-like concepts can be explained as a result of the interests of 

theorists and their cultures. These theoretical goals can be assessed, and this assessment 

can serve as a basis for rejecting or accepting at least some of the variation in mind-like 

concepts, a project in some ways akin to genealogy (Dutilh Novaes, 2016; Queloz, 2019b). 

The variation in mind-like notions is orderly, explicable, and can be assessed and 
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understood (E. Cohen, Burdett, Knight, & Barrett, 2011; Slingerland, 2019; Wierzbicka, 

1992, 2006). For example, the Western notion, mind, was forged, and distinguished from 

soul, with a cross-culturally peculiar interesting in finding the feature that makes humans so 

special, and guarantees that only they have immortality (Carpenter, 2018; Kenny, 1989; 

Sorabji, 1993). 

Diversity may actually suggest that psychologists are studying the same thing. Unless diversity 

is accompanied by the claim that all apparent disagreements in psychology are either not 

really disagreements at all, or genuine disagreements that are entirely about what psychology 

ought to study, the very fact of disagreement and competition between approaches suggests 

that they are studying the same thing. If the different approaches, models, and theories are 

genuinely incompatible, it is because they are approaches to, models of, and theories of the 

same thing. 

The arguments against psychology having a subject-matter therefore fail. However, they 

succeed in showing that psychology does not generally proceed by adopting specified target-

domains (see §3.2.2) — a view supported further by the history of 

psychoneuroimmunology given in §4.3.1. ‘Psychology’ includes many people and 

subdisciplines that conceive of their projects very differently, with different and sometimes 

incompatible views of what they are studying. Unless it is denied that many of those 

generally counted ‘psychologists’ are in fact psychologists, or denied that many of the 

supposed subdisciplines of psychology are in fact subdisciplines of psychology, it is 

extremely hard to imagine how a target-domain might be ascribed to psychology overall 

that someone subsumes all of these practitioners and projects. 

The fact that the arguments fail does not exactly suffice to show that psychology does have 

a subject-matter, but if I am correct that a discipline has a subject-matter if its practitioners 

can correctly be said to be studying some domain characteristic of the discipline, then I see 

no reason to suppose that it lacks a subject-matter. I will return to this issue later, however, 

having considered how the history of psychoneuroimmunology reflects on these issues 

(§4.3.2). 
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4.3. Psychoneuroimmunology and the subject-

matter of psychology 
In the last chapter, especially in §3.3, I highlighted the difficulties with defending 

overarching characterizations of scientific disciplines’ subject-matters, whether these 

characterizations are offered as target-domains (see §3.2.2-3.2.3), descriptive summaries of 

the state of the art (see §3.2.4), or specifications of the ideal, ultimate subject-matter of the 

discipline (§3.3). Instead, I suggested, it is often better to argue directly about whether 

certain phenomena are part of that ultimate subject-matter by considering whether there 

are currently good reasons for practitioners to study that phenomenon, and whether it is 

feasible for them to do so (§3.4). 

I will therefore not argue for a characterization of the psychological, understood as the 

proper domain of psychology. Instead, I will examine a particular branch of psychology, 

psychoneuroimmunology, and its history (§4.3.1). I will argue that the history of 

psychoneuroimmunology supports four claims: first, that psychology and its remit progress 

as we would expect for a ‘targetless’ discipline with a subject-matter (§4.3.2); secondly, that 

psychology does not study cognition, and its domain should be distinguished from that of 

cognitive science (§4.3.2); finally, that the concept of mind does not furnish us with a good 

characterization of psychology’s subject-matter (§4.4). 

4.3.1. Why psychoneuroimmunology? A brief history 

To make my case, I first need to introduce psychoneuroimmunology. The recent history of 

psychoneuroimmunology is fairly brief, and a story told largely in terms of significant 

findings and realizations about their theoretical significance. The most effective way to 

introduce the discipline is with a short history of its recent (re)discovery and development. 

In the 1960s, the psychologist Robert Ader stumbled across a groundbreaking result for 

immunology while using a Pavlovian conditioning paradigm to study learning in rats. He 

administered a sweet substance, saccharin, with no harmful effects (the conditioned 

stimulus), paired with a sickness-inducing chemical, cyclophosphamide (the unconditioned 

stimulus). As expected, the rats learned to avoid saccharin. However, that was not the 

exciting part.  

The groundbreaking finding was that if continually forced to take saccharin, the rats began 

to die of a range of infections; furthermore, the rate of the rats’ deaths increased with the 
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amount of saccharin administered. Saccharin is totally harmless, so there is no obvious 

reason that this should be the case – but even so, the rats died (eg, Pincock, 2012). The key 

to solving this mystery was that coincidentally, as well as upsetting stomachs, 

cyclophosphamide is an immunosuppressant. It seemed to Ader that by using 

cyclophosphamine to condition the rats to avoid saccharin, they had accidentally also 

conditioned the rats’ immune systems to ‘switch off’ in response to the taste of saccharin – 

and that this left the rats vulnerable to the normally-harmless environmental pathogens that 

killed them (eg, Ader & Cohen, 1975).  

Ader, working with others (most notably the immunologist Nicholas Cohen), went on to 

prove his hypothesis (eg, Ader, 1980, 2000; Ader & Cohen, 1982, 1985, 1993; Ader, Felten, 

& Cohen, 1990; Bovbjerg, Ader, & Cohen, 1982). He did so in the face of a great deal of 

scepticism. Amusingly, although Ader dubbed the area of study he had begun (or at least 

reinvigorated) ‘psychoneuroimmunology’, many immunologists insisted on avoiding the 

‘psycho’, dubbing the topic ‘immune-neuro-endocrine interactions’ (eg, Daruna, 2012). 

The discipline won over sceptics as the details of the circuitry were unveiled. In particular, 

Felten and Felten (1988) showed that the sympathetic nervous system (SNS) innervates 

immune tissues, and that synaptic terminals are to be found extremely close to immune 

cells, and Besedovsky et al. (1991) showed that interleukin-1 could activate the 

hypothalamic-pituitary-adrenal axis. These, and other similar results, gave a basic 

mechanism by which chemical signals in peripheral tissues might be translated into nervous 

signals and propagated all the way up to higher brain areas (most notably, the 

hippocampus, amygdala, and areas of the neocortex such as the insular cortex, anterior 

cingulate cortex, and ventromedial prefrontal cortex), and – importantly – vice versa. 

Dantzer (eg, Dantzer, 1994; Dantzer et al., 1998; Dantzer, Konsman, Bluthé, & Kelley, 

2000) found an array of parallel signals that mediate bidirectionally between the highest 

levels of cognition and the lowest levels of the immune system, apparently responsible for 

both chemical changes at the level of cells and behaviours at the level of the whole 

organism. Other key results include the fact that often, the blood-brain ‘barrier’ often acts 

as a selective interface, selectively facilitating nonnervous (including immune) activity 

within the brain (eg, Banks, 2016; Erickson & Banks, 2018). 

Nowadays, psychoneuroimmunology is a largely respectable, growing area of study (eg, 

Pariante, 2019), with several journals devoted to the field. Increasingly, however, 

psychoneuroimmunology is dubbed ‘immunopsychiatry’, to reflect a change of emphasis, 
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from studying psychological effects on the immune system, to studying immunological 

effects on the psychological (eg, Pariante, 2015) – partly representing the latest frontier in 

the search for a ‘respectable’ basis for psychiatry (eg, J. Morgan, 2017). This shift in 

emphasis was partly initiated by the discovery, still ongoing, of potentially causal 

correlations between several important psychiatric disorders and inflammation of various 

sorts (eg, Khandaker et al., 2015), particularly by the finding that a depression-like 

syndrome could be induced in rats through peripheral inflammation (Yirmiya, 1996), and 

the later finding that symptoms of depression including anhedonia and low social 

motivation can be induced in humans through similar means (Eisenberger, Berkman, et al., 

2010; Eisenberger, Inagaki, et al., 2010; Moieni, Irwin, Jevtic, Breen, & Eisenberger, 2015).  

The field is rife with exciting results exploring the links between the immune system and 

phenomena traditionally viewed as within psychology and psychiatry. Two sorts of result 

are particularly exciting – correlations between personality and immune system variables  

(eg, Segerstrom, 2000), and correlations between various kinds of psychosocial stressors, 

most notably various kinds of trauma, and immune system variables. These results suggest 

that the immune system plays important roles in shaping one’s personality and behaviour, 

including important roles in parent-child bonding, development of resilience, and 

perpetuating the effects of trauma (eg, Levy, Yirmiya, Goldstein, & Feldman, 2019; 

Motsan, Bar‐Kalifa, Yirmiya, & Feldman, 2021; Ulmer-Yaniv et al., 2018). 

To understand how the immune system plays it part in trauma and stress, one must 

recognize the significance of gene regulation and the SNS. Gene regulation plays an 

important role in orchestrating immune system responses – the deployment of populations 

of cells, cell differentiation, and more (eg, Amit, Regev, & Hacohen, 2011; Rothenberg, 

2014; Roy, 2019; Smale & Fisher, 2002; Smale, Tarakhovsky, & Natoli, 2014). The SNS 

innervates the bone marrow, where blood is made (hematopoiesis), and monocytes (the 

largest white blood cells) differentiate; SNS activity can affect at least the mobilization of 

the involved (hematopoietic) stem cells (Beiermeister et al., 2010; Katayama et al., 2006; 

Méndez-Ferrer, Lucas, Battista, & Frenette, 2008). The SNS can also respond differentially 

to social stressors, bringing on specific states of the immune system in response to social 

conditions through gene regulation (Powell et al., 2013). This process of gene regulation 

can respond to quite fine-grained sorts of psychosocial event. For example, Murray, 

Haselton, Fales, and Cole (2019) find that falling in love results in immune system gene 

regulation. Similarly, the immune system appears to respond differentially to chronic 
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interpersonal and noninterpersonal stress, with recent results suggesting only the former is 

implicated in the development of depression (Slavich et al., 2020). 

G. E. Miller et al. (2009) propose that the immune system, more specifically chronic 

inflammation, is an important way that the social environment becomes embodied 

(Krieger, 2005) – the way it ‘gets under the skin’. As Priest (2021) highlights, responding to 

a study by Maurel et al. (2020) correlating five inflammatory markers with measures of 

educational status across multiple cohorts, evidence for this proposal is continually 

accruing. As Priest puts it, following Krieger, such results show that ‘bodies tell stories 

about, and cannot be studied separate from, the conditions of their existence’. 

There is one final feature of the immune system that I would like to mention. Shields, 

Spahr, and Slavich (2020) recently released the first systematic review and meta-analysis of 

randomized clinical trials examining the effectiveness of psychosocial interventions on 

immune function. They found that all the psychosocial interventions studied improved 

immune function, most reliably cognitive behavioural therapy, and combined or multiple 

psychotherapies. Furthermore, they found that CBT can achieve approximately the same 

level of improvement in inflammation levels in rheumatoid arthritis as the maximum dose 

of infliximab (among the most common medications for autoimmune conditions, including 

rheumatoid arthritis), for less than 10% of the cost, and with longer-term effects. In short, 

the immune system, as well as being wired into the brain areas associated with higher 

cognition, shaping personality and mental health, and retaining traces of past experience, is 

amenable to talk therapy.35 

4.3.2. The status of the immune system 

As the immune system’s sophisticated interactions with the central nervous system, 

including those parts of the brain associated with the highest reaches of cognition, as well 

as its own internal complexity and plasticity, have come more clearly into view, theorists 

have tried to keep up, offering novel accounts of the immune system that can account for 

these features. 

In 1979, Francisco Varela’s Principles of Biological Autonomy was published, a seminal work in 

the autopoietic approach to biology and cognitive science, which argues that the immune 

system is a cognitive capacity, since it bears the key features of cognition (by his lights) – a 

domain of sensitivity, adaptive flexibility, and a certain sort of organization which he calls 

 
35 All this is perhaps rendered unsurprising by the process of exaptation (§1.2.4). 
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‘closure’. There have since been other proposals to view the immune system as a cognitive 

system, based on similarly structured arguments – for example, Hershberg and Efroni 

(2001) argue that the immune system is cognitive because its ‘perceptual sensitivities’ are 

determined partly by interaction with its environment. Others, in particular Blalock (2005), 

proposed that the immune system should be viewed as a sense, concerned with the 

detection of pathogens. This idea is similar to that recently offered by Bhat et al. (2021) 

working within the free energy framework (eg, Friston, 2012; Friston et al., 2006), who 

argue that the immune system is an inferential system in the business of looking for non-

self antigens (cf. Pradeu, 2011, 2020). D’Acquisto and collaborators (eg, Samuel Brod, 

Lorenza Rattazzi, Giuseppa Piras, & Fulvio D'Acquisto, 2014; D'Acquisto, 2017) propose 

that emotions and immune system responses exist on a continuum, seemingly suggesting 

that they form a natural kind, in light of recent results that suggest that there is a great deal 

of overlap between the mechanisms that underlie emotion and those that underlie the 

immune system (see also Chiurchiù & Maccarrone, 2016). 

Any of these proposals (if correct) would provide some pressure to count the immune 

system as part of the proper subject-matters of psychology and cognitive science. However, 

given the scepticism I have indicated of the utility and defensibility of purely theoretical 

definitions of ‘cognitive’ and ‘psychological’, I wish to argue for these claims more directly: 

by arguing that it is both desirable and feasible for cognitive scientists and psychologists to 

study the immune system. 

My claim is that the immune system is both partly psychological and partly cognitive. By 

this I mean that parts of the immune system fall under each disciplines’ ultimate subject-

matters, and I intend to support this claim by arguing that there are good reasons for 

psychologists and cognitive scientists to study it. This invites a question: what sort of thing 

is a good reason for a discipline to study a phenomenon? I think it is sometimes plausible 

that a good reason can be as broad as ‘it’s interesting and we can’, for example, key models 

and skills in the discipline might end up being appropriate for a broader range of 

interesting phenomena than anticipated. However, I think it is possible to offer stronger, 

and more specific, reasons in this case. 

There are several reasons for counting the immune system as psychological and cognitive 

that speak directly to these disciplines’ ability to deal with their primary goals and core 

domains. Perhaps the most obvious and compelling is that there is currently a significant 

number of cognitive scientists and psychologists who do, in fact, study the immune system 
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(eg, DeAngelis, 2002) – several of whom are cited in §4.3.1. The proposal that the immune 

system is therefore ‘psychological’ or ‘cognitive’ is in this sense a conservative, 

nonrevisionary proposal. 

The results adduced so far give us good reason to believe that this will (and should) remain 

the case. Studying the immune system is directly relevant to many of the core aims of 

psychology and cognitive science, and furthermore, the immune system has many salient 

dimensions of similarity to (other) psychological and cognitive systems that make it 

amenable to similar models and methods, and therefore amenable to the expertise of 

psychologists and cognitive scientists. As Ader’s work shows, the immune system is 

amenable to traditional psychological models such as Pavlovian models of learning. It also 

holds significance promise in its potential amenability to cognitive, computational models36 

(see especially I. R. Cohen & Efroni, 2019; Forrest & Hofmeyr, 2001) and the free energy 

framework (Bhat et al., 2021). This amenability to similar models, methods, and expertise is 

accompanied by overlap between the immune system and the (rest of the) psychological 

and cognitive – overlap in their mechanisms and material basis, relevant kinds of causal 

influence (eg, psychosocial stressors), and relevant kinds of causal consequence (eg, 

complex organism-level behaviours). 

Perhaps most importantly, the immune system is relevant to the core goals of cognitive 

science and psychiatry. Cognitive science, since its inception, has been interested in 

principles of self-organization, the relationship between such principles and intelligence, 

and in the range of possible kinds of intelligent, adaptive behaviour (eg, Boden, 2006) – all 

considerations to which the immune system is relevant. Psychology has, at least since the 

20th century, been interested in understanding personality, complex human behaviour 

(especially social behaviour), motivation, and responses to trauma – interests shared across 

schools of psychology as diverse as psychoanalysis37 and behaviourism. Again, to achieve 

these aims, it is helpful to study the immune system. A shared aim of both psychology and 

cognitive science is to facilitate and support psychiatry. The rapid growth and burgeoning 

significance of immunopsychiatry strongly suggests that studying the immune system forms 

a part of this project too.  

 
36 In the sense of modelling a system as, in some sense, ‘a computer’, not just modelling done on a computer. 
37 On similar grounds, D’Acquisto (2017) goes so far as to argue that ‘Carl Jung and Sigmund Freud were 
immunologists, but they did not know it.’ 
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One might worry that the mere fact that psychology or cognitive science must talk about a 

certain phenomenon in order to understand its domain does not make that phenomenon 

part of its domain. In this instance, one might think that the immune system is merely 

coupled to (densely, reciprocally, causally linked to) the psychological/cognitive, and must be 

discussed by psychologists on this basis, even though it is not itself psychological/cognitive. 

Analogously, social psychologists often must consider cultural phenomena, but this does 

not always mean that those cultural phenomena are themselves psychological, only that 

they greatly influence the psychological.  

This is an important worry to address, since it helps to clarify how the past half century’s 

findings in psychoneuroimmunology and immunopsychiatry suggest that the immune 

system is itself psychological/cognitive, rather than merely being coupled to the 

psychological/cognitive. The point is not just that the (rest of the) psychological/cognitive 

can affect the immune system, and vice versa, but that the immune system shares many other 

characteristic features of the psychological/cognitive – at the least, behavioural outputs, 

external (including social) inputs among which it makes fine-grained discriminations, 

similar principles of operation, amenability to talk therapy, and relevance to psychiatric 

illness. The issue is not to do with coupling, but to do with salient similarity between the 

psychological/cognitive and the immune system. Such similarity is significant because it, 

along with the fact that the immune system is coupled to the (rest of the) 

psychological/cognitive, underwrites significant practical benefits to studying the immune 

system as a psychological/cognitive system.38 

Another important worry relates to whether there are representations in the immune 

system. One might believe that processing representations is among the most important 

features of those systems in the domain of cognitive science and psychology. This point is 

highly important, especially if one believes in prescriptive definitions of ‘psychological’ and 

‘cognitive’. My response is twofold.  

First, the cognitive models that I mentioned above as potentially applying to the immune 

system are extremely hard to interpret without ascribing representations, or at least 

something along those lines, to the immune system (Swiatczak & Tauber, 2020). 

Furthermore, in as much as these models can be interpreted in nonrepresentational terms 

 
38 Coupling may be relevant in that it, like other relevant causal phenomena (Ross, 2022), may render it 
infeasible to isolate the causal contributions of different systems, and therefore infeasible not to study the 
contributions of the immune system when studying certain cognitive or behavioural phenomena. 
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when applied to the immune system, they can be so-interpreted when applied to (other) 

psychological and cognitive systems – so the proper applicability of these models gives us 

as significant a reason to believe in immune system representations as the applicability of 

such models to, eg, the brain gives us to believe in neural representations.39  

Secondly, and more importantly, if there are good reasons for psychologists and cognitive 

scientists to study the immune system, it does not really matter whether the immune system 

involves representations by my lights. Instead, it would show that it is wrong to place such 

emphasis on representations in characterizing the psychological and the cognitive in the 

first place (see also Ramsey, 2007, 2017) – especially given that psychologists and cognitive 

scientists do in fact study the immune system.40 

The immune system, therefore, has come to be viewed in certain areas, by certain experts, 

as a cognitive, psychological system, due to empirical discoveries about the mechanisms 

that support the immune system, and its functional relationships to (other) cognitive and 

psychological phenomena. I believe that this is correct. I now want to build on the previous 

two sections to argue for two of my three claims: that psychology has a subject-matter, and 

that psychology’s domain is distinct from that of cognitive science. 

Granting that the immune system is part of the domain of both psychology and cognitive 

science, we can consider which aspects, and more specifically which capacities, of the 

immune system are in the domain of each discipline. There are good reasons to suspect 

that the psychological and cognitive aspects of the immune system will come apart. 

Imagine, for example, that orchestrating cell-differentiation in response to viral infection turns out to 

be cognitive. There are good reasons to suspect that this is the case: it is plausibly amenable 

to cognitive models, relevant to understanding self-organization and flexible adaptivity, and 

 
39 More generally, ‘intentional language’ involving the assignation of content is systematically used in the 
discussion of the immune system (see especially I. R. Cohen & Efroni, 2019; Howes, 2000; Matthen & Levy, 
1984; Swiatczak & Tauber, 2020). Some have argued that such ‘intentional’ language in immunology is merely 
metaphorical (eg, Melander, 1993; Rosenberg, 1989). However, see, Hesse (1965); Keller (2002); Reynolds 
(2018); Swiatczak and Tauber (2020) for the argument that, even if so, this does not make such language 
dispensable, unscientific, or easily dismissed. See also Figdor (2017, 2018) for an argument that counts against 
the interpretation of such language as metaphorical in the first place. For an interesting argument advocating 
caution about the kind and specificity of content that can be assigned to at least some immuno-endocrine 
signals, see P. S. Churchland and Winkielman (2012). 
40 Another objection worth briefly considering is that non-neural processes are too slow, or operate on the 
wrong spatial scale – and indeed, they are often slower to impact behaviour (eg, Sapolsky, 2017). This 
objection fails, because phenomena at a variety of temporal and spatial scales are in fact relevant (eg, Wallace, 
2012), and a proper part of psychology and cognitive science even on views much more traditional than my 
own (eg, Kent et al., 2022). Indeed, this is a very general phenomenon in the sciences (eg, Bursten, 2018; 
Ruphy, 2017). 
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underwritten by saliently similar mechanisms (notably, the sympathetic nervous system) as 

(other) cognitive capacities. 

However, even if orchestrating cell-differentiation in response to viral infection turns out to be 

cognitive, I do not believe that there is any reason to suspect that it is psychological. 

Psychology does not appear to share cognitive science’s interest in the breadth of adaptive 

behaviour and self-organization41 — it instead appears to remain more firmly focussed on 

understanding complex behaviour, personality traits, and the like. There is no reason to 

think that psychologists should take an interest in this particular immune capacity, because 

there is no reason to think that this capacity is particularly relevant to those aims. While the 

immune system is psychological and cognitive, therefore, some aspects are psychological, 

and others cognitive, with these categories presumably neither exclusive nor exhaustive 

over aspects of the immune system. 

Psychology and cognitive science have different, but overlapping, explanatory interests, 

modelling techniques, expertise, and so on. These lead to different, but overlapping, 

subject-matters. According to ‘targetless’ conceptions of scientific disciplines (see also 

§3.2.2), these differences and similarities are among the factors that determine the subject-

matter of a discipline, by determining how desirable and feasible it is for practitioners of 

that discipline to study a particular phenomenon. If psychology and cognitive science are 

both ‘targetless’ disciplines, it is unsurprising that the findings discussed in §4.3.1 would 

lead to the incorporation of the immune system into their current remit, in ways that reflect 

their explanatory interests, techniques, and so on. While again not conclusive, this offers 

defeasible support for the idea that psychology has a subject-matter: it proceeds exactly as a 

‘targetless’ discipline ought, and targetless disciplines are not in general denied subject-

matters. 

4.4. The psychological and the mental 
At this point, I have argued that psychology has a subject-matter, the psychological, that 

the psychological includes (some aspects of) the immune system, and that the psychological 

cannot be identified with the cognitive. Where does this leave the concept of mind and its 

apparent relationship to psychology? I have argued that psychology does not proceed by 

 
41 I avoided calling on these explanatory interests in §3.3.2, in order to cast a ‘broad’ notion of cognition as 
more widely plausible and less theoretically-loaded than it often appears; however, in distinguishing 
psychology and cognitive science, it is necessary to call on these key differences between the disciplines. 
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adopting a target-domain, so the mind cannot serve as such a target-domain. This leaves 

two possibilities: that the concept of mind is nevertheless helpful for furnishing us with a 

working characterization of the psychological, and that the concept of mind might 

demarcate the ultimate, ideal subject-matter of psychology.  

4.4.1. Making mind mobile 

At first glance, the ordinary concept of mind does not include the human immune system 

and its capacities, making it unpromising as a demarcation of the ultimate subject-matter of 

psychology, which seemingly does include (some of) these. However, it is nevertheless 

worth considering that there are (perhaps revisionary) ‘off-the-shelf’ accounts of the mind 

that include the immune system, in particular the ‘embodied mind’ tradition.  

Viewing the mind as embodied is an important strain of research in contemporary science 

and theory (Varela et al., 2016). According to a dominant, implementational construal of 

this view, at least some mental capacities and processes are implemented by ‘bodily’ 

systems outside the brain (R. A. Wilson & Foglia, 2017; see also §3.3). Taking one’s cues 

from this position, one might claim that much of the psychological and cognitive activity of 

the immune system is the implementation of mental capacities. One might claim, for 

example, that the immune system is involved in the implementation of perception, 

specifically the perception of pathogens, that the immune system is involved of the 

implementation of emotions, such as anxiety and stress, and/or that the immune system is 

involved in the implementation of unconscious beliefs and fears as part of its role in the 

processing of trauma. 

However, the implementational version does not go far enough to capture all the ways in 

which the immune system might be psychological or cognitive. The implementational 

version of the embodied mind thesis generally holds fixed which capacities are counted as 

‘mental’, and argues that the body outside the brain has a significant role in implementing 

these conventionally ‘mental’ capacities. The kinds of considerations adduced in §4.3.2 for 

counting capacities of the immune system as psychological or cognitive do not require that 

the relevant capacities be used to implement conventionally ‘mental’ capacities like beliefs, 

emotions, or moods. For example, there are good reasons to believe that whatever 

processes lower social motivation following peripheral inflammation are psychological – 

after all, these processes generate complex, social behaviour on a short time-scale and may 

over time alter personality traits. However, there is no good reason to believe that these 

processes can be construed as implementing a traditionally ‘mental’ capacity. 
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This ties into a different strain of inquiry within the embodied mind tradition, especially 

evident in the work of Varela: questioning our categorization of capacities as ‘mental’ or 

not. This raises the possibility of revising the concept of mind to better align with our best 

scientific understanding of the psychological. Such a view lets the category of the mental be 

defined with respect to the proper subject-matter of psychology (see also, eg, Dove & 

Elpidorou, 2021). 

One major problem with such a view is that the subject-matters of cognitive science and 

psychology are not the same, yet both are widely construed as the study of the mind. It is 

unclear on what basis psychology should take the lead in defining the mind and the mental. 

If we revise our understanding of the ‘mental’ to make the ‘mental’ and the psychological 

align, then we would compound the misalignment between the ‘mental’ and the cognitive, 

or introduce further ambiguity to the term ‘mental’. This is part of a much broader 

problem, which it is the point of my overall argument beyond this chapter: the concept of 

mind cannot be revised to better suit some of its roles without making it less suitable for 

others. This way of construing psychology as studying the mind and the mental is therefore 

doomed to be difficult at best – it will be revisionary, and probably involve the 

introduction of further ambiguity to the terms. 

4.4.2. Connotation and characterization 

Claiming that the concept of mind can be used to specify the ideal, ultimate subject-matter 

or target domain of psychology is therefore not a good option. This brings us to the issue 

of whether the concepts mind and mental can be used as the basis of a working 

characterization of the psychological. There are similar issues with such a characterization 

as those discussed in §3.2.4, and owed to Akagi’s (2018) criteria: the major disputes and 

areas of indeterminacy associated with the use of the terms ‘mind’ and ‘mental’ do a poor 

job of capturing the disputes and indeterminacies associated with the current remit of 

psychology and its future.  

There is another class of issues, however, which I will focus on here. These issues overlap 

significantly with those that count against using the concept of mind to specify the ideal, 

ultimate domain of psychology. They stem also from the sheer range of ways the terms 

‘mind’ and ‘mental’ are used, and the range of contexts they are used in, metaphysical, 

ethical, and idiomatic. The desirability of a mind/mental-based characterization, and to some 

extent the promise of attempting to revise the concept of mind, are undercut by the 
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inappropriate connotations of the terms, especially stemming from their ‘folk’ uses. I focus 

on this class of issues because they have directly affected psychoneuroimmunology. 

For much of its life, psychoneuroimmunology was marred by scepticism and neglect. It has 

been viewed, often, as pseudoscientific and not worth engaging with. This has been a 

barrier to greater progress in the area, and to more clinical uptake of its findings (eg, Brod 

et al. 2014; D’Acquisto 2017; Daruna 2012). Interestingly, there is not much evidence that 

the scepticism directed towards psychoneuroimmunology is driven by some sort of 

Cartesian strawman view according to which mind and body are separated by an 

unbridgeable divide, nor any scepticism of ‘top-down’ causation (see also Harrington, 

2008).  

In fact, the problem is quite the opposite. Certain supposed supporters of 

psychoneuroimmunology accidentally created a misleadingly bad impression of what is in 

fact a cautious and well-evidenced branch of medical science. For example, many textbooks 

and articles on the topic (eg, Daruna, 2012) draw uncritically on an origin story that makes 

reference to practices of ‘alternative medicine’, in particular a set of practices thought of as 

traditional Chinese medical practices. These practices are understood through a highly 

orientalist lens. It is ignored, for example, that this set of practices was deliberately 

constructed by Mao to create a new Chinese cultural identity and lessen dependence on 

Russia (again, see Harrington 2008). Additionally, these practices are presented as 

stemming from a holistic Chinese worldview – but as Slingerland (2019) carefully argues, 

the idea of Chinese holism is an orientalist myth. 

This own goal is particularly associated with the popular construal of 

psychoneuroimmunology as (a branch of) ‘mind-body medicine’ (eg, Harrington, 2008; 

Yan, 2016). ‘Mind-body medicine’ includes many approaches to medicine that look at 

interactions between the traditionally ‘mental’ and the traditionally ‘bodily’. Much ‘mind-

body medicine’ is entirely legitimate (which I hope goes without saying), studying the 

interaction between the complex and overlapping systems that a human being comprises, 

and multisystem phenomena such as stress. Unfortunately, the label ‘mind-body medicine’ 

is also applied to large swathes of ‘alternative medicine’ and many exaggerated claims – 

work that is at best legitimate but nonmedical self-help, and at worst con artistry. 

This is no coincidence – there is an element of symbiosis according to Harrington (2008), 

who herself is an influential researcher in the area. Medical practitioners and researchers 
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benefit in the short term from the label ‘mind-body medicine’ by being perceived to be 

pushing at the boundaries of the Western worldview, rediscovering ancient wisdom, and 

most importantly, working on topics that excite the public. Conversely, those selling snake 

oil benefit because they can inherit some of the medical and scientific legitimacy and 

prestige associated with legitimate areas of research like psychoneuroimmunology.  

The seamless slides between serious science and unserious semi-spiritual self-help are 

enabled by the multifaceted and multitudinous ways in which ‘mind’ and ‘mental’ can be 

used. There are uses of the terms associated with psychology and cognitive science, uses 

associated with discussions of the mind-body problem, uses associated with religion and 

spirituality, and uses associated with self-help and ‘pop psychology’. This creates a 

superficial appearance that, in some sense, all these areas are talking about the ‘same thing’, 

priming people to see findings in one area as relevant to the others.  

Robert Ader saw much of this coming. In 1999, in an interview with Beth Azar, he worried 

that the discipline would  

be undermined by ‘so-called-friends’ – clinicians and researchers who embrace the 

idea of holistic or alternative medicine too zealously and use 

[psychoneuroimmunology] data to legitimize claims for all types of alternative 

therapies. 

As he put it,  

The basic research isn't a fad … but the way some people are using the term 

[‘psychoneuroimmunology’] could turn it into a fad. Some of our biggest followers 

and fans are trashing it … If you're an immunologist and you read a lay magazine 

about how psychoneuroimmunology means you can boost your immune system 

and make you healthy, wealthy and wise, you're not going to want any part of it. 

(Robert Ader, in Azar, 1999) 

In short, Ader worried that people would be understandably put off the discipline because 

of the way its results were being used to support ‘holistic and alternative medicine’ and to 

promise a new kind of self-help that will also make you healthy – thereby turning a 

legitimate discipline into a mere ‘fad’. In as much as these worries have been borne out, it 

has been supported and facilitated by the construal of psychoneuroimmunology as to do 

with the ‘mind’ and the ‘mental’. Overall, then, it may be better just to abandon these 
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terms, to avoid the risks of misunderstanding and miscommunication that result from their 

misleading connotations and unwanted associations. 

It is important to clarify the nature of my objection to the characterization of psychology 

and cognitive science as studying the mental. The problem is not just that the terms ‘mind’ 

and ‘mental’ are ambiguous or vague. Plenty of scientific terms are ambiguous and vague – 

indeed, this is often an advantage (eg, Neto, 2020). However, it is an advantage when, and 

because, it facilitates desirable sorts of communication and integration. My issue here is 

that the kind of ‘communication’ and ‘integration’ facilitated by the terms ‘mind’ and 

‘mental’ is of an undesirable sort, building bridges between psychology and cognitive 

science (in particular, psychoneuroimmunology), self-help, and sloppy orientalist holism – 

bridges that it is ultimately in the best interest of all but a few con artists to burn. 

4.5. Psychology without the mind? 
Like cognitive science, I suspect that psychology suffers more than it benefits from being 

construed as the study of the mind. This construal of the disciplines, I believe, creates a 

misleading impression of their subject-matters that can slow uptake of significant findings, 

encourages inappropriate and misleading ideas of relevance between these disciplines and 

other areas, fails to sufficiently distinguish between the subject-matters of the two 

disciplines, and ultimately gets in the way of valuable empirical and theoretical work. 

In closing this chapter, however, I want to draw out some more positive aspects of the 

story so far. I have argued that cognitive science studies cognition, while psychology studies 

the psychological. In humans, cognition (or ‘the cognitive’) and the psychological appear 

not quite to align. If each science is conceived as studying a single coarse-grained system 

within a human being, they study different but overlapping systems. Without wanting to 

commit to any detailed characterization, psychology studies the system directly responsible 

for complex behaviour, behavioural dispositions, and consciousness, while cognitive 

science studies the system responsible for a wider range of complex aspects of how we as 

an organism self-organize within an environment. Bringing these distinct, fascinating 

systems more clearly into view is a major advantage of avoiding talk of the ‘mind’ that fails 

to distinguish between these systems, as well as between these sciences and their subject-

matters more generally.  
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Chapter 5: Mental disorder and the mind 

5.1. Psychiatry and disorders of mind42 
If cognitive science and psychology are the ‘science of the mind’, then psychiatry is the 

corresponding branch of medicine, generally viewed as that branch of medicine that deals 

with mental illnesses, disorders of the mind.43 Some have been so certain about this view 

that they have suggested revising the domain of psychiatry, or changing the status of 

psychiatry, in order to make psychiatry and its domain fit with their scientific or 

philosophical views of the mind.  

I argue, however, that the apparent failure of fit between psychiatry and its domain, on the 

one hand, and the concept of mind, on the other, show not that psychiatry and its domain 

ought to be changed, but rather that the theory that psychiatry and its domain are best 

understood as dealing with the mind should be abandoned. The overall thrust of my 

argument is that mental disorder is not mental – to have a mental disorder is not to have a 

disorder of the mind. Instead, mental disorder is psychiatric disorder, a class of conditions 

grouped together not because of anything to do with the mind, but because of their 

relationship to psychiatry, a concrete group of methods, practices, and institutions. 

5.2. Mind and mental disorder 
Here is a quick argument, adapted from Murphy (2006), that what makes a disorder 

‘mental’ is not that it is a disorder of mind: 

1. Vision is a mental capacity; 

2. Blindness is a disorder of vision; 

3. Blindness is not a mental disorder;44 

4. Therefore, being a disorder of mind is insufficient to be a mental disorder. 

I believe that this argument is valid. I also believe that it is sound. Premise 2 is hard to 

deny. Premise 1 is also difficult to deny, although I shall return to this possibility below. I 

think the most promising, albeit still unsuccessful, line of attack is to deny premise 3. 

 
42 This chapter shares significant material with Gough (forthcoming). 
43 Throughout, I treat the terms ‘disorder’ and ‘illness’ as interchangeable. See also Cooper (2005). 
44 A notable exception may be ‘psychosomatic’ or ‘psychogenic’ cases of blindness – this does not undermine 
the argument, for reasons considered below. 
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What the argument shows, if sound, is that mental symptoms are not sufficient for mental 

disorder. However, it seems plausible that some cases of blindness might count as cases of 

mental disorder – specifically, ‘psychosomatic’ cases of blindness. This might lead one to 

wonder whether it is mental causes, rather than symptoms, that matter. However, this is not 

so (see also Cooper, 2005 p.8-9) – for example, heart disease caused by (psychological) 

stress is not therefore a mental disorder. By my account, the difference between 

psychosomatic blindness and psychologically-caused heart disease is how well-suited each 

is to the expertise of psychiatry. 

It is also worth noting that being a disorder of mind does not seem to be necessary for being 

a mental disorder: not all mental disorders involve any paradigmatically mental symptoms 

at all. This is most obvious in various ‘psychosomatic’ disorders with paradigmatically 

nonmental symptoms, such as psychogenic movement disorders. It also does not seem to 

be necessary that a disorder have any mental causes – if it transpires that many cases of 

depression are caused by peripheral inflammation via the immune system, it does not entail 

that depression is not a mental disorder (at least so long as it is amenable to psychiatric 

treatment).  

Furthermore, it is not even clear that it is necessary that a mental disorder have either mental 

symptoms or mental causes (and note that this casts the net extremely wide anyway; again, 

see Cooper 2005). The DSM includes various other examples of disorders that are at best 

only highly dubiously ‘mental’ in their symptoms and causes: caffeine intoxication, caffeine 

withdrawal, erectile disorder, premature ejaculation, and dysfunction of orgasm are all 

‘mental disorders’ (American Psychiatric Association, 2013, p.426, 443, 503, 506) but 

needn’t involve paradigmatically mental symptoms or causes (see Murphy 2006). The most 

recent edition of the New Oxford textbook of psychiatry contains a section on ‘metabolic 

disorders’ (Geddes & Andreasen, 2020). Perhaps the best examples are disorders (including 

once again movement disorders) induced by psychiatric medication – such disorders, it 

seems obvious, fall into psychiatry’s domain because psychiatrists (as the prescribers of the 

relevant drugs) are the ones best placed to deal with them, not because of mental 

symptoms or causes. 

Since blindness is also (sometimes) a disorder of the brain, the argument above also 

appears to show that being a brain disorder is not sufficient for being a mental disorder. 

Additionally, not all mental disorders seem, prima facie, to involve the brain. For example, 

orgasm dysfunction can be solely a result of lack of sensitivity in the genitals; caffeine 
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intoxication can be diagnosed with only the symptoms flushed face, diuresis, 

gastrointestinal disturbance, muscle twitching, and cardiac arrhythmia. Judging just on the 

disorders currently dealt with by psychiatry, and assuming that the domain of psychiatry is 

mental disorder, it seems that to have a mental disorder is neither to have a disorder of the 

mind, nor to have a disorder of the brain. 

One way to resist this argument is to deny premise 1 – to deny that vision is a mental 

capacity. This may, initially, seem implausible. However, such a view is not without 

precedent in the history of philosophy (Amo, 1734; Meyns, 2019). Perhaps the easiest way 

to make the case is to highlight that ‘mind’ has multiple meanings, and so does ‘mental’. 

One might think that the ‘mental’ in ‘mental disorder’ refers to one of these other 

meanings: most notable, intentionality, consciousness, or the human capacity for reason. 

Some theorists of psychiatry take the ‘mental’ in mental illness to refer to one or a 

combination of these things (eg, Graham, 2013). One might therefore think that ‘mental 

disorders’ are not just disorders of any capacity standardly counted ‘mental’, but instead 

disorders specifically of intentionality, consciousness, or reason.  

Vision is an intentional, conscious capacity, so one might think that blindness should 

therefore count as a ‘mental disorder’ on the proposals claiming that the ‘mental’ in ‘mental 

disorder’ refers to intentionality or to consciousness. However, the objector might claim 

that disorders of intentionality and disorders of consciousness are more than just disorders 

of intentional capacities or disorders of conscious capacities — that they must in some 

sense be disorders of intentionality itself or consciousness itself. It is certainly possible to 

flesh this idea out, and some mental disorders may well be of one of these kinds (eg, 

Whiteley, forthcoming). Likewise, the objector might claim that mental disorders must be 

disorders of reason, and likewise, some mental disorders may well be disorders of reason. 

The trouble is that none of these proposals can plausibly capture the whole domain of 

psychiatry (and if they are offered as revisionary, they fall to my arguments below). In fact, 

I know of no uncontroversial examples of a mental disorder that is a disorder of 

intentionality, consciousness, or reason. Additionally, there are many disorders which do 

not seem amenable to such a construal – consider again movement disorders, orgasm 

dysfunction, and disorders induced by psychiatric medication.  

Instead the best way to resist the argument is to claim that the current domain of psychiatry 

is wrong. This could be framed as an attack on premise 3: clearly blindness is not currently 

considered a mental disorder; however, one can deny premise 3 by claiming that blindness 
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should be considered a mental disorder. This is standard practice is considering the proper 

domain of a science or branch of medicine – we are not (only) interested in what is currently 

considered its domain, but (also) interested in what its domain ought to be. In defining ‘the 

physical’, one cannot simply defer to current physics, since current sciences are open to 

error, including error regarding their domain; one must instead defer to the best possible 

physics – the physics we would end up with if current physics continued as it ought. 

Murphy (2006) argues that blindness ought to be considered a mental disorder, reflecting 

some of his more general views, including that mental illnesses are ‘breakdowns of the 

mind/brain’ (Murphy & Stich, 1999), and that psychiatry and neurology ought to be 

integrated into a single branch of medicine and based on cognitive neuroscience (as 

cardiology is based on the biology of the heart). 

Murphy (2006) argues for this conclusion on the basis that psychiatry treats mental 

disorder, and yet its domain excludes disorders which ought to count as mental based on 

our folk concept of mind and our best (as he sees it) scientific theory of the mind as the 

brain or the activity of the brain. Blindness is (sometimes) a brain disorder that affects a 

paradigmatically mental capacity (vision). According to Murphy, if our classification of 

disorders as mental is to match up with our pretheoretic notion of mind, or with our best 

scientific theory of mind, then (such cases of) blindness ought to count as mental disorder 

– and yet, we do not generally consider blindness as a mental disorder. 

Murphy’s argument proceeds on the assumption that mental disorder is ‘mental’ in more 

than name only; furthermore, if mental disorder is ‘mental’ in more than name only, I think 

that it is hard to resist Murphy’s position. However, I think that the position that mental 

disorders are ‘mental’ in any serious sense, and Murphy’s position, both fall when 

considering the practicalities of psychiatry. The problem with claiming that blindness is a 

mental illness is that psychiatry is clearly not the branch of medicine most well-equipped to 

help the blind. 

This raises the prospect of a ‘merger’ of psychiatry and neurology, as Murphy and others 

have advocated. On this approach, psychiatry should be changed such that it is better 

equipped to deal with blindness. The most obvious problem with such a suggestion is that 

it is highly impractical. The bigger problem is that the suggestion is unmotivated. The 

suggestion is always defended by assuming that mental disorders are mental in more than 

name only. For some, who identify mind and brain, the defence offered is that mental 

disorders are disorders of the brain (eg, Fitzgerald, 2015; Zeman, 2014); for others, with a 
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more liberal view of the mind-brain relationship, mental disorders are disorders of the 

mind, and the defence offered is that the brain is the organ of the mind (eg, Murphy 2006).  

Since, as I argue, this assumption is unwarranted – indeed, false – the motivation for the 

highly impractical merger is undercut. Any theory of the nature of mental illness should I 

think, respect a general principle of conservatism when it comes to prescribing the domain 

of psychiatry, and which disorders we count as ‘mental’. 

Murphy (2006) offers another revisionary proposal for approaching the domain of 

psychiatry, which does not rely on this assumption. According to this proposal, research 

should start from some paradigmatic mental disorders (eg, schizophrenia and depression), 

and work outwards, generalizing whatever methods worked for researching and explaining 

those paradigm cases. This ensures that psychiatric research ends up with a 

methodologically unified domain from the perspective of research, and it does not 

prejudice us in favour of any particular theory. 

The problem with all revisionary proposals, however sophisticated, is that what ensures a 

unified domain from the perspective of research has little to do with what ensures the correct 

domain from the perspective of treatment. Whether a condition or group of conditions can 

be made to fall under some unifying theory or methodology of psychiatric research does 

not tell us anything about whether those who suffer from that condition can or should be 

treated by psychiatry.  

Revising the domain of psychiatry to make research of that domain more unified puts the 

cart before the horse: psychiatry is primarily about helping those with conditions that need 

psychiatry’s help, and psychiatric research is primarily about serving that goal. Choosing 

which conditions get counted as part of the domain of psychiatry, or which disorders are 

subject to psychiatric research, based on how orderly it would make psychiatric research 

gets things backwards, prioritizing orderly research over helping those who need 

psychiatry’s help. 

We need a vision of the domain, and more broadly the foundations, of psychiatry that 

centres the issue of who psychiatrists and other psychiatric professionals ought to help and 

how. It is my aim in the following sections to start to bring such a vision into view. I have 

argued in this section that elegance from the perspective of research cannot be allowed to 

trump the practical question of who needs psychiatry’s help; in §5.3, I consider what this 

means for psychiatric research. In §5.4, I consider some slightly more ‘philosophical’ 
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questions – first, how to account for the boundaries between mental illness and health, and 

between mental illness and criminality (§5.4.1); secondly, how we are to characterize 

psychiatry to get a handle on who needs psychiatry’s help and how (§5.4.2). From here on, 

I will use the terms ‘psychiatric illness’ and ‘psychiatric disorder’ in place of ‘mental illness’ 

and ‘mental disorder’. This reflects, in part, the view argued for in this section, that ‘mental 

illness’ is a misnomer, inaccurate as a description of the relevant class of illnesses. 

However, it also reflects my conviction that the term ‘mental’ counts against the aims of 

my account of psychiatry, a conviction which I explain and further justify in §5.5. 

5.3. Research: a bin bag category 
According to my position, psychiatric research inherits its domain from psychiatric 

treatment – as is standard throughout medicine. Treating people in need of help comes 

first, and research aims, however indirectly, to serve this goal. This results in a curious 

feature of psychiatric illness in its role as a research category. From the perspective of 

psychiatric research, psychiatric disorder, the domain of psychiatry, is like a binbag donated 

to a charity shop: someone needs to sort through all the items inside before the bag can be 

thrown away. Psychiatric research is thereby forced to make use of the category psychiatric 

illness to demarcate the domain it needs to cover.  

At the same time, there is good reason to believe that the domain of psychiatry is highly 

disunified from the perspective of research. It is highly unlikely that there will be an 

overarching ‘master theory’ of psychiatric illness of the sort that might be produced by or 

used in psychiatric research. Part of the reason to suspect that the underlying nature of 

psychiatric illness is highly disunified and disjunctive is that psychiatric research inherits the 

category from psychiatric treatment: psychiatric illness is demarcated for reasons that have 

little bearing on the underlying nature of psychiatric illnesses (see also §5.4).  

Another reason, however, is that there are incompatible theories of psychiatric illness with 

some success in different areas, suggesting that different psychiatric illnesses warrant 

different, and incompatible theories. Most notably, some paradigmatic psychiatric disorders 

seem not to be brain disorders. Other psychiatric disorders, such as various kinds of 

dementia, seem to be brain disorders. Borsboom (2017; see also Borsboom & Cramer, 

2013; Borsboom, Cramer, & Kalis, 2019) offers a theory according to which (at least) 

major depression, generalized anxiety disorders, and post-traumatic stress disorder are not 

brain disorders.  
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This theory is called ‘network theory’; the core claim of network theory is that psychiatric 

disorders are all ‘stable states of strongly connected symptom networks’. Symptoms (low 

mood, poor social function, etc) are hypothesised to be ‘causally connected through 

myriads of biological, psychological and societal mechanisms’. The idea is that in some 

cases, the cases which are cases of psychiatric disorder, ‘these causal relations are 

sufficiently strong, [and so symptoms] generate a level of feedback that renders them self-

sustaining’ (Borsboom 2017, p.5). So psychiatric disorders are networks of symptoms 

which are stuck in a self-sustaining feedback loop, according to network theory.  

Borsboom (2017) claims network theory aims to produce ‘a comprehensive model of 

psychopathology … as well as novel definitions of associated concepts such as mental 

health, resilience, vulnerability and liability’ (p.5). Resilience, vulnerability, and liability are 

all features the strengths (weights) of the connections between nodes of the network, 

irrespective of the current activation or nonactivation of those nodes, since it is the 

strength of those connections which makes a network more or less likely to fall into a 

harmful, self-sustaining feedback loop. Genetic, biological factors, and developmental 

factors are understood as affecting the strength of the connections between nodes 

according to the network theory. 

According to a core principle of network theory, ‘[the] components in [any] 

psychopathology network correspond to the problems that have been codified as 

symptoms in the past century and appear as such in current diagnostic manuals’ 

(Borsboom 2017, p.7). For this principle to hold, all nonsymptoms (eg, brain deficits) 

involved in psychiatric disorder must be triggering causes of symptoms, constitute a 

symptom, or constitute a connection in the network (Jones, Heeren, & McNally, 2017, p.1); 

network methods will produce unreliable models otherwise (Forbes, Wright, Markon, & 

Krueger, 2017a, 2017b). 

Network theory produces replicable models of some psychiatric disorders; it is plausibly 

true of those psychiatric disorders. Borsboom and his co-authors claim that ‘networks of 

major depression and generalized anxiety disorder symptoms are nearly identical in the US 

and Australia; posttraumatic stress disorder (PTSD) networks are similar across different 

populations and sources of trauma; and major depression networks are invariant across 

environmental and genetic risk factors (e.g., age of onset)’ (Borsboom, Robinaugh, 

Psychosystems Group, Rhemtulla, & Cramer, 2018, p.143; see also Borsboom et al., 2017). 
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Network theory is generally couched in formal, mathematical frameworks. However, the 

core concepts of the theory are easily understood. Let’s consider a toy example. Someone 

has depression; their core symptoms are anhedonia, low activity, and a pervasive sense of 

despair. The kind of theory which network theory runs counter to might claim that there is 

some underlying deficit, eg, a fault in their brain, eg, problems with the production of and 

sensitivity to serotonin which cause anhedonia (loss of enjoyment), low activity, and 

despair. Instead, network theory claims that anhedonia, low activity, and low mood cause 

each other: anhedonia causes despair and low activity; low activity causes anhedonia and 

despair; despair causes low activity and anhedonia. The three symptoms are also the causes 

which sustain the disorder: by sustaining each other; they form a feedback loop, which can 

only be broken by outside intervention. 

‘Network’ disorders are not brain disorders. Although the formal version of the theory is 

compatible with all the symptoms, and all the causal links between them, being constituted 

by parts of the brain and their activities (ie, with neurocentrism), the proponents of the 

theory hold that, in fact, aspects of the body and environment partly constitute causal links 

between symptoms, and perhaps some symptoms (Borsboom et al., 2019).  

Network theory shows several interesting features of psychiatric research as it stands. First, 

network theory suggests a way to have a legitimate medical condition without any clear 

underlying physiological cause. This is especially important because it demonstrates the 

need for caution about prejudging what criteria a condition must meet in order to be a 

medical disorder – and so demonstrates the wrongheadedness of making a priori deductions 

about the nature of psychiatric illness the basis for practical suggestions in psychiatry (cf., 

eg, Szasz, 1994). Secondly, it is incompatible with other promising theories, suggesting that 

there is no one ‘master theory’ of psychopathology. Finally, the limits of network theory are 

unclear: it may yet fail, and if it succeeds, it may cover many more conditions, or only very 

few. This is indicative of the extent to which psychiatric research is in flux, as many 

different theories of psychopathology vie to claim territory. 

Research into psychiatric nosology (classification schemes) is stuck with the category 

psychiatric illness, but only until the territory has been better explored. Research into 

psychiatric nosology must be organized by the category of psychiatric disorder because 

there are currently no better candidates for organizing research. It cannot be organized 

according to DSM categories, since the DSM categories are the subject of much of the 

dispute in psychiatric research (eg, Cuthbert, 2015). It cannot be organized by, eg, the 
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domains of different theories, eg, network theory (eg, Borsboom 2017), the RDoC theory 

(eg, Cuthbert, 2015), and dimensional models (most notably, ‘HiTOP’, eg, Kotov et al., 

2017; R. F. Krueger & Eaton, 2010; R. F. Krueger et al., 2018) because no-one yet knows 

what the limits of these accounts are, whether they cover all of psychopathology between 

them, or how they interrelate. While almost no-one would hold that the DSM, RDoC, or 

HiTOP can be used to define the domain of psychiatry, there is a great deal of consensus 

about what is in that domain, a consensus that I am claiming is based on implicit agreement 

about what is appropriately treated by psychiatry. The use of the category psychiatric illness in 

psychiatric research is transitional, in that although it must remain in use, it must only do so 

as a necessary part of the transition to a better classification system. 

The significance of psychiatric disorder to psychiatric research is temporary: the category is 

significant only while psychiatric nosology is in such flux. Psychiatric research is already 

working towards more promising ways to organize this research: plausible psychiatric 

accounts of general kinds of psychiatric disorder are being developed. By combining 

multiple partial approaches, psychiatry can aim at complete coverage of the entire domain 

of psychiatry. Once (and if) these approaches prove themselves reliable and jointly 

exhaustive, psychiatry can take a divide and conquer approach to mapping psychiatric 

disorder, organizing research in relation to categories of more scientific significance than 

psychiatric disorder. 

5.4. The practicalities of psychiatry 

5.4.1. The core proposal 

On, now, to the positive part of my proposal. The core of my positive proposal is the view 

that psychiatric illnesses are those conditions which are best dealt with by psychiatry, as 

opposed to other branches of medicine or, eg, social work or the criminal justice system.45 

Psychiatry is understood here a set of institutions and practices, including, but not limited 

to, prescribing certain drugs, talk therapies (including, eg, psychoanalysis and cognitive-

behavioural therapy), involuntary confinement, therapeutic communities, community 

clinics, psychiatric social work, certain kinds of brain surgery (eg, lobotomy, albeit only 

rarely nowadays, and more recently developed procedures, such as deep brain stimulation – 

 
45 It is worth noting that this definition resonates with certain definitions offered by mental health liberation 
movements, eg, Mad Pride, which identifies itself as advocacy on the part of service-users. 
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eg, Holtzheimer & Mayberg, 2011) and electroconvulsive (‘shock’) therapy (although also 

more rarely nowadays). 

It is worth stressing that psychiatry is not staffed solely by psychiatrists, and that the 

expertise of psychiatrists does not exhaust the expertise housed within psychiatry. It also 

includes other psychiatric health professionals and their expertise, such as psychiatric social 

workers, psychiatric health nurses, and clinical psychologists. Furthermore, these different 

professionals receive different kinds of training, which emphasise different kinds of cause 

and treatment, often resulting in divergent understandings of disorders (eg, R. Read, 

Moberly, Salter, & Broome, 2017; for a defence of interdisciplinarity in psychiatry as an 

appropriate division of labour, see Ghaemi, 2009, ch.10; see also Ferry-Danini, 2018). 

There are two extremely important points to be made about my definition to avoid 

misunderstanding. The first is that it is possible for a case to be, eg, both psychiatric and 

immunological, or both psychiatric and criminal – the reason for this is that it is possible that 

a case might be best dealt with by psychiatry and another institution. The second is that the 

definition works the same way for kinds of disorder and instances of disorder, with the (I 

think, desirable) consequence, that one may have a nonpsychiatric case of a psychiatric 

(kind of) disorder, or vice versa. Imagine, for example, that there were occasional cases of 

depression could be treated just with immunological interventions (eg, anti-inflammatories 

or immunosuppressants). The expertise of psychiatrists would probably still be relevant (in 

diagnosis), but assume that this is not so (perhaps that such cases can be reliably diagnosed 

by generalists) – depression would remain a psychiatric disorder (although it would also to 

some extent be an immunological disorder), but those particular cases would be 

immunological and nonpsychiatric. 

The primary motivation for my account is that it respects the principle of conservatism, 

while still managing to provide normative guidance about when a condition should be 

counted as a part of the domain of psychiatry. On this account, psychiatric illness is a 

practical kind (Kendler, Zachar, & Craver, 2011; Zachar, 2002, 2015, 2017), whether or not 

specific disorders are practical kinds: an instance of a condition falls into the domain of 

psychiatry for complex practical reasons to do with the skills and expertise of psychiatrists 

and other psychiatric professionals. 

My account has elements in common with social constructionist accounts of psychiatric 

illness, specifically, the focus on the institutions of psychiatry and their role in determining 

which conditions count as ‘psychiatric illnesses’. Furthermore, I do not deny that it is 
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possible to offer a social constructionist account of psychiatric illness (eg, Hacking, 1998, 

1999; Haslanger, 1995, 2000, 2012, 2015). One thing that the various conditions counted as 

psychiatric illnesses have in common is their relationship to psychiatry and associated 

institutions; this causally affects those with psychiatric illnesses, both negatively (eg, stigma 

and the denial of agency) and positively (eg, beneficial treatment and advocacy). 

However, my account has aims which are not shared by social constructionist accounts. In 

particular, it aims to tell us how the boundaries of psychiatry ought to be drawn, whereas 

social constructionist accounts aim instead to tell us how they have been drawn and the 

effects that this has had (eg, Scull, 2015). Social constructionist accounts can tell us neither 

why a particular illness is classified as psychiatric (rather than, eg, metabolic), nor why a 

condition is classified as a psychiatric illness rather than, eg, an instance of criminality, or as 

neither criminality nor illness (henceforth, ‘noncriminal health’). When a new illness is 

discovered, a social constructionist account cannot tell us whether it ought to be counted 

as part of the domain of psychiatry. When considering, for example, homosexuality, which 

used to be considered part of the domain of psychiatry, a social constructionist account 

cannot tell us why homosexuality ought not to have been considered part of the domain of 

psychiatry. 

5.4.2. Psychiatric disorder, management, and treatment 

As I said above, my proposal is that a condition is a psychiatric illness if and only if it is 

best dealt with by psychiatry. This speaks to all three of the above ‘boundary’ questions. I 

am primarily interested in, and most confident in my account of, the boundary between 

psychiatric and nonpsychiatric illness: on this point, my account claims that an illness is 

psychiatric if and only if it is best dealt with by psychiatry as opposed to other branches of 

medicine. This is almost entirely a matter of the kinds of skills and expertise housed within 

psychiatry – the nature of these skills, and the reasons they are grouped within psychiatry is 

the focus of the next section. 

It is important to note, however, that not every disorder best dealt with by psychiatry can be 

treated by psychiatry, because there are many patients that psychiatry ends up being best 

placed to manage medically, in the absence of any effective medical treatment options. For 

example, consider frontotemporal dementia. Frontotemporal dementia can result in 

impairment of inhibition (Matias-Guiu et al., 2019). In certain cases of frontotemporal 

dementia, cognition, memory, and speech remain unaffected. People with frontotemporal 

dementia are sometimes capable of living alone, in the sense that they do not represent a 
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danger to themselves or others in their day-to-day lives, and do not find their condition 

particularly distressing. Nevertheless, such people may end up in psychiatric institutions; 

the reason is that their behaviour is often unacceptable to others: they may, for example, 

form friendships with children which are seen as inappropriate, and say things which other 

people find offensive. Their insensitivity to social norms may eventually end up 

endangering them – for example, people may get sufficiently annoyed with them that they 

become physically violent with them.46 

Such cases of dementia cannot, at least at present, be cured. They are, nevertheless, most 

amenable to the skills of psychiatrists. The reason that people with frontotemporal 

dementia of the specified sort end up in psychiatric institutions, rather than other medical 

institutions under the supervision of, eg, neurologists, is the skills of psychiatric 

practitioners. The skills required to deal with patients suffering such cases of dementia 

overlap significantly with the skills required for dealing with the disorders that psychiatrists 

are able to treat, because of the kinds of symptoms that they share (see also Zachar 2014; 

§5.4.5). These skills include communication skills, empathy, patience, a thick skin, and so 

on. 

5.4.3. Illness, health, and criminality 

I also believe that my account can deal with the boundaries between (psychiatric) illness 

and nonillness. Nonillness comes in two key forms, when considering psychiatric disorder: 

noncriminal nonillness (‘noncriminal health’), and criminal nonillness (‘criminality’). These 

two boundaries deserve separate attention for several reasons, of which I highlight two.  

Before I highlight these reasons, I want to stress an important and often-ignored truth: the 

vast majority of those with psychiatric illness do not exhibit any criminal behaviour 

whatsoever. One would not get this impression looking at media coverage. For example, 

schizophrenia is often portrayed as a violent condition in film and in the press (eg, Bowen, 

Kinderman, & Cooke, 2019). However, it is highly disputed to what extent schizophrenia is 

actually predictive of criminal behaviour; additionally, controlling for relevant factors, much 

of the predictive effect disappears (Fazel, Långström, Hjern, Grann, & Lichtenstein, 2009). 

Even setting these issues aside, schizophrenia is no more predictive of criminal behaviour 

than being a man aged 30-39 in the UK (HM Prison and Probation Service, 2021; Office 

for National Statistics, 2021a, 2021b) – but for some reason, no-one proposes a blanket 

 
46 I am basing this description on a particular case with which I am familiar, although sufficiently abstracted 
as to be anonymous. 
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rule of locking up all men aged 30-39… (see also §5.5). In sum, in discussing psychiatric 

illness and criminality together, I emphatically do not wish to imply that psychiatric illness 

can be equated with criminality. 

One reason to pay separate attention to each is that the key decisions about these 

boundaries are made in different contexts and different ways. Judgments of psychiatric 

illness vs health are generally made by psychiatric practitioners deciding whether medical 

interventions of whatever sort are warranted. Conversely, judgements of psychiatric illness 

vs criminality are often made in the context of court-rooms, often presupposing that some 

kind of intervention is warranted, and where the relevant decision is often whether a 

person ought to go to into a prison, or into a psychiatric institution.  

Another is that each boundary is subject to different sorts of objection. For example, a key 

‘antipsychiatric’ objection to the boundary between psychiatric illness and noncriminal 

health is often that psychiatric conditions are reasonable, justified responses to the 

unreasonable, unjustified state of society (eg, Staub, 2011). Conversely, a key 

‘antipsychiatric’ objection to the way the boundary is drawn between psychiatric illness and 

criminality is often that psychiatric conditions are moral faults rather than illnesses (eg, 

Charland, 2004, 2006) , and therefore properly subject to the criminal justice system (eg, 

Szasz, 1958).47 

One way to answer both of these boundary questions is with an account of ‘illness’, such as 

Wakefield’s (1992) ‘harmful dysfunction’ analysis (see also Klein, 1978). According to 

Wakefield, a person is ill if and only if some internal mechanism is failing to fulfil its natural 

function (supposedly a ‘value-free’, factual criterion), and this failure is harmful to the 

person (which is not supposed to be value-free).  

There are two main reasons that I prefer my account over Wakefield’s. First, I agree with 

Zachar (2014) that since it is so hard, if not impossible, to find definitive evidence of 

natural functions (even if their existence is a matter of purely descriptive fact), Wakefield’s 

account has no advantage over purely practical or normativist accounts in its ability to 

provide guidance about the boundaries of psychiatry, and ends up trading on intuitions 

about what functions are plausible (for a response, see Wakefield, 2021).  

 
47 It is worth noting that I am, in limited ways, sympathetic to aspects of Szasz’s (1958) critique – in particular, 
his reluctance to adopt a blanket denial of agency to those who are psychiatrically ill, and his suggestion that 
where there is a choice between involuntary psychiatric confinement and the penal system, it is a primarily 
practical one. 



98 
 

Secondly, and much more importantly, imagine a case where someone is clearly best dealt 

with by psychiatry, rather than the criminal justice system (eg, on grounds of practicality 

and basic human decency – for some deeply affecting examples of such cases, see 

Callender, 2019). In two of Callender’s examples, it seems clear that psychiatric treatment 

would have resulted in rehabilitation, where penal imprisonment resulted in suicide. It 

seems to me that it does not matter whether some inner mechanism is failing to fulfil its 

natural function, and it certainly needn’t be demonstrated that it is. If one holds that in any 

such case there must be a natural function that is not fulfilled (eg, because if all natural 

functions were being fulfilled, the person would necessarily not be in such a terrible 

situation), then my account and Wakefield’s would make the same rulings, but perhaps at 

the cost of trivializing Wakefield’s account. 

As such, I prefer to offer an account of all three boundaries in similar terms. I would claim 

that a condition is illness, rather than criminality, if and only if it is best dealt with by 

psychiatry rather than by the criminal justice system. This frames the issue in explicitly 

practical terms, rather than in terms of agency, blameworthiness, or mental capacity (the 

capacity to make choices). There are good reasons to believe that the question ought to be 

treated as primarily a practical one. As Callender (2019) argues, metaphysically weighty 

definitions of agency and mental capacity can obscure the practical questions of whether 

psychiatric or nonpsychiatric institutions are best equipped to deal with a person, resulting 

in cases where a person is deemed to have ‘mental capacity’ and therefore sent to prison 

even though psychiatry is, according to Callender, clearly better equipped to deal with them 

– deeply tragic cases with outcomes that it is hard to see as remotely just or desirable.48 

In this vein, I would also claim that a condition is illness, rather than health, if and only if it 

is best dealt with by specifically medical institutions (rather than, eg, being left alone, or 

dealt with by nonmedical institutions such as nonmedical counselling services or social 

work). There are several reasons that a condition, even a highly unpleasant condition for 

the potential patient, might nevertheless not be best dealt with by psychiatry or any other 

medical institution. For example, strong negative emotions may often be best left to run 

their course rather than ‘medicalized’: there are good reasons to believe that it is often 

(although obviously not always) better for the potential patient in the long term for them to 

go through grief, sadness, or guilt than it is to medically intervene to reduce such negative 

 
48 Of course, none of this is to say that the best decision-procedure will be explicitly outcome-focussed; there 
are other less inappropriately metaphysically weighty decision-procedures on offer, for example, see 
Hartvigsson (2021). 
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feelings, including because these emotions may serve an important function for the person 

(consider, eg, Abed, Brune, & Wilson, 2019; Abed & St John-Smith, 2016; Ratnayake, 

2021; Ratnayake & Poppe, 2020). 

This means that the boundary between health and psychiatric illness is hard to judge, 

because the two may look extremely similar because even very strong negative emotions 

may be nonpathological, but I doubt that this problem can be solved by appealing to some 

deeper metaphysical or scientific justification of one’s approach. Even where talk-therapy-

based intervention is warranted, it does not mean that this is best dealt out by psychiatry. 

For one thing, psychiatry unfortunately has limited resources, and cannot afford to count 

everyone who undergoes psychoanalysis (eg, to better understand themselves, or to have 

more fulfilling relationships) as ill and therefore deserving of medical resources (see also 

Foulkes, 2021). 

5.4.4. Two objections: problems in living and relativism 

I now want to consider two important objections to the core of my positive account. The 

first is that my account uses such a deflationary notion of disorder/illness that I may as 

well talk of ‘problems in living’ or some other less medicalized term, as Szasz did. I am 

resistant to this idea. Szasz used the term ‘problems in living’ because he held that the 

conditions in the domain of psychiatry were not illnesses. He felt that counting these 

conditions as ‘illnesses’ suggested a ‘dangerously misleading’ ‘analogy between medicine 

and psychiatry’ (1958, p.187). Why? Because ‘[m]edicine concerns itself with the body, as a 

physical object’, whereas he implies that ‘psychiatry concerns itself with the “mind”’ and 

claims that ‘[t]he “mind” is non-existent in a physical sense’ (ibid.). In later work, he claims 

that ‘[d]iseases are demonstrable anatomical or physiological lesions’ (1994, p.36), and that 

any such lesion is nonmental in virtue of being physical (ibid., p.35). 

Conversely, I do not believe that there is a significant disanalogy between psychiatry and 

the rest of medicine in this regard. First, I do not believe that psychiatry concerns itself 

with the mind, let alone the mind understood as physically nonexistent. Many conditions 

that are correctly counted ‘psychiatric’ are associated with physiological problems (eg, 

dementia, monothematic delusions because of brain damage). 

Secondly, I do not believe that medicine as a whole works with a definition of 

disease/illness/disorder according to which disorders are physiological or anatomical 

lesions. As I suggested with the example of network theory in §5.3, there are many ways a 
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condition can demand outside intervention of a medical sort, more than we are likely to 

think up a priori. I think that in determining the boundaries of health and illness, it is 

practicality all the way down (see also Cooper 2002; 2005).  

Thirdly, I do not believe that psychiatric conditions are any less ‘demonstrable’ than 

nonpsychiatric conditions, even where nonpsychiatric conditions are associated with 

physiological lesions. In fact, given their generally symptom-based definitions, they may 

often be more ‘demonstrable’. If the idea is that the boundaries of psychiatric disorder are 

more vague, or more arbitrary, than those of nonpsychiatric disorder, this too seems false. 

Let’s consider the simple example of a hairline fracture in one’s foot. Hairline fractures can 

be vanishingly small, often microscopic. Many are so small as to definitely not count as 

disorders (in the broad sense relevant here). At what point does a hairline fracture count as 

a disorder? One might say that it becomes a disorder when it starts to cause symptoms like 

bruising but bruising too exists on a continuum; one might say when it starts to cause pain, 

but this too exists on a continuum. The boundary between disorder and nondisorder is no 

more ‘demonstrable’, even in such a simple case, than the boundary between subclinical 

misery and very mild depression. The difference, it seems to me, is when the potential 

patient needs help – whether they need help with a hairline fracture or debilitating low 

mood.  

Rejecting the term ‘disorder’ is favour of ‘problems in living’ is therefore unmotivated on 

my account. Even so, if there is some good reason to call some (class of) psychiatric 

disorders ‘problems in living’, that is not a problem for my position. If this is so, by my 

account, the correct way to understand this would simply be that some problems in living 

are psychiatric disorders, and some psychiatric disorders are problems in living. However, 

due to the background and connotations of the phrase ‘problems in living’, I am doubtful 

that this is the case. 

The second objection is that my account introduces a ‘problem of relativism’ – one 

anonymous reviewer on a previous version of this chapter asks, ‘what if the Taliban start to 

argue that girls who want to grow up to be physicians have identity problems and need 

psychiatric management?’ Analogously, one might worry about the hypothetical of the 

Christian right wing in the USA arguing that wanting an abortion is a psychiatric illness, 

best dealt with by psychiatry, perhaps as a backdoor for banning abortion.  

There are two ways to take this objection. The first is as claiming that my account accepts or 

legitimizes such uses of psychiatry. This version might succeed if I were some kind of strong 
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value-relativist (although I am not sure even then). I am not, and the objection fails: the 

Taliban might claim that being a girl who wants to be a physician is best dealt with psychiatry, and 

the Christian right might claim that wanting an abortion is best dealt with by psychiatry, but 

they are just straightforwardly wrong.  

The second way to take the objection is as claiming that given the amount of moral 

disagreement, and difficulty settling moral disputes, my account does not provide the tools 

to prevent such abuses. My response here is twofold. First, that definitions of disorder 

cannot prevent such abuses (see also the above discussion of Wakefield’s model, and 

consider Boorse’s 2014 response to Cooper). Forced gender reassignment surgery of 

homosexual people in Iran, for example, has not been prevented by the absence of 

homosexuality from recent editions of the DSM. Secondly, this reflects that to some extent, 

which traits are taken as proof of disorder in a society simply does reflect the values of that 

society (eg, Kingma, 2007, 2010, 2017; Cooper, 2002) – whether we like it or not. Sadly, I 

just do not believe that there are technical solutions to such deeply value-laden societal 

problems. We can, however, at least be honest about the question we are asking, which is 

how the relevant condition ought to be dealt with – saliently, by medical intervention, or by 

acceptance and nonintervention. 

5.4.5. Symptoms, skills, and norms 

My account aims to focus on the practical issues relevant to drawing the domain of 

psychiatry, by claiming that psychiatric (or ‘mental’) disorders are those conditions best 

dealt with by psychiatry. Given how common it is to construe psychiatry simply as the 

branch of medicine that deals with mental disorders, it is important that I offer my own 

characterization of psychiatry. There are two particularly important constraints on such an 

account. First, it must avoid deferring to the category psychiatric disorder on pain of 

circularity. Secondly, given the weight I have placed on the skills and expertise housed 

within psychiatry (that is, the skills of psychiatrists and other psychiatric professionals), it 

should give us some grip on why those skills are grouped together and why new skills 

might be included – after all, the toolkit of psychiatry is not fixed and static. 

I believe that Zachar’s (2014, see especially ch.10) imperfect community model of 

psychiatric illness – a reasonably close precursor of my own account – contains several 

insights that are helpful in providing a characterization of psychiatry and its toolkit. 

According to his account, conditions are psychiatric illnesses because of salient 

resemblance to psychosis, which Zachar holds to have historically served as the ‘exemplar’ 
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for psychiatric illness. He emphasises, primarily, the overlap of other conditions with 

psychosis in ‘symptom space’, ie, their sharing symptoms (2014, p.124). In particular, he 

holds that reality distortion and decline in function are the most highly weighted features in 

determining sufficient salient similarity for a condition to be counted a ‘psychiatric illness’, 

and that most conditions have one or both of these features.  

Zachar mentions ‘[s]eeming more amenable to the skill set of psychiatry than other medical 

specialties’ (2014, p.125) in his list of relevant features, but only in passing, and without the 

same emphasis as I have placed on it here. Ultimately, amenability to the skill set of 

psychiatry is the only feature necessary for a condition to count as a ‘psychiatric illness’. 

More importantly, however, the symptom cluster is clearly not sufficient for a condition to 

be a psychiatric illness – a case of tertiary syphilis (or ‘neurosyphilis’) may involve all the 

symptoms on Zachar’s list; nevertheless, it is not generally counted as a psychiatric 

disorder. What is at stake, in the case of tertiary syphilis is not then a matter of symptom 

similarity to psychosis. Tertiary syphilis is not counted as psychiatric when it is treatable (by 

antibiotics); its manifestations are considered psychiatric in as much as psychiatrists are 

involved in diagnosis (due to symptom similarity); sufferers are considered psychiatric 

patients and managed by psychiatrists when recovery is no longer possible (eg, Lin et al., 

2014) – all compatible with my account. 

I do not deny, however, that Zachar has the right story for how we came to have the 

category psychiatric illness in the first place – working outwards from observable similarity to 

psychosis. Zachar argues, I think convincingly, that at least initially the domain of 

psychiatry expanded based on similarity of symptoms. However, as psychiatry began to 

accrue a skill set, and a range of treatment methods, I believe that there was a shift in 

emphasis. Overlap in the symptoms space may have been the primary criterion in the early 

days of psychiatry, as it began to coalesce as a discipline, but at some point, symptoms took 

on a different, less direct kind of significance – indicating whether a condition was most 

amenable to the skills of psychiatry, where this generally means either that a condition is 

potentially amenable to psychiatric treatment, or that it is best managed by psychiatry. To 

draw an imperfect analogy, whereas Zachar (2014) argues that the category of psychiatric 

disorder is attained primarily by working out from paradigm psychiatric disorders according 

to similarity of symptoms, and Murphy (2006) argues that it ought to be attained by 

working out from such paradigms cases according to amenability to similar research 

methods and explanatory frameworks, my suggestion is roughly that we ought to work out 
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from paradigm psychiatric disorders according to amenability to similar treatment methods 

and management by the skills associated with such methods.49 

There is another strand to psychiatry’s acquisition of its toolkit, one worth mentioning 

because it stands out as a particularly peculiar form of medical treatment – although this 

strand is merely an elaboration of one part of the above story. Szasz (1960, 1974, 1994) 

argues for normativism about psychiatric illness, the position that psychiatric illness is a 

certain kind of norm-violation. He proposes, specifically, that to have a psychiatric illness is 

to violate norms (social, legal, or ethical) in a particularly disturbing way: on his view, theft 

violates social norms, but is not counted as a psychiatric illness because it is not particularly 

disturbing, whereas kleptomania violates social norms and is in some way disturbing 

enough to be counted as a psychiatric illness.  

Normativism, as Szasz presents it, is false. Nightmare disorder, insomnia, body dysmorphic 

disorder, and arachnophobia are psychiatric illnesses; while harmful to sufferers, they need 

not result in violations of psychosocial, legal, or ethical norms. Conversely, certain kinds of 

criminal behaviour which do not count as psychiatric illness violate social, legal, and ethical 

norms, and are vastly more disturbing than, eg, depression and schizophrenia: for example, 

rape and violent murder. As such, Szasz’s normativism captures neither all nor only 

psychiatric illnesses. 

Pickard offers an updated normativist proposal, the ethical-developmental account. Where 

Pickard and Szasz most dramatically part ways is that Szasz believes that normativism 

precludes psychiatric illness from being a legitimate part of the domain of medicine, and so 

precludes psychiatry from being a legitimate part of medicine. However, as Pickard (2009) 

argues, even if his normativist theory of psychiatric illness is correct, it does not preclude 

psychiatric illness from being a legitimate part of the domain of medicine. The reason is 

that normativism is a theory of how we demarcate ‘psychiatric illness’, not its underlying 

nature, and so does not preclude psychiatric illness from being explained or treated in ways 

compatible with the demands of medicine (Pickard 2009).  

Pickard suggests that (at least some) psychiatric illnesses are best understood as disorders 

of ethical development. Such disorders are individuated based on certain kinds of norm-

violation, in Pickard’s view, but they warrant a different kind of response – treatment, 

 
49 My suggestion is only roughly this for several reasons. For one, I want to leave it open that psychiatry’s 
expertise includes methods that do not actually work for paradigm psychiatric disorders, eg, because they 
were thought to work for those disorders. 
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rather than punitive approaches. For example, narcissistic personality disorder (one of the 

cluster B, sometimes called ‘bad’, personality disorders) involves an inflated sense of one’s 

own importance relative to others, a lack of empathy, and the need for a great deal of 

flattery and praise, plausibly violating various sorts of norm regarding how one should view 

and treat oneself and others. It is, nevertheless, a deeply unpleasant condition to have. 

Pickard proposes that scientifically such disorders are to be understand as disorders of 

ethical development: the way that people come to systematically violate the relevant norms 

in the relevant ways can be understood scientifically by examining people’s development. 

Treatment is understood, on such a view, as centred on a kind of ethical training; it counts 

as medical primarily in that it is dealt out by medical practitioners (eg, Pickard, 2009, 2011, 

2013, 2014, 2017). I believe that Pickard’s ethical-developmental account describes another 

compartment in psychiatry’s toolkit, one that goes right back to the ‘moral treatment’ 

pioneered in the 18th century – value-oriented, value-laden interventions aimed at moral 

and ethical improvement. 

To recap, my positive proposal is that a condition is a psychiatric illness if and only if that 

condition is best dealt with by psychiatry, an account that can be applied to the boundary 

between psychiatric and nonpsychiatric illness, psychiatric illness and criminality, and 

psychiatric illness and health (ie, neither criminality nor illness). Whether a condition is best 

dealt with by psychiatry depends primarily on the skills, expertise, and methods of the 

many kinds of psychiatric professional. This raises the question of which skills these are, 

and how they came to be grouped – a question with a complex answer, but an answer 

nonetheless. It seems that psychiatry gained an initial group of methods and disorders by 

trying to treat psychosis, and conditions that have similar symptoms to psychosis. Among 

its oldest methods is a form of moral/ethical training, but it has accrued others that are 

perhaps more common as interventions, including less moralistic forms of talk therapy, and 

perhaps most common of all, psychopharmaceuticals. 

5.5. Misleading misnomers 
There is currently, as Murphy (2006) argues, no obvious relationship between the domain 

of psychiatry and the notion of mind; as I have argued, contra Murphy, this is not a problem 

to be fixed, but follows from perfectly reasonable practical considerations about which 

illnesses are best dealt with by psychiatry. Psychiatric disorder is simply not disorder of the 

mind; mental disorders are ‘mental’ in name only. 
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The impropriety of trying to apply the category mental to psychiatry is also suggested by the 

taxonomies which have developed from within psychiatry. There are many ways of carving 

up a human being for the sake of medicine, and saliently, for the sake of psychiatry. 

Carving them into mind and body, or mental and nonmental, is not among those ways. 

There are dimensions relevant to psychiatric categorization of aspects of humans and their 

diseases – eg, more to less amenable to verbal interventions, or more to less plastic 

(Rowland & Motofei, 2007). There are also more categorical frameworks: for example, one 

can categorize kinds of erectile dysfunction as primarily to do with central systems (neural, 

endocrinal, or generalized), peripheral systems (vascular, neural, anatomical, or endocrinal), 

or situational factors (partner-related, performance-related, and environment-related) (B. D. 

Sachs, 2003); in CBT, people are considered as interacting networks of thoughts, feelings, 

and behaviours, and disorders as interacting systems of thoughts, feelings, behaviours, 

neurological deficits, situations, sources of stress, life experiences, and more (Gowers & 

Green, 2009; Kouimtsidis, Reynolds, Drummond, Davis, & Tarrier, 2007; Young & 

Bramhan, 2012); psychoanalysis conceives of people as split into ego, superego, and id, 

conflicts between which are thought to produce some psychiatric disorders by 

psychodynamic, psychoanalytic theories (Gabbard, 2014). Trying to map any of these 

taxonomies onto the mind or mental is misguided and unnecessary. 

I now want to argue that the terms ‘mental illness’ and ‘mental disorder’ are misleading and 

unhelpful – as opposed to slightly inaccurate but nevertheless helpful shorthands. In the 

DSM-5, there is already some suggestion that the term ‘mental’ is just a placeholder for 

some better specification of the nature of the relevant illness (American Psychiatric 

Association 2013). We already have the best possible specification: rather than mental, these 

disorders are psychiatric. Psychiatric research is not going to turn up a better specification of 

the nature of the relevant sort of illness, because as I have argued, it is vanishingly unlikely 

that all psychopathology will be susceptible to an overarching master theory (§5.3). The 

category psychiatric disorder is defined by psychiatric practice – hence my adoption of the 

term ‘psychiatric disorder’.  

In as much as this is a verbal dispute, that does not undercut its significance: the language 

we use in science and medicine is important to communication, and especially to 

miscommunication, between researchers and of findings (H. Taylor & Vickers, 2017), an 

especially important consideration in an area such as psychiatry which deals with heavily 

stigmatized conditions. As has been argued elsewhere, calling psychiatric disorder ‘mental’ 

is not harmless: it encourages stigma (Kendell, 2001; Raese, 2015; B. D. Sachs, 2003) and 
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misleads psychiatric research into false dualisms (see especially Gough, 2021b; Kendler, 

2012; Kendler & Campbell, 2014). One issue, which I will not explore in depth here, is that 

the mind is generally held to be the basis of humans’ special moral status, so it is no 

surprise given the psychiatrically ill as having disorders of mind that they are among the 

most dehumanized groups in general (and indeed, the label ‘mentally ill’ elicits more 

dehumanization than many specific diagnostic labels; Boysen, Isaacs, Tretter, & 

Markowski, 2020) 

One of the key elements of stigma around psychiatric disorder is the idea that psychiatric 

disorders are under the control of their sufferers — that one can simply ‘pull oneself 

together’ (Crisp, Gelder, Goddard, & Meltzer, 2005). This belief is associated with the 

construal of psychiatric disorders as ‘mental’: when psychiatric disorders are construed as 

biological, rather than mental, the belief is defeated; additionally, on a biological construal, 

those with psychiatric disorders are seen as more appropriate subjects of medical treatment 

(eg, Schomerus et al., 2012). Unfortunately, when psychiatric disorders are construed as 

biological, rather than mental, it increases other, perhaps more pernicious, forms of stigma, 

including the belief that those with psychiatric disorders are dangerous, antisocial, and 

unpredictable (eg, J. Read & Harré, 2001). This fits with findings in legal contexts, that 

when psychiatric disorders construed as brain disorders by use of neurological evidence, 

people recommend a shorter criminal sentence, but a longer period of involuntary 

psychiatric confinement (eg, C. H. Allen, Vold, Felsen, Blumenthal-Barby, & Aharoni, 

2019).  

This may seem like a hopeless dilemma: both affirming and denying that psychiatric 

disorders are mental appears to be harmful in its own way. However, things are not 

hopeless — emphasising treatability is effective in reducing stigma surrounding psychiatric 

disorders (Corrigan et al., 2017; McGinty, Goldman, Pescosolido, & Barry, 2015). Labelling 

these disorders ‘psychiatric’ emphasises the potential form of medical intervention. 

Additionally, ‘psychiatric’ cannot be contrasted either with ‘mental’ or ‘biological’: it is, 

conveniently and accurately, neutral about the underlying nature of psychiatric disorders. It 

may perhaps therefore offer a way out of the dilemma. 

I hope, further, that it may also offer a way out of two further, related false dichotomies. 

The first is Szasz’s claim that mental illnesses are either mental and therefore not illness, or 

illness and therefore not mental. The second is the view written into common law that one 

either has mental capacity, is seen as an agent, but also seen as a potential subject of 
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punishment in the legal justice system, or one lacks it, and is seen as blameless but without 

agency. 

There is long-standing ‘puzzle’ about psychiatry. Often, illnesses are put in the domain of 

psychiatry because its causes, physiologically described, are unknown (Sharpe & Walker, 

2009); when those causes become known, illnesses are often removed from the domain of 

psychiatry. This makes it look a little like psychiatry is committed at some level to the idea 

that its disorders have no underlying physiological cause. The term ‘mental’ seems to have 

allowed this puzzle to be turned into an influential dismissal of the medical legitimacy of 

psychiatry and its domain.  

Szasz (1960; 1974; 1994) makes vital use of the notion that psychiatric illness is ‘mental’ to 

offer his dichotomy, that any psychiatric illness must either be a moral, personal, mental 

problem, and therefore not an illness, or a brain disease, and therefore not 

mental/psychiatric. Key to Szasz’s case, and his defence thereof, is his construal of the 

‘puzzle’. Szasz draws on examples where a disorder is written out of the domain of 

psychiatry on discover of a physiological basis, even going so far as to argue that if a brain 

deficit associated with schizophrenia were discovered, it would no longer count as a 

‘mental’ (or psychiatric) illness (1994). It is hard to imagine Szasz’s argument having such 

influence if he had been unable to say that conditions are either ‘mental’ and therefore not 

illness, or illness and therefore not ‘mental’ – ‘mental’, unlike ‘psychiatric’, can be 

contrasted in ordinary use with ‘real’, ‘biological’, and ‘physical’. 

The puzzle is easily solved from my perspective, without denying the status of psychiatry. 

Among the most important skills in psychiatry’s toolkit is talk therapy.50 A good reason for 

ignorance of such causes to constitute a defeasible reason for putting a disorder in the 

domain of psychiatry is that talk therapy does not depend for its efficacy on assumptions 

about the physiological causes of a condition. Disorders with many different kinds of 

physiological causal structure might be amenable to talk therapy (consider, eg, Shields et al., 

2020). When the physiological causal structure of a disease is discovered, the balance may 

shift – for example, it may be more amenable to treatment by neurology than it was before, 

 
50 One might object to my overall account as follows: talk therapy is central among psychiatry’s methods; talk 
therapy is ‘mental’ in that it targets the mind; therefore, psychiatry is still ultimately to do with the mind, and 
‘mental disorder’ is not a misnomer. This fails because almost every talk therapy directly targets something 
significantly less than the mind (often metacognition, eg, Sanders, 2009; D. M. Clark, 2009, p.1285; Ursano 
and Ursano 2009, p.1327), and indirectly targets much more (eg, Gowers & Green, 2009; Kouimtsidis et al., 
2007). 
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and the skills and styles of treatment proprietary to psychiatry may therefore cease to be the 

most effective available treatment options. I hope that the term ‘psychiatric’ draws 

attention to this obvious solution. 

In §5.4.1, I discussed Callender’s (2019) argument against impractical, metaphysically 

weighty methods of deciding whether a person on trial ought to be dealt with by psychiatry 

or the prison system. Part of what perpetuates these mistakes, I suspect, is the belief that 

psychiatric disorder is mental – as is suggested by calling it ‘mental disorder’. A key notion 

in common law is ‘mental capacity’ (the ability to make choices): one either has mental 

capacity, is seen as an agent, but also seen as a potential subject of punishment in the legal 

justice system, or one lacks it, and is seen as blameless but without agency. For example, 

under French law, if one is imprisoned in a psychiatric institution, one’s imprisonment is 

not seen as punitive – one is seen as blameless. However, people who are committed for 

violent offences often end up imprisoned for longer than they would otherwise have 

served for their offence (and without any cap on their ‘sentence’), because their release is 

conditional on their doctors deciding that they no longer represent a danger to society and 

have fully recovered – they are seen as nonagents, without the rights and due process 

normally afforded even to violent offenders (see especially Depardon, 2017). 

Approximately the same is true in many legal systems around the world. Pickard (2011, 

2013, 2014, 2017) has been working to critique this approach in relation to addiction and 

Cluster B personality disorders, denying the dichotomy that addiction must either be a 

brain disease, where addicts have no choice, or a moral fault of addicts – which I suspect is 

a version of the mind-body dichotomy. 

It is important to emphasise here that when I say that I want to call mental disorder 

‘psychiatric disorder’ to avoid stigma, I am not claiming that all the stigma around 

mental/psychiatric disorder will simply disappear if mental disorder is called ‘psychiatric 

disorder’ – for example, those who believe that people with schizophrenia are all (or 

generally) dangerous will presumably continue to make use of gross stereotypes and 

harmful generalizations. This relates to an important problem for any proposal to change 

terminology to avoid stigma – the ‘euphemism cycle’ identified by S. H. Taylor, (1974; 

often wrongly accredited to Steven Pinker; see also, eg, Stollznow, 2020). Names for 

stigmatized groups or phenomena take on the stigma associated with those groups or 

phenomena over time, because in general, the stigma does not primarily result from the 

name, and at most, the name reflects the preexisting stigma. 
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I do not think that my proposal falls foul of the euphemism cycle for two main reasons. 

First, what I am proposing is not really a ‘euphemism’ – ‘psychiatric disorder’ is more 

accurate for the sake of honesty and clarity, rather than less or equally accurate. Secondly, 

the term ‘mind’ brings with it unhelpful connotations which are stigmatizing and unhelpful 

independently of the preexisting social stigma – there are connotations of dualism, and 

consider also that ‘mental’ can be used (in nonpsychiatric contexts) in contrast to ‘real’ and 

‘biological’, and that phrases like ‘all in the mind’ are common currency. 

5.6. Psychiatric disorder 
The concept of mind seems to have furnished psychiatry with an inapt and inaccurate 

characterization of its subject-matter. This has served to encourage stigma, to encourage 

illicit arguments for overarching, one-size-fits-all, often radical solutions to psychiatry’s 

practical problems, and to obscure the practical stakes of classing something as a 

psychiatric disorder. Once more, any attempt to revise the concept of mind to be fit for 

purpose suffers from the sheer range of uses of the terms ‘mind’ and ‘mental’, partly 

because of the inappropriate connotations lent to these terms by ‘folk’ uses, and partly 

because of the impossibility of finding a concept that plays all the technical and scientific 

roles assigned to the term. Just like cognitive science and psychology, psychiatry seems to 

me as if it would be better off simply to abandon the concept of mind. 
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Chapter 6: Understanding and the mind 

6.1. Does mind have a role within psychiatry?51 
In examining the subject-matters of psychology, cognitive science, and psychiatry, by 

seeing the ways that these come apart, and by seeing how all of this can be obscured by 

leaning on the concept of mind, we have seen the concepts mind and mental fail to fulfil the 

scientific and medical roles they might be most expected to fulfil. In other words, we have 

run into problems with the use of the concepts mind and mental within science and medicine 

in the areas that are seemingly most likely to be their ‘home turf’. This, combined with the 

elusiveness of the concept within philosophy, appears to constitute a serious worry about 

the continued value of the concept. 

Even so, it is very hard to argue that there are no such roles which the concept of mind is 

well-suited to play, because it is very hard to exhaustively survey the possible roles for a 

concept across such a wide area. In this spirit, my primary intention in the remaining 

chapters is to consider other possible roles for the concepts mind and mental that might 

warrant our continued use of the concepts.  

One possible continued role for the concepts mind and mental is their use in marking some 

methodologically important distinction between the mental and the nonmental. There is a 

well-developed, and fairly influential, view according to which there is such a 

methodological distinction within psychiatry. This is most commonly associated with the 

phenomenological tradition in psychiatry, in particular that founded by Karl Jaspers — 

although it has been defended outside this tradition (eg, Pernu, 2021).  

Karl Jaspers drew on an epistemological distinction between explanation and understanding in 

building his ‘phenomenological’ approach to psychiatry. This distinction influenced work in 

psychiatry, especially in Europe, and continues to exert an influence in some areas (eg, 

Fulford and Thornton 2016). Recently, along with several other distinctions such as that 

between nomothetic and idiographic explanations, the distinction between explanation and 

understanding has been taken up by those once again calling for a phenomenological 

approach to psychiatry (Owen and Harland 2007; Hoerl 2013; 2019; Owen 2019; Parnas 

and Sass 2008; Dibitonto 2014). This approach to psychiatry is supposed to be one 

 
51 This chapter shares significant material with Gough (2021b) 
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influenced by the phenomenological tradition in philosophy; its proponents claim for it 

several epistemological and ethical benefits – better appreciating the experience of patients 

and the meaning their diagnosis has in their lives; humanizing patients, rather than seeing 

them merely as biological machines;52 perhaps even producing more reliable taxonomic 

systems. 

It makes sense that those calling for a phenomenological approach to psychiatry would 

look to Jaspers for inspiration; Jaspers was more prolific as a philosopher than a 

psychiatrist, and in both capacities was influenced by the hermeneutic tradition (especially 

Weber and Dilthey) and by the work of Husserl. It makes sense that, in looking to Jaspers, 

they would take up the distinction between explanation and understanding, foundational as it 

was to his system. However, I claim that it is – and was – a mistake to draw on the 

distinction between explanation and understanding in work on psychiatry. In fact, I claim that 

adhering to the distinction now would undermine, rather than support, the goals of those 

advocating a phenomenological approach to psychiatry, and that if the distinction had been 

adhered to, then contemporary psychiatry would be in a much worse position, as would its 

patients. 

In §6.2, I explicate the distinction between explanation and understanding, drawing on the 

history of the distinction and Jaspers’ influences. In §6.3, I show how the distinction was 

put to work in psychiatry, and how it leads to problems, specifically in reducing the quality 

of care received by those patients who suffer from conditions Jaspers considered 

‘ununderstandable’. In §6.4, I argue that my approach – rejecting the distinction – is 

preferable to an alternative approach, that of Kendler and Campbell (2004), who amend 

the distinction without rejecting it wholesale. In §6.5, I consider why the distinction held, 

and continues to hold, such sway in work on psychiatry, claiming that its appeal stems from 

the view that the mental is epistemologically independent of the material. 

6.2. Explanation and understanding 
The earliest formulation of the distinction between explanation (erkläraen) and 

understanding (verstehen) can be found in the work of Wilhelm Dilthey.53 Dilthey argues, 

 
52 Although what ‘humanizing’ amounts to is subject to dispute – see, for example, Ferry-Danini 2018; 2019; 
Marcum 2008. See also §6.5.2. 
53 It is worth noting that the distinction between verstehen and erklaren is a technical distinction: the 
philosophical discussions of explanation and understanding in epistemology and philosophy of science are 
not relevant merely because the German terms are translated as ‘explanation’ and ‘understanding’; in what 
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against the positivism of Auguste Comte and John Stuart Mill, that the geisteswissenschaften 

(roughly, the social sciences) require a different methodology than the natturwissenschaften 

(the natural sciences). Dilthey claims that understanding is the proper method of the social 

sciences, and explanation the proper method of the natural sciences (Truzzi, 1974; Dilthey 

1974). Although Dilthey is not a dualist, he claims that our epistemological relation to the 

subject matter of the social sciences is different to our epistemological relation to the 

subject matter of the natural sciences. The first epistemological difference, in Dilthey’s 

view, is the goal of each kind of science: whereas the natural sciences, according to Dilthey, 

seek universal laws and invariant explanatory abstractions, the social sciences aim at 

‘humanistic and artistic insights’ (Truzzi 1974, p.9).  

Dilthey claims that in studying natural objects, we seek to ‘place objects in the relations of 

cause and effect’ (Dilthey 1974, p.15). However, he argues along Humean grounds that all 

we are really doing is finding regularities in the coexistence and succession of sensory 

stimuli, since we may only ‘know objects from without through our senses’ (ibid). We 

attempt to reconstruct ‘the living relation’ between objects through an intellectual 

interpretation performed by abstract thought (ibid). This is characteristic of explanation: 

attempting to make causal claims about natural objects by interpreting and abstracting from 

regularities in our perceptions of those objects. 

However, we are not limited to perceptions and sensory stimuli in our studies of the 

subject matter of the social sciences, according to Dilthey – the second epistemological 

difference. Instead, there is sufficient ‘psychic unity of mankind’ (Truzzi 1974, p.9) that we 

may, as it were, put ourselves in another’s shoes and understand from within – we may 

‘reproduce any other person’s mental life’ (Dilthey 1974, p.12). This process of 

reproduction relies on intuition, empathy, imagination, and a ‘skilled reproduction’ of the 

circumstances and personality of the individual who is to be understood (ibid, p.14, 

emphasis in the original). This process generalizes to cultural systems, from economy to the 

family, because they ‘have arisen from the living system of the human mind, so in the end 

they can only be understood in terms of it’ (ibid, p.15). 

Understanding is also discussed by Max Weber, who also influenced Jaspers (Manasse 

1981). The importance accorded to understanding by Weber is best understood as an 

 
follows, the terms are better understood as mere homonyms. Furthermore, verstehen has been misunderstood 
in much 20th century philosophy, where it was often wrongly taken just to be empathetic identification 
(Danto 1970; Makkreel 2016) 
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attempted synthesis of Dilthey’s views, and the view of a rival antipositivist, Heinrich 

Rickert. Rickert was a contemporary of Dilthey, and although he was Dilthey’s ally in 

resisting the positivism of Comte and Mill, he did not believe that Dilthey’s view of the 

difference between natural and social science was correct. Instead, he claims that the 

difference between the social and natural sciences lies in the fact that historical events are 

unique and unrepeatable, whereas the events studied by natural scientists are repeatable and 

general (Truzzi 1974).54 This may constitute a third epistemological difference between the 

natural and social sciences which might ground the difference in method. 

Jaspers’ presentations of the distinction between explanation and understanding lean 

heavily on the work of Dilthey (Jaspers 1981; Wiggins and Schwartz 1997). Jaspers’ most 

clear summary of the distinction is as follows: in understanding ‘[w]e sink ourselves into the 

psychic situation and understand genetically by empathy how one psychic event emerges 

from another’; in explanation, ‘[w]e find by repeated experience that a number of 

phenomena are regularly linked together, and on this basis we explain causally’ (Jaspers 

1997, p.301). In Jaspers’ vision of psychiatry, understanding seeks self-evident meaningful 

connections between psychic events, while explanation seeks rules of cause and effect 

through inductive generalization.55 

Jaspers was also influenced by the work of Husserl (albeit possibly without having 

understood Husserl – see Jaspers 1969 pp.6-7). For my purposes here, what is important 

about what Jaspers took from reading Husserl is this: Jaspers thought that understanding 

needed to be presuppositionless (Wiggins and Schwartz 1997). Jaspers thought that 

understanding, like Husserlian phenomenology, requiring ‘the strict exclusion of all 

assertions that cannot be entirely performed phenomenologically. Every epistemological 

investigation must be carried out on purely phenomenological grounds’ (Husserl 1970, 

p.263).  

However, what Jaspers meant by ‘presuppositionless’ is not necessarily what was meant by 

Husserl. For Jaspers, understanding must be ‘presuppositionless’ in that it must be 

uninfluenced by metaphysical and scientific, especially materialist, theories of the mind. 

Claims about the mechanisms that underlie phenomena and theoretical representations of 

 
54 It is from Rickert’s work that the distinction between idiographic and nomothetic explanation derives (Truzzi 
1974). 
55 Two clarificatory remarks are in order on the nature of these ‘meaningful connections’: first, they need not 
be rational; secondly, they may well be causal, but instances of singular rather than general or law-governed 
causation (Hoerl 2013). 
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those phenomena are to be excluded from phenomenology and understanding according to 

Jaspers: 

we must set aside all outmoded theories, psychological constructions, or 

materialistic mythologies of cerebral processes (Jaspers 1968, p.1316). 

Here, Jaspers supplements Dilthey’s distinction between explanation and understanding 

with a further principle: that the only data that may enter into understanding is that which 

can be attained through phenomenological methods (discussed further below). This 

excludes the possibility that the process of understanding may be enriched by data acquired 

in the process of explanation. The ‘presuppositionlessness’ of understanding, in this sense, 

is one of the core reasons that Jaspers’ distinction cannot be usefully mobilized in 

psychiatry, as I will argue towards the end of §6.3. 

The ‘presuppositionlessness’ of understanding does not, however, preclude all prior 

knowledge from entering into the process. Specifically, biographical information plays a 

major role in understanding. In keeping with Dilthey’s vision of skilful reconstruction, 

Jaspers accorded great importance to the biographical interview in the practice of 

psychiatry (Kolle 1981; Vlasova 1997). This is because Jaspers thinks that empathy is 

essential to understanding, and that biographical information is essential to empathy. 

Jaspers emphasises that in the ordinary exercise of empathy, ‘[w]e understand other people, 

not through considering and analysing their mental life, but by living with them in the 

contexts of events, actions and personal destinies’ (Jaspers 1968, p.1315).  

It is worth stressing that although Jaspers sees ordinary empathy as an essential part of the 

process of understanding, the process of understanding cannot be reduced to ordinary 

empathy – which he believes falls short of ‘explicit knowledge’, and deserves to be 

dismissed as ‘“merely subjective” in a derogatory sense’ (ibid.). Jaspers claims that ordinary 

empathy – whereby one achieves sympathetic understanding of another by understanding 

their situation and goals – needs to be supplemented in several ways to play a significant 

role in psychiatry.  

Jaspers identifies two kinds of understanding that might play a role in psychiatry. The first 

kind is ‘static understanding’, which he identifies as the product of ‘phenomenology’ (1968, 

p.1322); according to Jaspers, phenomenology consists in ‘representing, defining, and 

classifying psychic phenomena, pursued as an independent activity’ (1968, p.1314; cf. 
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Gergel 2012; Zahavi 2007).56 Static understanding is to be achieved by empathy 

supplemented by inferential processes relying on ‘indirect hints’ and analogies, as well as 

questioning patients about their experience, and ideally obtaining written accounts of their 

experience (Jaspers 1968, p.1316.). The second kind is ‘genetic understanding’,  

a unique form of understanding which only applies to psychic events; it grasps as 

self-evident how one psychic event emerges from another; how a man attacked 

should be angry, a betrayed lover jealous. (ibid., p.1322). 

Both kinds of understanding are, according to Jaspers, achieved by processes which rely 

upon, but outstrip, ordinary empathy. Jaspers allows that these processes might in part be 

inferential, and draw on certain kinds of prior knowledge – most notably, biographical 

information. However, he denies that they should be allowed to draw on any metaphysical, 

materialist, or biological theories of mental processes. 

6.3. The ununderstandable 
Equipped with this distinction between explanation and understanding, Jaspers tries to set 

up a theoretical foundation for psychiatry. Jaspers believes that both explanation and 

understanding have a role to play in psychiatry. In arguing for a phenomenological 

psychiatry, he is trying to resist a purely, or even primarily, biological psychiatry. He does 

so by claiming that some psychiatric disorders57 and their symptoms can be understood, in 

the technical sense laid out above. He also, however, acknowledges that there is a role for 

biology, for explanation, in psychiatry; he does this by claiming that there are some 

disorders/symptoms which cannot be understood – disorders/symptoms which are 

ununderstandable. Jaspers hands the study and treatment of these disorders/symptoms 

over to the biological sciences. 

The paradigmatic example of an ununderstandable symptom, according to Jaspers, is a 

delusion – for Jaspers, all delusions are by definition ununderstandable; by the DSM 

definition of ‘delusion’, only some delusions count as ununderstandable.58 All the 

biographical interrogation and empathetic intuition in the world will not enable the 

psychiatrist to work out why, for example, a sufferer of Cotard delusion believes that they 

 
56 Here, it is especially questionable how closely related Jaspers’ ‘phenomenology’ is to Husserlian 
phenomenology. 
57 When using ‘disorder’, throughout, I adopt Cooper’s (2005) definition. 
58 American Psychiatric Association (2013). 



116 
 

are dead, or a sufferer of Capgras delusion believes that their spouse has been replaced by a 

perfect imposter. As such, Jaspers claims, they fall under the remit of biology, which ought 

to look for lawlike generalizations to explain the presence of such delusions causally. 

Bentall (2003) argues, I think rightly, that making a distinction between the understandable 

and ununderstandable was a hugely influential mistake. It justified putting those with 

ununderstandable psychiatric disorders outside the remit of empathy, denied that it was 

worth trying to grasp any meaningful connections to be found in their thinking, and 

handed them over to biology, a biology which apparently trafficked solely in lawlike 

generalizations.  

As Bentall highlights, this move introduced a great deal of subjectivity into the 

classification of psychiatric disorders and symptoms – what one person cannot understand, 

another person can, depending on their imaginative powers, intuition, and tendency to 

empathy. However, the distinction between understandable and ununderstandable 

disorders was, first and foremost, a mistake for ethical reasons – it harms the patients 

whom psychiatry is supposed to help. It writes the sufferers of such disorders out of the 

domain of empathy, where often empathy, accompanied by acceptance, is the best route 

back to happiness and function (Romme and Escher, 1993).  

The idea that when we cannot grasp the meaningful connections in someone else’s 

thinking, or easily imagine their perspective, we should give up trying to do so runs counter 

to the reports of many of those with supposedly ‘ununderstandable’ psychiatric disorders. 

Erin Stefanidis, a woman with schizophrenia, writes of her experience, stating that:  

[she has] come to believe that in order to truly understand others, be they 

schizophrenic or otherwise, we must not only discover their thoughts, feelings, and 

actions, but we must look to understand how they connect these into a coherent 

structure and to recognize that no matter what this structure looks like, it is the 

product of a rational mind (2006, p.423).59  

Her main delusions were that there were rats in her brain, feeding on her brain cells, and 

that her neighbour wanted to kill her; the latter at least a delusion of reference (a delusion 

that irrelevant things are significantly related to oneself), one of Jaspers’ core examples of 

the ununderstandable.  

 
59 By ‘rationality’, she means ‘taking all evidence and making conclusions’ (ibid). 
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Similarly, Bentall offers the example of a schizophrenic patient who complained that her 

doctor had turned her into a filing cabinet; this was dismissed as nonsense – as 

ununderstandable – by Bentall and his colleagues. Fortuitously, it later transpired that one 

of her doctors had been using her rare gynaecological condition as a case study, and that 

she had been attempting to complain about this. Had they not been so quick to write her 

thinking off as ununderstandable, Bentall muses, they might have made sense of what she 

was trying to communicate sooner. 

It was also a mistake because it has since become apparent that it is possible to make sense 

of the thinking of those with ‘ununderstandable’ conditions. As discussed above, Jaspers 

legislates that information about the underlying mechanisms was irrelevant to, and should 

be excluded from, the process of understanding. However, once this edict is rejected, it 

becomes possible to start, once again, making sense of how those with delusions come to 

their beliefs. Delusions are conventionally sorted into polythematic delusions, associated 

with schizophrenia, and affecting or transforming one’s whole belief system, and 

monothematic delusions, which stand out on their own as unusual beliefs in an otherwise 

normal belief system, and which often do not result in the expected actions. Kendler and 

Campbell (2014) discuss how it is possible to make sense of some of the most significant 

kinds of delusion associated with schizophrenia using information about underlying 

mechanisms. As such, I will focus on making sense of monothematic delusions. 

The influential two-factor account lets us start making sense of monothematic Cotard and 

Capgras delusions by compiling information from neurology, perceptual psychology, and 

cognitive neuroscience (eg, Coltheart 2007; Turner and Coltheart 2010; Coltheart et al. 

2011). Cotard delusion, on this account, usually begins because the patient’s autonomic 

nervous system, responsible for affect, fails; the person feels disembodied and numb, and it 

occurs to them that perhaps they are dead. Capgras delusion usually begins because the 

patient’s autonomic response to facial recognition is severed; where normally seeing their 

partner’s face would trigger a complex affective response, it triggers nothing, even though 

they recognize the face as looking exactly like that of their partner; it occurs to them that 

perhaps, despite looking like their partner, the person they are facing is not actually their 

partner – a perfect imposter.  

In each case, the thought that occurs to them is primarily produced by informationally 

encapsulated perceptual systems which cannot holistically assess plausibility; this thought is, 

by default, accepted as a belief (inputs from the perceptual system are, it is hypothesized, 
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endorsed by default). Normally, however, such a thought would simply be rejected as 

absurd, in light of a more general assessment (Turner and Coltheart 2010). In sufferers of 

delusions, this is not the case. The reason this is not the case, it is proposed, is due to some 

second factor, often damage to an area of the right prefrontal cortex responsible for 

attention – in other words, the patient doesn’t have enough control of their attention to 

make the effort to assess and reject the belief once it is, by default, accepted; it is also for 

this reason that the belief fails to bring about some of its expected behavioural 

consequences (Davies and Egan 2013). 

Such a story seems to reveal the content of the delusions, and the process by which the 

delusions are produced, as meaningful; it enables someone who is not a sufferer of the 

delusion to empathize with the sufferer – we can make sense of what it is to have a limited 

attention span, to see something weird, to feel numb, and so on. The accurate description 

of their experience, and our ability to grasp how it arose, that is, static and genetic 

understanding, are both enhanced by drawing on information about underlying 

mechanisms. Jaspers, however, rules out this possibility a priori, and his position remains 

influential. 

6.4. Revising the distinction 
In the work of Jaspers, the distinction between explanation and understanding is used to 

set up a distinction between kinds of disorder; this distinction between kinds of disorder, in 

turn, is supposed to inform the practice of psychiatry, by suggesting that one set of 

disorders warrants a primarily biological approach, whereas the other set of disorders 

warrants a primarily empathetic approach. The distinction Jaspers set up, between kinds of 

disorder, is supposed to be exhaustive and exclusive – every psychiatric disorder, according 

to Jaspers, is either understandable and warrants a primarily empathetic approach, or 

ununderstandable and warrants a primarily biological approach. 

I have suggested that the distinction between explanation and understanding ought not to 

serve this purpose. The best approach to psychiatric disorders, illustrated with the example 

of monothematic delusions, is not sensitive to any such division. All information, whether 

attained by empathy and a biographical method, or by finding correlations between cause 

and effect and the other methods of biology such as information-processing models, is in 

principle relevant to every disorder, whether or not they initially strike the psychiatrist as 

understandable. One might object that, rather than showing that the distinction ought not 
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to be applied in psychiatry, what is shown by the above is that we should reject Jaspers’ 

principle that explanation cannot inform understanding.  

Kendler and Campbell (2014) suggest that we should see explanation as informing 

understanding. They suggest that this process works as follows: first, we identify a 

pathological brain process in the language of neuroscience; secondly, we ‘translate’ from 

the language of neuroscience to ‘mental’ language, by giving a functional description of the 

brain pathology which enables us to connect elements of the brain pathology with 

‘subjective elements’; these subjective elements are understandable because they are common 

to pathological and normal subjects alike.  

Kendler and Campbell do not seem to realize that they are offering a revision to Jaspers’ 

account: they claim that nothing in Jaspers’ account rules out the possibility of explanation 

enriching understanding, although they briefly consider and dismiss the possibility that the 

‘immediacy’ of understanding might rule it out (ibid, p.2). However, as I have shown, it is 

not the immediacy of understanding, but the stipulation that it must be presuppositionless, 

which rules out the possibility of explanation enriching understanding in Jaspers’ account. 

To such an objection, it seems reasonable to ask what role the distinction between 

explanation and understanding plays in Kendler and Campbell’s model of psychiatry. My 

objection to Jaspers’ application of the distinction between explanation and understanding 

in psychiatry is not that the distinction is ill-defined, but rather that it is not fit to play the 

role he assigned it. If an approach like Kendler and Campbell’s is to save the distinction, as 

applied to psychiatry, it ought to show that the distinction has a role to play. 

Kendler and Campbell do have some materials with which to address this worry. They 

amend Jaspers’ methodological edicts by suggesting that, contra Jaspers, explanation can add 

to understanding; because explanation can inform understanding, Jaspers’ view of which 

disorders are understandable and which are not is shown to be false – although Jaspers 

thought (certain) delusions were ununderstandable, this turns out to be false once we 

realize how explanation informs understanding. However, in Kendler and Campbell’s 

account, although the boundary between those psychiatric disorders which are 

understandable and those which are ununderstandable is moved, it is not eliminated; 

instead, which disorders are ununderstandable becomes an open question. 

They can reach this position because they think that there might be cases where 

understanding is impossible, even though explanation can inform understanding. They 
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believe that explanation informs understanding by correlating neurological deficits with 

elements of subjective experience that are familiar to us. Specifically, they suggest (albeit 

tentatively) that understanding will fail in at least two kinds of case: first, ‘when there is no 

underlying mental state with which to identify’, for example, it may not be possible to 

understand sufferers of Huntington’s ‘[i]f there is “nothing that it is like to have the chorea-

form movements of Huntington’s chorea”’; secondly, when the experience is not ‘within 

our intuitive grasp’ – for example, we cannot, so they claim ,understand ‘what it is like to 

be a bat’, since ‘[w]e do not possess the elemental components necessary to put together an 

empathic link to understand what it is like to fly about at night catching insects through 

sonar waves set off by our screams and bouncing off our insect prey’ (ibid, p.5). 

Their first example case – Huntington’s chorea – is a symptom of Huntington’s disease, an 

inherited disease causing neurodegeneration; chorea is a particular class of involuntary 

movements, often caused by Huntington’s disease. They offer two characterizations of the 

sense in which Huntington’s chorea is ununderstandable: first, that ‘there is no underlying 

mental state with which to identify’ (ibid.); secondly, that ‘there is “nothing that it is like to 

have the chorea-form movements of Huntington’s chorea”’ (ibid.). This latter 

characterization seems blatantly false – there is something it is like to have a recurring and 

disruptive involuntary movement (it is, amongst other things, very unpleasant). The 

experience of Huntington’s chorea can be understood both ‘statically’ (it can be described) 

and ‘genetically’ (it is not hard to see why disruptive involuntary movements would give 

rise to, eg, distress).  

Huntington’s chorea itself cannot be understood, but only trivially so – it cannot be 

understood because it is not an intentional state. There is (ex hypothesii) no meaningful 

connection by which it was generated, and no accurate phenomenological (in Jaspers’ 

sense) description of it – only of the experience of it. This use of ‘ununderstandability’, 

where there are, ex hypothesii, no intentional states involved is at best trivial, and at worst a 

complete misnomer. Any symptom which is not an intentional state or an action caused by 

such a state is ‘ununderstandable’ on such a view, and so far too many symptoms are 

rendered ‘ununderstandable’. For example, losing weight in depression is rendered 

‘ununderstandable’; dizziness, dry mouth, and excessive sweating in anxiety are rendered 

‘ununderstandable’; memory loss is Alzheimer’s is rendered ‘ununderstandable’. None of 

these is the kind of thing Jaspers intended: they are simply not the right kind of thing to be 

‘understood’. As Hoerl (2013) highlights, Jaspers himself draws a distinction between those 

conditions which are ununderstandable (roughly, those where there are meaningful 
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connections, but they cannot be grasped), and those where there is simply nothing which 

might be understood. 

There are any number of things to say about Kendler and Campbell’s second case. I am 

personally inclined to question their assumption that a sufficiently detailed 

neuropsychological description of a bat cannot tell us what it is like to be a bat (Akins 

1993). However, and less controversially, it is unclear primarily because there is no obvious 

relationship between understanding and knowing-what-it’s-like. Genetic understanding requires 

intuitively and empathetically grasping meaningful connections between intentional states. I 

can, in this sense, understand why a hungry bat flies towards the insects it detects – how 

hunger gives rise to food-seeking, and how this combined with its detection of food gives 

rise to the decision to move towards food. This seems to have little to do with knowing-what-

it’s-like. 

Static understanding of an experience requires describing, and perhaps reimagining, to a 

sufficient degree of accuracy that experience. This seems closer to knowing-what-it’s-like. It is 

important to note that Jaspers acknowledges that static understanding is doomed to be 

forever imperfect and incomplete (eg, Gatta 2014). While psychology might aim at ‘a fully 

conscious understanding of mental processes, one that can be presented in definite terms 

and forms’, by which he means a fully intersubjectively accessible description of conscious 

experiences, Jaspers thinks ‘that psychology cannot hope to reach this scientific ideal’ 

(1968, p1315).  

In a sense, I think that Jaspers is correct in this. (I differ in that I am not sure that it is an 

aim of psychology.) It would be extremely arrogant to claim that one can perfectly 

accurately describe or imagine the first-person perspective or phenomenal experience of 

someone with a vastly different life experience, let alone with a different brain-physiology. 

Raising the bar on ‘understandability’ to being perfectly imaginable and describable would 

render almost every disorder and symptom ununderstandable. 

To even begin to approach this ‘scientific ideal’ of accurate and communicable description 

with respect to a particular ‘psychic phenomenon’, Jaspers thinks that we must start from 

looking at  

its genesis, the conditions for its appearance, its configurations, its context and 

possible concrete contents; also by making using of intuitive comparison and 

symbolization (1968, 1316). 
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None of these starting points is precluded in the case of the bat. Nevertheless, there is an 

important barrier to static understanding in the case of the bat – namely, that the three 

methods later identified by Jaspers as the main methods for gathering evidence for a 

phenomenological analysis of a patient are precluded, or at least significantly more difficult. 

These are ‘(1) immers[ing] oneself … in [the patients’] gestures, behaviour, expressive 

movements; (2) … direct questioning … (3) written self-descriptions’. Since no bats can 

write or speak in any human language, (2) and (3) are precluded. Option (1) is perhaps 

possible, but bat gestures are presumably harder for humans to interpret than human 

gestures.  

This barrier, however, has nothing to do with the experience of using sonar to detect 

insects, but rather the fact that none of the creatures that have that experience are humans, 

can speak human language, or have gestures similar to humans’ gestures. It is not because 

bats have radically different experiences to us that their experiences cannot be statically 

understood (if indeed they cannot), but because there are no creatures who have such 

experiences who are verbal, literate, or similar to us in their gestures. As such, even if 

sufferers of psychiatric disorders have radically different experiences, the intuitive pull of 

the bat case gives us no reason to believe that these patients’ experiences are 

ununderstandable, so long as at least some of those patients are amenable to methods (1) 

to (3). 

In sum, if knowing-what-it’s-like requires a minimal level of static understanding, then there is 

no reason to think it impossible in Kendler and Campbell’s bat case. If it requires perfect 

static understanding, it is probably impossible to achieve in the bat case, but also probably 

impossible relative to one’s own past experiences, one’s own parents’ experiences, and so 

on. If it requires a good level of static understanding, this might be impossible in the case 

of the bat, but for reasons that are irrelevant to psychiatry – namely, that no bats are 

human, can be interviewed, or can write. 

Overall, therefore, Kendler and Campbell’s attempt to revive the distinction between 

understandable and ununderstandable disorders, and thereby to retain the relevance of the 

distinction between explanation and understanding to psychiatry, fails. More generally, I 

think that once one admits that explanation can inform understanding, it is extremely hard 

to draw a line between those disorders that are understandable and those which are not, let 

alone a line which ought to inform psychiatric practice. 
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I can think of two more proposals for how the distinction between explanation and 

understanding might continue to play a role in psychiatry, even if one accepts that the 

distinction is irrelevant to psychiatric taxonomy, neither of which I find plausible. The first 

is that it marks an important distinction among methods (Hoerl 2013). According to this 

view, the distinction is not primarily useful for taxonomy, but for marking the two methods 

(or classes of method) psychiatry ought to use. 

Although I think there is some intuitive weight to this suggestion, I do not believe that it is 

a plausible reconstruction of best practice in psychiatry. For one thing, the methodological 

distinction between explanation and understanding relies on a view of science as trafficking 

solely in causal claims derived from laws grounded in inductive generalizations; however, a 

more realistic view of science is as trafficking in a vast range of methods and models, 

depending on one’s aims and the subject-matter. For example, one of the main fault-lines 

in the philosophy of biology and cognitive science is between a mechanistic view of 

explanation and integration (eg, Craver 2007; Craver and Darden 2013), and a pluralistic 

view of explanation and integration (eg, Mitchell 2002; 2009). Both sides of this debate 

agree that scientists deal with a diverse range of methods and models and disagree primarily 

on whether it is possibly to fruitfully abstract some context-free regulative ideal which 

governs how the findings achieved through these diverse methods and models are 

integrated into explanations. In light of such a view, it is more natural to see empathy, 

biographical interview, and finding correlations of cause and effect as simply some 

methods among many for garnering psychiatrically relevant information about patients. 

The second proposal is that the distinction marks out the two main attitudes (or classes of 

attitude) that psychiatrists may take towards their patients – between viewing their patient 

as a rational agent and viewing their patient as a biological machine. Although it is not a 

perfect match, Bentall (2003) considers that the former attitude might line up with 

understanding, and the latter with explanation. He further suggests that, in this regard, Jaspers 

may preempt Dennett’s (1987) distinction between the intentional, design, and physical 

stances. Dennett suggests that the intentional stance is the stance we normally take towards 

others – as rational creatures, with beliefs, desires, and intentions. When this stance fails, 

we may switch to the design stance – looking at others as designed systems, as functionally 

organized machines, and looking for malfunctions. If this, in turn, fails, we may switch to 

the physical stance, whereby we look at others as collections of physical bits governed by 

physical laws. In these terms, Jaspers might be taken to suggest that clinicians should adopt 
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the intentional stance toward their patients until such a stance fails, at which point they 

should adopt the design stance, etc.  

This suggestion, however, also fails60 – psychiatrists are constantly interested in all three 

kinds of information, simultaneously considering their patient as an agent with beliefs and 

preferences, situational triggers, possible functional deficits, and the correct drug to 

prescribe. For example, a psychiatrist told me a story of a patient with schizophrenia who 

seemed to be taking steps backwards. Their team was simultaneously trying to consider 

whether their drugs might be interacting badly with each other (seemingly a piece of 

information belonging to the physical stance), whether some aspect of the condition had 

changed affecting new systems (design stance), and whether the patient was simply stressed 

out from being around their family (intentional stance). 

As such, it seems to me that in taxonomy, or as an articulation of aspects of psychiatric 

practice, Jaspers’ distinction between explanation and understanding simply cannot be put 

to good work. It does not capture anything interesting about different kinds of disorder, 

different kinds of information, or different attitudes clinicians might take toward their 

patient. How, then, has such a seemingly innocuous epistemological distinction derived 

from the hermeneutic tradition, with so little relevance to psychiatry, ended up having such 

a long-lasting appeal within psychiatry? Moreover, why is it now considered likely to be 

part of the solution for resisting ‘biological’ psychiatry in favour of a more ‘humanistic’ 

psychiatry? 

6.5. The pull of the distinction 
In this section, my primary aim is to provide a diagnosis of the enduring appeal of applying 

the distinction between explanation and understanding to psychiatry. My secondary aim is 

to provide further reasons for pessimism about the prospects of revising the distinction 

such that it is applicable to psychiatry. My diagnosis, which I offer as tentative but which I 

firmly believe, is that the appeal of the epistemological distinction between understanding 

and explanation seems to offer away to account for the mental/mind in psychiatry without 

committing to a view of the nature of the mind/mental. I will also suggest that the 

distinction between the mental and the nonmental has no role to play in psychiatry, and 

 
60 Even setting aside whether or not the distinction between understanding and explanation aligns with these 
classes of attitude. 
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that for this reason, we should be pessimistic about the prospects of finding a role for 

some revised version of the distinction between understanding and explanation. 

I will first survey the justifications offered for applying the distinction to social science in 

the hermeneutic tradition and claim that they do not generalize to psychiatry. I will then 

argue that the appeal of the distinction relies on the epistemological autonomy of the 

mental from the nonmental, without entailing a commitment to substance dualism. Finally, 

I will suggest that it is a mistake to try to apply the mind-body (or more generally, mental-

nonmental) distinction to psychiatry, and so that even the appeal of the applying the 

distinction between explanation and understanding to psychiatry rests on a mistake. 

6.5.1. Justifications from hermeneutics 

Accepting, for the sake of argument, that the arguments of Dilthey and Weber for applying 

to the distinction to the social sciences are sound, we may then ask whether this tells us 

anything about psychiatry. It may be thought that psychiatry, or at least the science behind 

psychiatry, is a social science, straightforwardly warranting the application of the distinction 

to psychiatry. This line of argument can be represented as follows: 

1. The social sciences (eg, history) study the mind and its products; 

2. Psychiatry studies the mind and its products; 

3. The appropriate methodology for the social sciences is understanding; 

4. Therefore, (when possible) understanding is the appropriate methodology for 

psychiatry. 

There are two possible readings of this argument. The less plausible is to take premise 1 as 

a stipulative definition: that the social sciences are those sciences that study the mind and 

its products, or equivalently, that all and only those sciences that study the mind and its 

products are social sciences. Taking premise 1 this way renders premise 3 at least question-

begging, and false if my arguments go through. Furthermore, this is not a charitable reading 

of Dilthey, who acknowledges that the mind and its products might support a natural 

science that traffics primarily in explanation. The other way to read this argument is as 

invalid. If premise 1 is not a stipulative definition of the sort discussed above, then it 

simply does not follow from premise 2 that psychiatry is a social science and must adopt 

the methodology of the social sciences. 

It may, therefore, be more fruitful to look directly at whether the justifications offered for 

applying the distinction between explanation and understanding to the social sciences 
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generalize to psychiatry. After all, detailed arguments were offered for the distinction 

between explanation and understanding and its application to the social sciences. Between 

them, Weber, Rickert, and Dilthey have three justifications for a difference in the 

methodologies of the social and natural sciences, each bearing on the epistemological 

relation we have to the subject-matter. These three justifications, discussed in §6.2, are that: 

 the goals of the social sciences are different to those of the natural sciences, aiming 

at humanistic insights rather than laws or universal abstractions; 

 we can reconstruct the mental life of humans and thereby understand the products 

of their mental life (which together constitute the subject-matter of the social 

sciences), but we can only perceive the objects studied by the natural sciences; 

 and the events studied by the social sciences are unrepeatable, whereas the events 

studied by the natural sciences are repeatable. 

It may be that the appeal of the distinction between explanation and understanding rests on 

one of these justifications. For example, it may be that Jaspers thought that psychiatry 

ought also to aim at humanistic insights. However, it seems obvious that this is false – 

psychiatry ought to aim to help people who suffer psychiatric disorders, not to offer us 

such insights.  

The second justification seems to highlight something interesting – we can empathize with 

someone with schizophrenia, but we cannot empathize with a sub-atomic particle, or any 

of the objects referred to in physical theory (at least, not any of those of which I am aware). 

This does suggest that there may be a methodological and epistemological difference 

between psychiatry and the lower-level sciences: that empathy might play a role in 

psychiatry, but not in those lower-level sciences. However, this does not go anywhere near 

far enough to justify applying the full-blooded distinction between explanation and 

understanding. As I argued in §6.4, it is far more natural to conceive of empathy as just one 

method among many for garnering relevant information about patients. 

Finally, there is the claim that the events studied by the social sciences are unrepeatable, 

whereas the events studied by the natural sciences are repeatable. It is hard to assess this 

claim without a metaphysics of events. For the sake of argument, I will assume a 

Davidsonian metaphysics of events, as particulars (Davidson 1970). On this view, events 

are either trivially unrepeatable, or the question of their repeatability must always be 

assessed relative to a description. For example, me sitting down on the sofa is repeatable; me 

sitting down on the sofa at 10:37pm on the 29th of October 2019 is unrepeatable; a coup d’état is 
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repeatable qua coup d’état (there can be more than one coup, and we can make 

generalizations about coups); the 1997 Cambodian coup d’état is unrepeatable. 

Similarly, someone getting depression is repeatable in that we can study multiple cases of people 

getting depression and make generalizations about how it happens; the first time Sam Willis 

got depression is unrepeatable. Likewise, two electrons becoming entangled is repeatable, whereas the 

specific time these two specific electrons became entangled is unrepeatable. We can allow for the sake 

of argument that history ought to study events only under descriptions whereby they are 

unrepeatable, rather than seeking inductive generalizations. However, this simply does not 

seem to be the case in psychiatry. While psychiatrists certainly ought to be interested in 

unrepeatable events like the first time Sam Willis got depression, they ought also to be interested 

in repeatable events (or events under repeatable descriptions) like someone getting depression. 

6.5.2. An epistemological solution to the mind-body problem? 

As such, none of the justifications offered in the hermeneutic tradition generalize to 

psychiatry, and even if Dilthey and Weber are correct about the social sciences, this does 

not secure the applicability to psychiatry of the distinction between explanation and 

understanding. Moreover, none of these justifications explains why Jaspers, in mobilizing 

the distinction, wanted to bracket information about mechanisms as irrelevant to 

understanding.  

Jaspers’ wish for understanding to be presuppositionless stems from his wish for it to be 

scientific. Jaspers believes that the kind of understanding to which a psychiatrist ought to 

aspire was an extension of the way people understand each other in everyday life, 

‘prescientific understanding’ (Wiggins and Schwartz 1997, p.24). However, even extending 

and deepening prescientific understanding is, in Jaspers’ view, insufficient for it to count as 

scientific knowledge (Wiggins and Schwartz 1997; Jaspers 1968).  

The extra step, from deep understanding to scientific understanding, is that the results of 

the psychiatrist’s understanding must be ‘communicable (mitteilbar), debatable 

(diskutierbar), and testable (nachprüfbar)’ (Wiggins and Schwartz 1997, p.24). This, in turn, 

requires a precise language for describing experience. Such a language is, in Jaspers’ 

scheme, to be provided by phenomenology. Understanding must be presuppositionless 
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because it aspires to produce a phenomenological description, according to Jaspers, and 

phenomenological descriptions must be presuppositionless.61 

Understanding, in turn, why phenomenology is supposed be presuppositionless is an issue 

far larger than I can attend to in any great detail here. It is an epistemological issue – 

stripping away presuppositions is supposed to give us a secure foundation for later 

knowledge claims or inquiries. Some claim that it does so by ‘[helping] to define 

phenomena on which knowledge claims rest’ (Woodruff Smith 2013), ‘[achieving] 

knowledge about the nature of consciousness, a distinctive kind of first person knowledge, 

through a form of intuition’ (Smith 2013), or by allowing us focus in on only ‘the given’, 

‘what is immediately given to me’ (Hintikka 2002).62 Fortunately, I think that we can grasp 

Jaspers’ motivations without grasping the justification for the presuppositionlessness of 

phenomenology more generally.  

I think that Jaspers’ motivation for the presuppositionlessness of phenomenology and 

understanding was not a general epistemological concern, but rather his wish to resist the 

integration of psychiatry with the rest of medicine, and to resist the view that mental 

disorders are brain diseases. This is apparent in his clarification of what it means to see 

understanding and phenomenology as presuppositionless: that they must set aside 

‘outmoded theories’ and ‘materialistic mythologies of cerebral processes’ (Jaspers 1968, 

p.1316). This suggestion is also supported by other aspects of Jaspers’ work – he questions 

the analogies between ‘mental’ and ‘physical’ health, disease, treatment, and recovery (Kolle 

1981; Jaspers 1997). 

Bolton (2004) suggests that the distinction between meaningful and merely causal 

connections, onto which the distinction between understanding and explanation maps, was 

superimposed by Jaspers onto the distinction between mind and matter. I would suggest 

that a third distinction was also superimposed by Jaspers, the distinction between that 

which can be intuited/given/known without presuppositions, and that which requires 

further presuppositions. I think that, in this way, Jaspers sought to secure the 

epistemological independence of the mind from the body. By adopting the view that the 

mental is meaningful and immediately graspable, whereas the material is meaningless and 

 
61 This is not all that can be said about Jaspers’ view of the close relationship between understanding and 
phenomenology: Jaspers also characterized phenomenology as the ‘static version of [understanding]’ and 
(genetic) understanding as a form of ‘genetic comprehension’ complementary to phenomenology (Lefebre 
1981, p.474) 
62 The given is, of course, a deeply problematic notion (Sellars 1956). 
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can only be known with further presuppositions, he sought to claim that the mental 

supports presuppositionless understanding, and the material mere causal explanation. 

Unlike Bolton, I do not think that this means that Jaspers was committed to substance 

dualism. Jaspers was committed only to the epistemological autonomy of the mental from 

the material – that, even if the mind is ultimately material, mental and material correspond to 

different and incompatible ways of thinking or knowing. Once this is accepted, Jaspers can 

argue that our best method for coming to know the mental qua mental ignores its material 

basis, and that paying attention to the material basis of the mental detracts from our ability 

to view it as mental (Jaspers 1968). However, as I think the case of delusions shows, this is 

simply not so: we can smoothly move between neurophysical and ‘mental’ information in 

making sense of delusions. 

The question remains, however, of the enduring appeal of the distinction. It is plausible 

that this appeal stems at least to some extent from epistemological concerns. In analytic 

philosophy, the view that the mental and the material ‘have a different mode of 

presentation’, or that the mental and the material have ‘conceptual and epistemological 

independence’ is now dominant (Steward 1997, p.3). This belief in the conceptual and 

epistemological autonomy of the mental would explain the appeal of applying the 

distinction between explanation and understanding to psychiatry – although it is belied by 

the actual practice of psychiatry, which is sensitive to no such epistemological division, as I 

hope my discussion of the two-factor account shows. 

If one accepts the conceptual or epistemological autonomy of the mental from the 

material, the distinction between explanation and understanding seemingly allows one to 

give due weight to both the mental and the material without having to adopt any 

metaphysical view of (or ‘mythology’ of) the relationship between the mental and the 

material. Once mind (and with it meaning) is conceptually split off from the rest of nature, we 

can start to ask questions about its relationship with the rest of nature, questions whose 

answers are necessarily contentious, as questions of identity and reduction always are. 

Instead of dealing with these questions, the distinction between explanation and 

understanding lets us say that there is a method for dealing with the meaningless, mindless 

stuff, which is cold and scientific, and a method for dealing with the meaningful, minded 

stuff, which is warm and humanistic. 

However, as two anonymous reviewers on an earlier version of this argument have 

helpfully pointed out, this cannot fully explain the enduring appeal of the distinction, for 
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two reasons. Firstly, the phenomenological approach to psychiatry is one of several 

approaches invested in humanizing psychiatry (and medicine more generally), which is 

motivated at least as much by ethical as epistemological or metaphysical concerns. 

Secondly, the phenomenological tradition frequently rejects the mind-body split in favour 

of a more nuanced, embodied understanding of subjectivity, intentional states, and the 

first-person perspective. 

Marcum (2008) describes three facets of humanizing approaches to medicine which 

distinguish it from biomedical approaches. There is a metaphysical tenet – mechanistic 

monism, which according to Marcum is characteristic of biomedicine, is rejected in favour 

of dualism or strong holism. There is an epistemological tenet – whereas, according to 

Marcum, biomedical approaches offer only bottom-up explanations (ie, explain the 

properties larger things in terms of properties of their parts), and whereas biomedical 

knowledge flows strictly from laboratory to bedside, in humanizing approaches, the 

emotional and intuitive aspects of the patient-doctor relationship are taken as serious 

medical knowledge. Finally, there is an ethical tenet – an ethic of emotionally detached 

concern, which according to Marcum is characteristic of biomedical approaches, is 

supplemented by the ‘empathetic gaze’ of a compassionate practitioner. 

Marcum frames humanizing approaches as a response to the crisis of care – the systematic 

mistreatment of, belittlement of, and disrespect towards patients. Although biomedical 

approaches are praised for offering miraculous technologies for treating the cause of 

disease, they are accused of being cold and inhumane. Ultimately, the overemphasis on 

biomedical approaches is blamed for the crisis of care. In its simplest form, Marcum’s 

overall critique of biomedical approaches is that they are unable ‘to incorporate the 

patient’s psychological and social aspects’ (2008, p.393). This, apparently, results in the 

denial of the patient’s dignity as a human being, a person - not merely ‘a physical body 

composed of separate components that occupy a machine-like structure’ (ibid.). The three 

tenets discussed above are to provide the ‘conceptual infrastructure’ to overcome this crisis 

(ibid.). 

It is obvious, I hope, why if one accepts this framing, the distinction between understanding 

and explanation looks like an appealing one. Although its historical proponents were not 

committed to any kind of substance dualism, they endorsed a methodological dualism 

which can easily be mapped onto mind (or the psychosocial) and body (or the biomedical), 

just as Jaspers did. One can retain the successes of the biomedical approach, by classing its 
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methods as forms of explanation, while demanding that it be supplemented with a venerable 

methodological construct which is compatible with all three tenets of the humanizing 

approach, namely, understanding.  

Ostensibly, one can have one’s cake and eat it too. By drawing on the distinction between 

explanation and understanding, one can protect the humanity of patients from the ‘clinical 

gaze’ of biomedical approaches (Marcum 2008, p.397), while also asserting that the 

humanity of patients is within the scope of medical science. One does so by identifying the 

‘humanity’ of patients with their psychosocial aspects, and then claiming that there is a 

special scientific methodology just for those aspects, one apparently free of the harmful 

tendencies of the methodologies contained within biomedicine. 

As I have already argued, such an approach is doomed to fail if it draws on the distinction 

between explanation and understanding. More generally, I think that the way in which the 

distinction between explanation and understanding fails – by the seamless interaction of 

biological and psychological aspects of an individual, in the world and in explanations of 

their condition – suggests that no such approach will work. This does not, however, render 

the crisis of care intractable. Instead, it reveals a flaw in the framing of many humanizing 

approaches to medicine and psychiatry. 

I have three main disagreements with Marcum’s framing. The first two disagreements have 

been discussed in depth elsewhere. As Ferry-Danini (2018; 2019) argues, Marcum’s 

framing, and the framing of many other humanizing and phenomenological approaches to 

medicine, rely on a strawman caricature of biomedical approaches (not to mention 

mechanistic explanation, naturalism, and monism). It is the use of this strawman which 

enables them to make a compelling case that biomedicine cannot and should not deal with 

the psychosocial aspects of an individual. As she (ibid.) also argues, the focus on the doctor-

patient relationship offers an individualistic solution to the crisis of care, an institutional 

and social problem – the individual doctor thereby ends up being criticized for failing to 

fully understand all aspects of the patient in front of them, where in fact it might be better 

to ease the burden on doctors by, for example, increasing funding for (and perhaps respect 

for the expertise of) social workers, psychologists, and community carers. 

The final disagreement is that even if one buys into the individualistic framing, and into the 

view that biomedical approaches in fact neglect psychosocial aspects of individuals, 

metaphysical and epistemological dualisms are entirely the wrong response. Ferry-Danini 

(2019) highlights a tension within phenomenological approaches to medicine. On the one 
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hand, many are explicitly anti-dualist. In fact, they sometimes accuse biomedical 

approaches of a Cartesian dualism. According to such accusations, biomedicine implicitly 

buys into the Cartesian view of the world as divided into material mechanisms which can 

be studied by science, and mental phenomena which are beyond the scope of science. On 

the other hand, ‘a dualistic type of approach remains tangible in their writings’ (ibid., p.13). 

Although metaphysically monist, many proponents of the phenomenological approach 

adopt a methodological dualism which aligns with the mind-body distinction. 

The point here is that methodological dualism is incorrect even if biomedical approaches 

are guilty of a certain kind of Cartesian dualism, buying into Descartes’ divide, but then 

focussing their attention solely on one side of it. If biomedical approaches have an 

unwarranted suspicion of the phenomena we count as ‘mental’, the solution is to criticize 

this unwarranted suspicion, and to call for the incorporation of psychosocial factors into 

biomedical approaches. Claiming that we need a radically different (albeit still scientific) 

methodology for the other side of Descartes’ divide only affirms that biomedical 

approaches were, in a sense, correct to be suspicious of the mental. 

These methodological, metaphysical, and epistemological dualisms, offered as solutions to 

some iteration of the mind-body problem, succeed only in reproducing the mind-body 

problem. We should accept neither the division of the world into mental and nonmental, 

nor the division of our view of the world into mental and nonmental. We should also not 

adopt a general attitude of suspicion to all the things supposedly on the ‘mental’ side of the 

divide, as biomedical approaches may or may not be guilty of doing.  

Instead, the burden of proof should be on the person who claims that there is any mind-

body problem, at least any such problem relevant to psychiatric practice – after all, it seems 

that best practice in psychiatry has circumvented the problem fairly successfully in many 

areas. We should instead view ‘mental’ states as just more of the furniture of the world with 

no special status – we should adopt a naïve naturalism about the mental (Hornsby 1980; 

1997; see also Ferry-Danini 2019). We should deny that ‘mental’ states are suspicious or 

special – that there is any need to identify them with other things, to raise general questions 

about how they interact nonmental things, or to insist that they must be considered in 

isolation from other things and with their own special methodology. In this sense, I believe 
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that any supposed ‘mind-body problem’ in psychiatry is one which should be dissolved 

rather than solved.63 

6.6. Psychiatry without a mind-body problem 
Overall, I think that it is a mistake to try to apply the distinction between explanation and 

understanding to psychiatry. The way Jaspers applied it came with a methodological edict, 

that information about underlying brain systems could not be used to enhance our 

empathetic understanding of psychiatric patients. If this edict had been adhered to, we 

would never have come to our current level of understanding of psychiatric patients. 

Furthermore, none of the justifications for applying the distinction in social science 

generalize to psychiatry. 

Nevertheless, applying the distinction still appears to exert an appeal over theorists of 

psychiatry. I have proposed that the appeal of the distinction stems primarily from the 

belief that we can treat the mental and the nonmental as epistemologically or 

methodologically independent, perhaps as a way of trying to trying to remain neutral on a 

perceived mind-body problem, perhaps as a way of resisting the aspirations of biomedical 

approaches. This belief is, I have argued, mistaken: the process by which we can make 

sense of delusions demonstrates that there is no such independence.  

None of what I have said, however, is intended to suggest that phenomenological 

approaches to psychiatry have nothing to offer: we should not give up, for example, on 

listening to patient’s reports of their experience, on carefully reflecting on the perspicuity of 

psychiatric language (eg, Sass et al. 2017; Sass 2014), on the vision of a psychiatry which 

better appreciates the peculiarities and humanity of individual patients, or on seeing how 

philosophy can help respond to the crisis of care. I claim simply that the distinction 

between explanation and understanding should form no part of that project, and nor 

should any other distinction parasitic on the mind/body distinction. We can achieve a 

more humane psychiatry that better accounts for the psychosocial aspects of patients by 

denying and dissolving the mind-body problem, not by offering psychiatry a special 

epistemology of mind and a special epistemology of matter. 

 
63 Although see Rorty’s (1967) discussion what this distinction amounts to. 
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Chapter 7: Social cognition and the mind 

7.1. Construct-formation using the mind? 
As I said at the beginning of the previous chapter, my aim from here onwards is to 

consider some slightly less obvious roles that might plausibly be assigned to the concepts 

mind and mental in order more broadly to consider their potential value. Among the most 

obvious of these is what might be called ‘construct-formation’: the formation and 

characterization of the constructs and posits of science. This is one of the major roles that 

a concept can play within science, alongside demarcating its subject-matter, marking out 

classes that warrant certain methods or explanatory schemes, and formulating 

empirical/observational generalizations (a role in which I am yet to see mind or mental; for 

further discussion of the roles of concepts within science, see Spencer, 2016).  

The most significant construct in recent years explicitly characterized in relation to the 

mind and the mental is the construct theory of mind. However, as I will argue in the 

following, theory of mind suffers from exactly the sort of problems that might be expected 

given the preceding discussions. I will argue that it is ambiguous, therefore enabling 

conflations and equivocations, and illicitly linked to certain cultural obsessions (see also 

§2.2.4), therefore carrying inappropriate connotations. This mix of ambiguity and links to 

broader cultural preoccupations is dangerous for the groups the construct is used to 

discuss. 

7.2. The many meanings of theory of mind64 

7.2.1. Many meanings 

The term ‘theory of mind’, used interchangeably with ‘mindreading’ and ‘mentalizing’ 

which were introduced as synonyms to ‘theory of mind’, was originally defined as the ability 

to attribute mental states to oneself and others, in the paper Does the chimpanzee have a theory of mind? 

(Premack & Woodruff, 1978). The first ‘cognitive’ version of the social theory of autism 

(which largely supplanted previous sensory theories of autism; Robertson & Baron-Cohen, 

2017) was put forward in Baron-Cohen, Leslie, and Frith’s (1985) paper, Does the autistic 

child have a theory of mind? which picked up the term, proposing that a theory of mind deficit 

 
64 §7.2 and 7.3 share significant material with Gough (2022c). 
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was core to autism, and recalled the title of Premack and Woodruff’s paper (see also Happé 

& Frith, 2020).  

More recently, many researchers in animal psychology have come to use ‘theory of mind’ as 

a ‘generic label … covering a wide range of processes of social cognition’ (Tomasello, Call, 

& Hare, 2003b, p.239; see also Tomasello, Call, & Hare, 2003a). On this construal, 

different animals have different theory of mind abilities – for Tomasello, Call, and Hare 

claim that chimpanzees can understand seeing, but not believing. Other animal psychology 

researchers, for example, Povinelli & Vonk, (2003) define theory of mind as an ‘all-or-

nothing’ capacity, either present or absent in any given species, that involves ‘an attributed 

experience’ represented in a ‘non-behavioural code’ that cannot be reduced to 

representations of abstract classes of observables, such as ‘abstracted spatio-temporal 

invariances’ (p.157) or abstract classes of behaviour (Penn & Povinelli, 2007). 

In autism research, the idea that a deficit in theory of mind is the ‘core deficit’ of autism 

has been abandoned by many researchers. Sometimes it is abandoned in favour of theories 

that emphasise that autism is an umbrella term describing a kind of syndrome not a specific 

aetiology or specific set of symptoms. Sometimes it is abandoned in favour of domain-

general theories. These domain-general theories often have a more sensory flavour. They 

often work on the idea that autism involves an inability to sort signal from noise, thereby 

impairing gestalt perception, perhaps including the perception of mental states. For 

example, there is a Bayesian theory according to which autism is some kind of 

overweighting of sensory input over top-down expectations (eg, Karvelis, Seitz, Lawrie, & 

Seriès, 2018). 

However, the idea that impaired theory of mind is the core characteristic symptom of 

autism has not been widely abandoned. The claim that autism is a deficit in theory of mind 

is now offered by many as a characterization of rather than a hypothesis about autism. For 

example, Gernsbacher & Yergeau, found that  

over 75% … of the top 500 articles indexed by Google Scholar (for “theory of 

mind” and “autism”) simply assert that autistic people lack a theory of mind rather 

than provide original data to buttress the claim. (2019, p.103) 

An uncharitable interpretation of this practice of asserting that autistic people lack a theory 

of mind without evidence is that people are asserting a highly contentious hypothesis about 

autism entirely without justification. A more charitable interpretation is that they are 
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offering a characterization of autism, which they take to be merely descriptive and largely 

uncontentious. This gives us perhaps the most significant meaning of ‘theory of mind’ in 

autism research – the general sort of social ability thought to be impaired or atypical in 

autism. It is worth noting that the cluster of social abilities atypical in autism includes 

various abilities to do with the attribution of features not generally considered ‘mental’, for 

example, social rank recognition (Ogawa, Iriguchi, Lee, Yoshikawa, & Goto, 2019). 

Some articles, however, talk not of an impaired or atypical theory of mind, but of a lacking 

theory of mind – an idea also implied by terms like ‘mindblindness’ (for review see 

Gernsbacher & Yergeau, 2019; Gernsbacher, 2018). When talking of autistic people as 

lacking a ‘theory of mind’, the term can mean one of at least two things. A common (but 

unjustified, and clearly false – see §7.3.1) claim is that autistic people are entirely unable to 

understand the minds of others (and perhaps themselves) – unable to ‘imagine what others 

are thinking, or even that they are thinking’ (Soper & Murray, 2012, p.125); such claims are 

generally confined to popular books, textbooks, and encyclopaedias in psychology, and 

rarely made in research papers. In this first case, the ‘theory of mind’ supposed to be 

lacking is simply the ability to understand minds.  

Another common way to flesh out the claim that autistic people lack a theory of mind, 

which is less obviously false although still unjustified (again see Gernsbacher and Yergeau 

2019), is that autistic people lack certain basic mechanisms that embody some basic 

understanding of mental states, develop along clearly defined tracks, and whose presence in 

neurotypical humans enables them to effortlessly develop a full suite of abilities for 

understanding minds (eg, Bloom & German, 2000). In this second case, ‘theory of mind’ 

refers to this set of basic mechanisms. 

Many uses of ‘theory of mind’ in autism research refer to a construct developed primarily 

in some other specialism. The term ‘theory of mind’ has also been adopted by 

psychometrics, developmental psychology, and neuroscience. In developmental 

psychology, the term can be used to name a body of conceptual knowledge (eg, Wellman & 

Liu, 2004; see Apperly, 2012). This notion of ‘theory of mind’ cannot be identified with any 

of the previous notions, but it has important relations to several – for example, it is 

thought to underlie the ability to make explicit attributions of mental states, and thought to 

develop as a result of the operation of the basic mechanisms that enable social 

development. In developmental psychology, ‘theory of mind’ is also used to refer to a 

multi-component system defined in terms of multiple developmental milestones and 
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responsible for a wide domain including the detection of intentionality and goal-directed 

behaviour (Bermúdez, 2020).  

Use of the term is perhaps messiest in psychometrics, where even excluding single-task 

measures, there is no single kind of mental state attribution or ability assessed in even close 

to a majority of ‘theory of mind’ measures (Beaudoin, Leblanc, Gagner, & Beauchamp, 

2020), and where some even question whether ‘theory of mind tasks’ can legitimately be 

described as measuring mental state attributions (Quesque & Rossetti, 2020). Worse still, 

many of these measures and tasks fail to converge with one another, and to predict 

behaviours and abilities in the domain of pretheoretic interest such as prosocial behaviour, 

empathy, and everyday social skills (Gernsbacher, 2018).  

One could take one of at least three stances on this state of affairs. The first option, 

introducing no new meaning of ‘theory of mind’, is that ‘theory of mind’ measures are an 

attempt to measure one of the other preexisting notions of theory of mind, and that they 

do so with widely varying quality. The second option, likewise introducing no new meaning 

of ‘theory of mind’, is that ‘theory of mind’ measures as a whole fail to measure anything – 

that they represent a failed attempt to find or define a psychometrically valid construct. The 

last option, introducing vastly more meanings of ‘theory of mind’, is that ‘theory of mind’ 

in each case refers to whatever each ‘theory of mind’ measure actually measures, and that 

this varies measure to measure. There are other options, but most represent a combination 

of these three strategies (eg, holding that some ‘theory of mind’ measures fail to measure 

anything, while others measure something specific to that measure, and some cluster of 

measures serve as good measure of some preexisting notion of theory of mind). My aim 

here is not to take a stand on the status of potential psychometric conceptions of ‘theory of 

mind’, since there are enough other meanings of the term to show that it has multiple 

meanings. 

In neuroscience, the ‘theory of mind mechanism’ is a group of neurones in the right 

temporoparietal junction (rTPJ) thought to be responsible for the explicit attribution of 

certain complex intentional states like beliefs and thoughts (Saxe, 2009, 2010; Saxe & 

Kanwisher, 2003; Saxe & Powell, 2006; Scholz, Triantafyllou, Whitfield-Gabrieli, Brown, & 

Saxe, 2009) – but not the attribution of pain or emotion (Kosakowski & Saxe, 2018; Saxe 

& Powell, 2006). It is worth noting that some think that the rTPJ, including this group of 

neurones, is responsible for gestalt perception and attentional gating, tying in nicely to 

domain-general theories of autism (Bloechle et al., 2018; Huberle & Karnath, 2012; Rennig, 
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Bilalic, Huberle, Karnath, & Himmelbach, 2013; Schuwerk, Schurz, Muller, Rupprecht, & 

Sommer, 2017). The ‘theory of mind network’ is a loose collection of brain regions 

responsible for a variety of ‘theory of mind’ tasks, including most of the so-called ‘social 

brain’ thought to underlie social cognition (Baron-Cohen, 2009; Sara M Schaafsma, Donald 

W. Pfaff, Robert P. Spunt, & Ralph Adolphs, 2015). In each case, ‘theory of mind’ can be 

taken to refer either to the underlying neural system (for the ‘theory of mind mechanism’, 

the group of neurones in the rTPJ), or to refer to the function of that neural system (in this 

case, explicit attribution of certain complex intentional states). For the ‘theory of mind 

network’, specifying its function is difficult – the collection of brain regions is individuated 

by the fact it is involved in several theory of mind tasks, but as discussed above, the nature 

of these tasks and what they measure is extremely difficult to specify. 

There are, therefore, many meanings of ‘theory of mind’. Setting aside the problem of 

‘theory of mind’ measures, the term ‘theory of mind’ can be used to mean, at least, two 

neural systems, their functions, a multicomponent system responsible for (inter alia) the 

detection of intentionality and goal-directed behaviour, a body of conceptual knowledge 

that enables the explicit attribution of mental states, the possession of any understanding of 

minds whatsoever, the basic mechanisms involved in the development of neurotypical 

adult mental state attributions, the cluster of social abilities thought to be impaired or 

atypical in autism, the ability to explicitly attribute of mental states where this is irreducible 

to the ability to recognize abstract classes of observables, and a generic label for whatever 

abilities to understand whatever mental states a given species has.  

7.2.2. Many legitimate meanings? An objection and reply 

Objection: Not all uses of ‘theory of mind’ are equally legitimate; most simply represent lazy misuses of the 

term. To have a theory of mind is to be able to attribute mental states to oneself and others – any definitions 

other than this are simply not legitimate. Therefore, the apparent ambiguity of ‘theory of mind’ merely stems 

from people lazily misusing the term.  

Reply: Even if one sticks to the core definition of ‘theory of mind’ as the ability to attribute 

mental states to oneself and others, it still admits of multiple meanings, because it admits of 

different precise definitions in different contexts. There are many debatable aspects of this 

definition, but the most relevant here is of course the idea of a ‘mental state’. There are 

several defensible views of mental states that are plausibly compatible enough with 

ordinary language not to count as revisionary – that is to say, ‘mental state’ may be 
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sufficiently imprecise that many more precise definitions remain admissible as explications 

of the understanding implicit in our everyday use of the term.  

Some view mental states as a directly observable, gestalt feature of individuals, some as 

dispositions, and others as inner unobservables (Gallagher, 2008; Gallagher & Zahavi, 

2007; Matthews, 2007, 2011; Penn, Holyoak, & Povinelli, 2008; Penn & Povinelli, 2007). 

Some view mentality as primarily a matter of intentionality, others as primarily a matter of 

consciousness (eg, Crane, 1998; Searle, 1992). There are disagreements over which mental 

states are paradigmatic – eg, while some treat propositional attitudes as paradigmatic (P. M. 

Churchland, 1981), others deny that these are mental at all (Baysan, 2022). It may therefore 

be that both mental state terms (like ‘belief’) and the phrase ‘mental states’ admit of 

different precise definitions. These different conceptions of mental states may entail 

different criteria for when a system counts as ‘attributing mental states’, further adding to 

the possible range of meanings. 

In the same vein, different animals and age groups appear to have different ‘repertoires’ of 

mental states that they can attribute. By some definitions of ‘theory of mind’, one only has 

a theory of mind if one can attribute certain core mental states. By others, one has a ‘theory 

of mind’ if one can attribute any mental states. There is no reason to think it illegitimate to 

insist that to have a ‘theory of mind’, one must be able to attribute all mental states, or at 

least all the mental states humans can generally attribute. Overall, then, the core definition 

of ‘theory of mind’ can still admit of different definitions that vary along several 

dimensions. 

7.3. The harms of theory of mind 

7.3.1 Unscientific harms 

These are far from the only scientific meanings that the term has taken on. Of course, that 

is not a problem in itself – especially since the term is largely recognized as an umbrella 

term, or shorthand, in at least animal psychology and autism research. Bermúdez, (2020, 

p.335) describes the term ‘mindreading’ as ‘a very general label for the skills and abilities 

that allow us to make sense of other people and coordinate our behaviour with theirs’. 

Although ‘theory of mind’, ‘mindreading’, and ‘mentalizing’ have taken on many subtly 

distinct meanings, and although there is no reliable measure associated with most uses of 

the terms, they are in this regard not obviously problematic. There are very few examples 
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of serious scientific errors based on equivocation between these meanings – which is not to 

say there are no plausible cases of such errors (see §7.3.2). 

However, in terms of the reception and marketing of theories of ‘theory of mind’, there are 

some very serious errors based on equivocation between these meanings. The central error 

is the lumping together of autistic people, especially autistic children, and nonhuman 

animals as lacking a ‘theory of mind’, where theory of mind is seen as ‘one of the 

quintessential abilities that makes us human’ (Baron-Cohen, 2000b, p.169), rendering 

autistic people as ‘biologically set apart from the rest of humanity in lacking the basic 

machinery’ (Baron-Cohen, 2009, p.73).  

This view filters out into the broader psychological literature. For example, Bloom (2004, 

p.ix) opens his preface by observing that  

Sex with dead animals is disgusting. Someone slipping on a banana peel can be 

wildly funny. Killing babies is wrong. 

He then claims that 

There are people who lack these basic notions, such as psychopaths who commit 

horrific acts without the slightest twinge of conscience, or severely autistic children, 

who have no understanding that other people have thoughts and emotions. 

Seemingly implying that because severely autistic children struggle to identify the emotions 

of others and to keep track of others’ thoughts and beliefs, they are therefore on a par with 

psychopaths in having no sense that it might be disgusting to have sex with an animal 

corpse, or wrong to murder a baby. Bloom opens with these examples to introduce the 

point of the book – the idea that human mindreading makes us special, and accounts for 

much of our culture, morality, and religion. As he puts it in the next sentence 

But these unusual cases just prove the rule that notions such as morality, humor, 

art, and personal identity are aspects of the normal human condition. 

It is hard to understand the basis for these claims, but even harder to see how it could be 

considered justified without relying on some kind of conflation – perhaps jumping from 

the idea that autism involves an impairment in theory of mind, to the idea that severe 

childhood autism involves a complete insensitivity to anything remotely ‘mental’ or mind-

dependent. 
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In a clear sense, such claims are only rarely part of the scientific study of autistic people or 

animals – they generally play no serious role in the conclusions or argument. Instead, they 

form part of a ‘marketing strategy’, a ‘hook’ for drawing in readers and presumably funding. 

It is also based on a clear equivocation. While animals’ purported lack of theory of mind 

turns on their purported over-reliance on low-level cues, and inability to explicitly attribute 

such states (eg, Heyes, 2014; Penn & Povinelli, 2007), the precise opposite is true for 

autistic people. Autistic people are claimed to be too reliant on explicit, perhaps 

linguistically-mediated attribution of mental states and impaired in their ability to tune into 

and easily make use of low-level cues (eg, Gernsbacher & Yergeau, 2019). Even supposing 

that both theories are correct, the ‘theory of mind’ lacked by animals and the ‘theory of 

mind’ lacked by autistic people are simply not the same thing. 

Part of the trouble is that the terms ‘theory of mind’ and ‘mindreading’ have taken on a 

great deal of ethical significance, given the role they have taken on in contemporary 

theories of personhood. Dennett (1976), whose 1978 commentary on Premack and 

Woodruff’s paper had a major influence on the direction of research, helping cement the 

false-belief paradigm, directly links the ability to attribute mental states to reason, 

reflectiveness, decision-making, and personhood. More recently, Lurz (2011, p.4-5) claims 

‘that of the attributes that define personhood, mindreading is the most central.’  

Baron-Cohen (2000a, p.266) treats autistic people as some sort of morality tale about the 

significance of theory of mind. He claims that ‘autism is a clear illustration of what human 

life would be like if one lacked a theory of mind’. He envisages this as a world in which 

humans see each other as grotesque, terrifying ‘bags of skin … stuffed into pieces of cloth’, 

‘noisy skin-bags’ with ‘no way of explaining … or predicting’ each other (Alison Gopnik, 

who is not autistic, as quoted in Baron-Cohen 1995, p.4-5). 

This dehumanization is stigmatizing in itself, but it is not the only way in which conveying 

autism as a ‘theory of mind’ deficit has proven stigmatizing (eg, Gernsbacher & Yergeau, 

2019; Yergeau & Huebner, 2017). For example, conveying autism this way is frequently 

linked to a strategy for dismissing the opinions of autistic people on autism – if an autistic 

individual demonstrates a significant level of introspection, it is claimed that they must not 

really be autistic (Yergeau & Huebner, 2017), and so their personal account of autism can 

be dismissed. Even Oliver Sacks, upon first reading Temple Grandin’s autobiographical 

account of her life and experience with autism, Emergence: Labeled Autistic (1996),  
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could not help being suspicious of it: the autistic mind, it was supposed at the time, 

was incapable of self-understanding and understanding others and therefore of 

authentic introspection and retrospection (Sacks, 2012, p.241). 

This common belief at the time, that autistic people lack the ability to introspect, was 

rendered plausible by the messiness of the term ‘theory of mind’. There are at least two 

senses of ‘theory of mind’ at play here, worth reintroducing. The first is ‘theory of mind’ as 

the ability to attribute mental states to oneself or others. The second is ‘theory of mind’ as 

the basic mechanisms that normally support the development of this ability in neurotypical 

humans. Arguably, the research literature when Sacks was writing offered some support for 

the claim that autistic people were impaired in the first, and some support that they lacked 

the second. Even so, because autistic children apparently struggled on false-belief tasks in a 

way not accounted for by general cognitive impairment, many came to believe that autistic 

people were entirely unable to introspect. It is hard, perhaps impossible, to see how people 

en masse could have acquired this harmful, false belief without the construct theory of mind to 

facilitate the inference from extremely specific developmental evidence, to an ostensibly 

absurd conclusion about autistic people.65 

The above situation represents a nonscientific harm, resulting from a nonscientific 

equivocation, in turn resulting from nonscientific factors, including prior normative views, 

the social context of research, and the nonscientific significance of ‘theory of mind’. The 

term ‘theory of mind’ builds bridges between the study of the differences between autistic 

people and neurotypical humans, the differences between humans and nonhuman animals, 

and theorizing about the conditions of personhood. This interfaces very poorly with the 

fact that autistic people are a highly stigmatized group, and that dehumanization is an 

important mechanism for stigma. The equivocation seemingly results in part from a prior 

willingness to take a dehumanizing view of autistic people. It is worth stressing here that 

this equivocation does more than merely reflect preexisting harms. Certainly, the 

equivocation may be caused in part by prior social attitudes towards autistic people. 

Nevertheless, the equivocation may further cement these attitudes by lending them 

spurious scientific legitimacy. This equivocation is nonscientific in that, rather than 

 
65 To his credit, Sacks’ response to this situation was to meet with Temple Grandin, to write about her in a 
careful and empathetic manner, and to encourage others to read her autobiography. When his view of autism 
was challenged by a first-person account of autism, he changed his view of autism. However, as Yergeau and 
Huebner (2017) show, this has been far from a universal response to such accounts of autism. Many 
researchers have doubled down, dismissing such accounts of autism as showing that their authors are not 
really autistic 
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primarily being a matter of miscommunication between scientists in their roles as scientists, 

the issue is that the term misleads important groups of nonscientists, such as policymakers 

and the public. 

7.3.2. Scientific harms, unscientific causes 

It is not only nonscientific equivocations and harms that result from these nonscientific 

factors – such factors can also increase the risk of scientific equivocations. One of the few 

plausible significant cases of a scientific equivocation based on ‘theory of mind’ results 

from the nonscientific significance of ‘theory of mind’. In the debate over theory of mind 

in nonhuman animals, two senses of ‘theory of mind’ appear to be conflated regularly. This 

appears to be a result of a particular sort of theorizing about human specialness, which 

goes beyond a scientific concern. 

Those who hold that there are nonhuman animals that have a ‘theory of mind’ tend to take 

a relatively ‘deflationary’ view of theory of mind. According to this more deflationary view, 

the attribution of mental states is manifest in sensitivity to equivalence classes best defined 

in relation to mental state terms, and not definable in relation to any particular observable – 

this meaning of ‘theory of mind’ is not mentioned in §7.2.1, but is associated with the view 

of theory of mind as a generic label for certain social abilities of whatever given species.66 

Conversely, those who hold that nonhuman animals lack, or have not been shown to have, 

a ‘theory of mind’ tend to use a more ‘inflationary’ definition. According to this definition, 

the attribution of mental states requires the explicit internal representation of mental states 

qua mental states (Burge, 2018; Heyes, 2014; Lurz, 2011).  

The more deflationary definition of ‘theory of mind’ is arguably the default – some of its 

opponents seem to acknowledge it as such (eg, Heyes, 2015). Its opponents’ definition, 

however, is not obviously illegitimate (although it is linked to some possibly intractable 

methodological problems; see Halina, 2015; cf. Burge, 2018). What is illegitimate, however, 

is using one legitimate sense of ‘theory of mind’ to object to claims made using another 

legitimate sense of ‘theory of mind’.  

It is plausible that this goes on in many discussions of the ‘logical problem’ (eg, Penn & 

Povinelli, 2007; Povinelli, 2004; Povinelli & Vonk, 2003, 2004). The logical problem is used 

as an objection to all previous evidence of theory of mind in nonhuman animals. It is 

 
66 This definition was developed by Whiten (1996; 2001), foreshadowed by Gómez (1991), and endorsed by, 
eg, Hare et al. (2000) and Halina (2015). 
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claimed that no previous experimental paradigms are exacting enough to distinguish theory 

of mind from ‘behaviour reading’. For example, if it is found that chimpanzees track and 

respond appropriately to other chimpanzees’ gaze direction, it is claimed that this cannot 

prove that they attribute vision. According to this objection, they could just be inferring 

directly from gaze to behaviour, without explicitly representing vision as mediating between 

their conspecific’s gaze and behaviour. 

This objection relies on the more inflationary sense of ‘theory of mind’ (Halina, 2015). The 

reason for this is that the deflationary definition of ‘theory of mind’ entails that theory of 

mind grades into behaviour-reading, and that to be capable of sufficiently smart behaviour 

reading just is to have a theory of mind (Whiten, 1996). To demonstrate the presence of 

‘theory of mind’ in this more deflationary sense, it is neither possible nor necessary to rule 

out behaviour reading. 

However, the logical problem is used as an objection to conclusions pitched in terms of the 

more deflationary sense of ‘theory of mind’. If both are legitimate, as I think that they are, 

then these kinds of objections cannot work. Moreover, with notable exceptions (eg, Heyes, 

2015), those who make use of the inflationary sense, and object to claims made using 

deflationary sense, do not pitch their arguments as to do with the meaning of ‘theory of 

mind’. They appear to end up talking across previous researchers, based on an equivocation 

between different senses of ‘theory of mind’. 

Why does this occur? It appears to be partly a matter of the nonscientific significance of 

‘theory of mind’ (Gough, 2022a). A key factor is the ethical significance of ‘theory of mind’ 

in theories of personhood, discussed above. Another factor is the widespread use of 

psychological theorizing to support theorizing about what makes human beings special, 

ethically, culturally, and psychologically (Sorabji, 1993) The role of ‘theory of mind’ in such 

ethically-loaded theorizing lends it normative connotations that different researchers may 

want ‘on their side’ (Gallie, 1955). Part of the motivation for putting forward the logical 

problem and objecting to previous research is that it casts nonhuman animals as 

inappropriately similar to humans, in eyes of those who offer the objection (eg, Caporeal & 

Heyes, 1997; Heyes, 2014, 2015; Penn et al., 2008; Povinelli, 2004; Povinelli & Vonk, 2003). 

Compare the example of ‘vision’. ‘Vision’ has been applied to systems as different to 

humans as individual bacteria (eg, Nilsson & Colley, 2016; Schuergers et al., 2016). Such 

claims generate comparatively little controversy: vision is not widely seen as a particularly 

ethically significant capacity; it has not been widely held to be unique to humans. 
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The ethical significance of ‘theory of mind’, and the increased motivation to defend 

theories of human specialness, are not entirely a matter of a term’s use within science. 

However, it appears that the use of the logical problem as an objection is, in many cases, an 

instance of obstructive equivocation, and researchers talking across one another. As such, 

the term’s nonscientific roles appear also to be relevant to the risk of miscommunication 

within science.  

7.4. The case for elimination67 
All of this points towards eliminating the notion of theory of mind: towards avoiding use of 

the concept, and denying the existence of the associated theoretical posit. However, to 

weight between elimination and the alternatives, it is also important to consider both the 

benefits of retaining the term, and other possible ways of avoiding these problems.  

One might think that there are excellent reasons for retaining ‘theory of mind’ and its 

cognates. One anonymous reviewer on an earlier version of this chapter suggests that the 

term is helpful in clinical settings – in explaining to autistic people and their relatives why 

they may feel that they have particular social differences or difficulties. The reviewer 

suggests that, while only a provisional and general label for an as-yet-incompletely-

understood cluster of social characteristics associated with autism, this label is extremely 

helpful.  

The question is whether there are concepts that might perform the same function but 

without the same risk of stigmatizing conflations. There are several promising frameworks, 

which are also potentially more enlightening. It is worth acknowledging that these 

frameworks are not definitely correct – but they are no worse off in this regard than the 

‘mindblindness’ approach. One such framework understands sensory and social 

characteristics of autism as stemming from reduced attentional gating, leading to reduced 

Gestalt perceptual processing (for a predictive processing perspective, see Karvelis et al., 

2018). This fits with autistic people’s reduced susceptibility to various kinds of illusion (see 

Walter, Dassonville, & Bochslet, 2009; for further discussion see Gori, Molteni, & Facoetti, 

2016), and in this way accounts for at least some findings in the ‘theory of mind’ approach 

(eg, Abell, Happé, & Frith, 2000). Interestingly, attentional gating and Gestalt perception 

involves the same approximate region of the rTPJ as is supposedly the basis of belief-

attribution (Bloechle et al., 2018; Huberle & Karnath, 2012; Rennig et al., 2013; Schuwerk 

 
67 This section shares significant material with Gough (2021a) 
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et al., 2017). This framework serves well for explaining differences in what might be called 

‘strategic social cognition’ (Jack & Robbins, 2012; Robbins & Jack, 2006) – social cognition 

geared towards enabling people to deftly navigate the social world (at least the neurotypical 

social world; Yergeau & Huebner, 2017). This includes not only attribution of the more 

‘cognitive’ mental states, such as beliefs and thoughts, but also features like social roles and 

social status (eg, Ogawa et al., 2019). 

Another helpful body of theory, prima facie compatible with and complementary to the first, 

centres on ‘interoception’ (the monitoring of the viscera, and perhaps other bodily 

systems). Impaired interoception is thought by some to explain many features of autism, 

and at least as significantly, to point towards interventions that reduce key forms of anxiety 

and distress associated with autism (eg, Garfinkel, Mclanachan, & Critchley, 2017). It also 

provides a potentially more fruitful framework for understanding other social 

characteristics of autism. Autistic people generally exhibit reduced performance in 

identifying the emotions of others according to some studies (Garfinkel et al. 2016) – a fact 

that may initially seem aptly captured by talking about impaired ‘theory of mind’. However, 

compared with relevant controls, autistic people have a heightened sympathetic physiological 

response to the emotions of others (Garfinkel et al., 2016). According to Garfinkel and 

collaborators, reduced emotion-attribution is associated with impaired interoception, which 

means that it is harder to make use of one’s own sympathetic physiological response in 

emotion-attribution. This body of theory seems more geared towards explaining 

differences in ‘instinctive empathy’, a part of what might be called ‘moral social cognition’ 

(again see Jack & Robbins, 2012; Robbins & Jack, 2006), which is in some ways heightened 

in autism, even though it appears to play a reduced roles in supporting strategic social 

cognition compared with neurotypical people due to interoceptive difficulties. 

Both bodies of theory explain differences in social abilities and development in terms of 

perceptual differences that are not specifically social, without calling on ‘theory of mind’. 

As provisional models for giving people a grasp on their condition, these frameworks have 

several advantages. They link social symptoms with sensory symptoms, which are also 

highly significant to autism as a condition as a historical diagnosis (Robertson & Baron-

Cohen, 2017). They acknowledge the social difficulties that some autistic people face 

without overemphasising or reifying them. Finally, and perhaps most relevantly, they avoid 

drawing a comparison between (autistic) humans and animals as part of the explanation of 

autism. 
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The final point in favour of retaining the term ‘theory of mind’ and its cognates is that use 

of the concept has, as a matter of fact, inspired a large range of interlinked, fruitful, and 

high-quality psychological and psychiatric research. Here, it is important to stress that 

eliminativism about the term/concept does not entail, or even point towards, a wholesale 

rejection of this body of research. It is instead the claim that that research could and should 

be more aptly phrased and framed, using different terms and concepts instead of ‘theory of 

mind’ (although there can be no one-to-one replacement on pain of reproducing the 

problem, and any replacement must be many-to-one).  

To call for eliminativism is to call for a rephrasing and reframing of this body of research, 

not to call for a rejection of it. This requires alternative terms and concepts for discussing 

findings and research. I am keen not to downplay the difficulty of finding and adopting 

replacement terms, and especially of doing so without reproducing the problems. Even so, 

two things are worth stressing. First, it seems that a deliberate, effortful reframing is needed 

even if ‘theory of mind’ and its cognates are retained, as demonstrated by several previous 

attempts to systematically relate, or put forward a program for systematically relating, 

different conceptions of theory of mind within or across different areas (eg, Apperly, 2012; 

Beaudoin et al., 2020; Bermúdez, 2020; S. M. Schaafsma, D. W. Pfaff, R. P. Spunt, & R. 

Adolphs, 2015).  

Secondly, there are many promising potential replacement concepts. There are many 

coarse-grained concepts in social psychology, many more venerable than ‘theory of mind’, 

well placed to replace the concept in its role in bridging between areas of research: ‘social 

cognition’, ‘person perception’, and more. At a finer grain, likewise, there seem to be many 

less troublesome and more precise terms than ‘theory of mind’, many stemming from the 

extant literature – ‘belief attribution’, ‘intentionality detection’, ‘perspective taking’, 

‘cognitive empathy’, ‘pain attribution’, and more. Given the difficulties retaining the 

concept, and the promising avenues for replacing it in its various key roles, it seems as if 

‘theory of mind’ comes with special problems, but without special advantages – suggesting 

that we should be rid of the concept. 

7.5. Social cognition without theory of mind 
Theory of mind has come to serve as a stigmatizing concept, with enough ambiguity and 

enough links to theories of human specialness to serve as a way of misconstruing and 

further dehumanizing autistic people. This is a bad situation, and ought to be fixed. This 
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reflects on my overall questions about the mind and its nature in at least two ways. First, it 

gives us further reason to doubt the usefulness of the concept of mind: another area where 

it looked like the concept was helping, but in fact it was getting in the way. Secondly, just as 

the concept of mind appears to conflate several importantly distinct concepts, including the 

psychological, cognitive, and psychiatric, so too the concept of theory of mind appears to 

conflate many importantly distinct capacities within social cognition, with distinct 

mechanistic bases, breakdown patterns, functions, and so on. In both cases, the concept 

appears to get in the way of a more precise, more fine-grained, and more helpful 

understanding of human beings and their make-up. 
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Chapter 8: The no-mind thesis 

8.1. Cleaning up 
The concept of mind appears to defy clear characterization. My argument in the preceding 

chapters suggests, I hope, that the concept of mind does not have a single, clear 

characterization or referent. Its use is too inconsistent across different areas, the areas in 

which it is used talk about sufficiently different things, and its use in any given area is 

heavily shaped by its connotations and links to other areas.  

This, alone, is not a problem, or even much of a reason to worry, since it is a widespread 

feature of our concepts. However, it opens up the concept to an assessment in terms of its 

general utility. I have examined the concept by looking at the ways it is tied to various areas 

of practical import. I have argued that each of these ties places different, incompatible 

requirements on the concept, and that currently the concept of mind seems ill-suited to the 

roles assigned to it. 

I think that the concept of mind is unfit for purpose, and that there is no good way to ‘fix’ 

the concept. My position is that we should take very seriously the possibility that we need 

to get rid of the concept — the no-mind thesis. However, there are at least two other 

options that I need to dismiss. These options are not mutually exclusive, but my arguments 

against each are largely self-contained, so I will address them largely separately. 

The first is ‘pluralism’. In Chapter 1, I raised the possibility that examining the concept of 

mind in its use across different areas might explain why the concept defies characterization. 

A committed conceptual pluralist reading the preceding chapters might see my discussion 

as just that: an explanation of why the concept of mind defies characterization. Such a 

pluralist might see the variability of precise meanings across contexts associated with the 

concept of mind as a feature, rather than a bug — as more beneficial than it is harmful or 

misleading. 

The second is ‘revision’. This is the view that the way we use the terms ‘mind’ and ‘mental’ 

ought to be changed somewhat, without rejecting their use completely. This might mean 

choosing an overarching definition for the concept, where any use that does not conform 

to that definition is rejected as illicit, or combined with pluralism, it might mean choosing 

new context-relative definitions for some of the different areas where the terms ‘mind’ and 

‘mental’ are used. 
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I will explain why I do not believe that pluralism or revision is tenable for ‘mind’ and 

‘mental’ below. After doing so, I will consider one final further issue: the metaphysical 

claims entailed by my position. In particular, there is a very widely-held view in philosophy 

that there is some strong link between rejecting a concept wholesale, and rejecting the 

existence of the purported referent of that concept. For example, according to this view, if 

there is some flaw that warrants rejecting the concept chair, it is in some way strongly linked 

to the claim that there is no such thing as a chair. If this is right, and all my other 

arguments go through, it seems to me that there is no such thing as a mind, and nothing is 

mental — even though we think, believe, desire, are agents, are conscious, and so on. 

8.2. Many minds 
Conceptual pluralism, one of several burgeoning forms of pluralism in contemporary 

philosophy of science, is (inter alia) the position that some kinds of variability of meaning 

and reference across different contexts are in fact desirable features of concepts. Pluralism 

about the concept of mind can be associated with revision, but it need not be. My 

argument in §8.3 against revision also targets revisionary versions of pluralism, and so in 

this section I will focus on nonrevisionary versions. Nonrevisionary pluralism about the 

mind is the position that the current way that the meanings of the terms ‘mind’ and ‘mental’ 

vary across contexts is legitimate and desirable. 

Pluralism, especially nonrevisionary pluralism, is untenable in the case of mind and mental. 

First, it seems unmotivated. Pluralism is often defended by reference to its desirable 

communicative (and thence epistemic) consequences (Haueis, 2021a, 2021b; Neto, 2020; 

§3.2.4; 4.2; 7.4; see also Mitchell, 2002). This, in turn, is supposed to bring many epistemic 

benefits. In the case of mind, however, there is little evidence of such desirable 

communicative consequences, at least that I have found, as we have seen across the 

preceding chapters.  

Even so, one might think that the relationship between psychology, cognitive science, and 

psychiatry is sufficiently close that it is appropriate to characterize them all as to do with 

the ‘mind’, as in some sense concerned with the ‘same thing’, and as especially relevant to 

one another. This relationship, one might think, makes it a good idea to encourage 

integration and communication by use of the concept of mind.  

However, using ‘mind’ to highlight the relevance of psychiatry, psychology, and cognitive 

science to one another comes with a cost. This approach obscures the relevance of other 
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areas, and casts some irrelevant areas as relevant. It obscures the relevance of certain areas 

of biology that adopt an approach that is in large part ‘cognitive’, such as computational 

systems biology, and others that study systems also in the remit of psychology and 

cognitive science, such as immunology. Conversely, the terms ‘mind’ and ‘mental’ have 

been indispensable in harmfully linking psychology, psychiatry, and cognitive science to 

irrelevant and unhelpful bodies of theory and areas of dispute (see especially §4.4.2; 5.5). 

This problem becomes fatal because ‘mind’ and ‘mental’ are not required for or best-suited 

to the bridging roles that do need to be played between ostensibly mind-related disciplines. 

Such roles are generally played by lower-level, more precise categories and concepts. For 

example, consider the particularly productive interdisciplinary integration of cognitive 

science, psychology, psychiatry, and philosophy of mind that centres on the notions of belief 

and delusion (eg, Bortolotti, 2009; Coltheart, 2007; Coltheart, Langdon, & McKay, 2011; 

Davies & Egan, 2013; Dibitonto, 2014; Fulford & Thornton, 2016). This integration relies 

not on the idea that everyone in the area is talking about the mind or the mental, but on the 

idea that they are talking about delusions, which many hold are a form of belief. This more 

fine-grained focus is a better model for interdisciplinary integration and interaction than a 

coarse-grained focus on the mind.68 For example, the focus on belief has facilitated the 

involvement of other relevant areas of philosophy – in particular, epistemology (see 

especially Bortolotti, 2020).  

I know of one apparently successful case69 where a higher-level category, closer to the 

abstractness of mind and mental, has been successfully used to bridge between psychology, 

psychiatry, and cognitive science (not to mention biology, and various topics in medicine).70 

However, this category is more high-level than mind and mental, and subsumes it entirely. The 

free-energy principle, discussed in brief in earlier chapters (especially Chapter 3), is an 

account of living systems; it understands living systems as actively self-sustaining systems, 

and accounts for ‘mental’ activities as part of this broader system of living, self-maintaining 

 
68 This is, of course, not to deny that other ‘mental’ states than belief are relevant to the study of delusions – 
but in as much as they are, it is either because it is proposed that delusions are that kind of mental state, rather 
than belief (eg, Dibitonto, 2014), or because that kind of state is thought to be relevant to the formation of 
delusional beliefs (again see Bortolotti 2020). 
69 The autopoietic and enactivist frameworks deserve mention here too, but the versions of each offered as 
accounts of all mental phenomena are amenable to arguments very similar to that offered below, and if 
anything are more explicit than the FEP in treating the ‘mental’ as no more than part of some broader 
category (see Villalobos & Palacios, 2021). 
70 The success and nature of this account are both highly disputed. See especially Andrews 2021; Raja, Valluri, 
Baggs, Chemero, & Anderson, 2021. See also Litwin & Miłkowski, 2020. 
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activity.  The free-energy principle is currently the most promising candidate in the race to 

offer an overarching account of all mental phenomena. It does so, however, by subsuming 

mental activity into a larger category, and accounting for it alongside allostasis and 

homeostasis.  

I believe that this supports my view, introduced in §2.2.4, that the concept of mind is an 

unstable compromise between stable lower-level notions (such as thought, the pre-Cartesian 

mens and nous) and stable higher-level notions (such as life, the pre-Cartesian anima and 

psyche), trying to capture ‘just enough’ to serve as a plausible immortal soul just for humans. 

Interestingly, these pre-Cartesian concepts are close to free-energy theoretic proposals for 

the domain of cognitive science (Corcoran et al., 2020; M. Sims & Kiverstein, 2021), partly 

reflecting a view that concept of mind is too unstable for this role (Keijzer, 2021). Worse 

still, I have throughout presented evidence of undesirable communicative and epistemic 

consequences — misunderstandings of the stakes of cognitive science, inappropriate 

connotations and misunderstandings of psychology, stigmatization of psychiatric disorder, 

and illicit methodological edicts for psychiatry. 

8.3. New minds 
Nonrevisionary pluralism about mind and mental solves none of the problems identified 

along the way, and appears to lack any supporting argument. This leaves revisionary 

options, both pluralist and nonpluralist (or ‘monist’). The distinction between pluralist and 

monist options here is not particularly significant, because my argument targets the 

feasibility of revision itself. In particular, I will argue from some experimental philosophy 

evidence that revision is untenable because it appears that proposed revisionary definitions 

of ‘mind’ and ‘mental’ are incorporated into highly loosely-defined and broad concepts of 

the mind and the mental, layering on top of one another in a confusing morass rather than 

replacing prior definitions (see especially Lakoff 1987, ch.5). 

As philosophical views, analyses, and revisions of the mind and the mental proliferate, the 

public respond in ways that are far from ideal. In historical linguistics, there is a 

phenomenon called grammaticalization, whereby content terms gradually become 

functional terms along fairly predictable tracks. This process does not, however, proceed by 

old variants quickly supplanting or replacing new ones, but instead by a process of 

‘layering’ – as new variants appear, they rarely supplant or replace the old ones, rather they 
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coexist with them, and the total number of extant variants increases (Hopper & Traugott, 

2003).  

A similar phenomenon appears to occur with views of the mind and the mental. Unlike in 

the case of grammaticalization, it results in harmful confusions and conflations among the 

public. Valtonen et al. (2021) argue that ‘the folk’ reconcile a widespread belief in some 

form of dualism, with a widespread belief that according to ‘science’, the brain is 

responsible for all mental activity by treating mental phenomena almost as epiphenomenal 

– by viewing them as highly susceptible to overwhelming influence from the brain, but 

unable to influence the brain. They call this belief ‘neurodualism’, a mish-mash of dualism 

and neurocentric materialism. This position, it seems, inappropriately impacts judgements 

of guilt and innocence by reason of insanity. Neurological evidence is overweighted in such 

judgements, often in inappropriate and unobvious ways (C. H. Allen et al., 2019; Gurley & 

Marcus, 2008; cf. Schweitzer et al., 2011). 

The problem is that while many theorists may be careful about defining ‘mind’ and ‘mental’ 

where they use the terms, and while many other theorists may be careful about paying 

attention to these definitions, the public may well not be – especially when they only hear 

the conclusions or reports of ‘consensus’ without careful definition. The solution, it seems 

to me, is to start with less ambiguous terms, to mitigate the proliferation of definitions and 

the potential for misunderstandings of this sort. 

There is another major issue for revisionism in the case of mind and mental: in as much as 

the concepts are purported to be beneficial, this appears to rely on their having a well-

known, nonrevisionary, ‘folk’ meaning. It is this that is meant to give them their easy 

comprehensibility by nonexperts, and their potential role in marking a pretheoretically 

interesting domain (Ramsey, 2017). Adopting a revisionary concept of mind undercuts this, 

the main motivation for making use of the concept in the first place in the kinds of 

contexts I have considered. 

There is another problem for revisionism. Here, the distinction between monist and 

pluralist approaches matters. If revisionism is to be pluralist, it suffers from a problem of 

motivation: there appear currently to be no major communicative benefits to the terms 

‘mind’ and ‘mental’, especially given the greater significance of lower-level categories and 

concepts (§8.1), and so it is unclear why a pluralist approach is warranted in the first place.  
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Conversely, if revisionism is to be monist, there is no principled way of choosing among 

the many, many candidate-meanings. This is especially a problem because these different 

candidate-meanings are each associated with a different area. If one of philosophy’s or 

psychology’s definitions were to be privileged, and used to define the terms ‘mind’ and 

‘mental’, then the term would no longer work in the roles assigned to it by other 

disciplines. That is not necessarily a problem, although it would involve going most of the 

way towards eliminativism regardless, but it strikes me as unlikely that these other 

disciplines would not only give up on the term, but also accept the continued legitimacy of 

philosophy or psychology’s use of the term. Instead, it seems to me, meanings would 

continue to proliferate. 

8.4. No minds 
It is, of course, far from obvious that elimination is all that much more feasible than 

revision. Nevertheless, I believe that elimination is the best of these options. Unlike 

nonrevisionary pluralism, it at least offers a solution to the problems I have identified. 

Unlike revisionary positions, it does not try to tinker with the unwieldy conceptual mess of 

mind and mental, but instead tries to transition away from this mess by adopting newer or 

more specific concepts. None of these replacement-concepts is offered as a one-to-one 

replacement for the concept of mind, nor as taking over all the roles of the concept. 

Instead, each is offered as taking over a specific set of roles of the concept of mind, and as 

better-suited to whatever roles it takes over. 

I call this position ‘the no-mind thesis.’ The no-mind thesis claims that the concepts mind 

and mental ought to be abandoned in favour of a collection of more suitable concepts better 

suited to the various roles currently assigned to the concept of mind — better suited, for 

example, to referring to the subject-matter of cognitive science, describing the subject-

matter of psychiatry, or talking about the many systems, processes, and capacities that 

social cognition comprises. 

I have focussed throughout on the kinds of communicative failures often used to motivate 

eliminativism (eg, H. Taylor & Vickers, 2017). However, I do not intend here to maintain 

this focus, nor to offer further support for the apparent inaptness of the concept of mind. 

Instead, my aim is to further clarify the no-mind thesis, discuss its potential status as a form 

of ‘eliminativism’, and flesh out its ontological and metaphysical entailments. I will shortly 

consider a series of objections to the claim that the no-mind thesis is a form of 
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eliminativism, where following Ramsey ‘eliminativism’ is understood not as the claim that 

some concept should be eliminated, but instead as the claim that something we once 

believed to exist does not in fact exist (Ramsey, 2021). 

It is best to begin with a point of fairly widespread methodological agreement. According 

to this piece of methodological near-consensus, it is ceteris paribus legitimate to infer from 

the utility of a concept in existentially-committing contexts to the existence of its referent,71 

and from the disutility of a concept in such contexts to the nonexistence of its referent. 

This view, although widespread, has been supported in many different ways. It represents a 

convergence among several schools of Anglo-American philosophy, including what Glock 

(2003) labels the ‘logical pragmatist’ tradition inaugurated by Quine (eg, 1948; see also, 

Lewis, 1983, 1986) the tradition of linguistic philosophy associated with the ‘Oxford 

school’ (eg, Austin, 1979a, 1979b; see the collection in Rorty, 1992, and especially 

Hampshire, 1990 [1948]), and Peirce’s (1878) view of what makes for a ‘true’ category.72 

There are at least two key dimensions of disagreement among those who hold this view. 

The first is whether the inference from (dis)utility to (non)existence is based on an 

evidential (eg, Psillos, 1999; Sider, 2009) or constitutive (eg, Chang, 2017) link between 

concept-utility and referent-existence. According to the latter, constitutive view, what it 

means to say that something does or does not exist is generally just that we ought or ought 

not to make continued use of the concept (eg, Hampshire, 1990). Conversely, according to 

the evidentialist view, the (dis)utility of our concepts is our best evidence (and perhaps our 

only evidence) about whether a term is a successfully referring term, or a case of reference-

failure. Which side is correct on this first issue does not directly affect my argument, 

because my argument here requires the validity of the inference, not a theory of the basis of 

its validity (for scepticism about the amount at stake between the two positions, see A. I. 

Fine, 1984; Rorty, 1967). 

The second dimension is which factors are excluded by the ceteris paribus clause, that is, 

which kinds of utility or disutility can license this kind of inference. If, for example, it is 

possible to draw a line around strictly ‘scientific’ concerns and factors (but cf. §7.3.2), then 

 
71 Again, see especially Quine, 1950 p.228. 
72 The view also accords with some philosophical schools on ‘the continent’, including logical positivism’s 
vision of philosophy (Carnap, 2005), and perhaps some parts of the phenomenological tradition (Dummett, 
1993). In contemporary philosophy, it is associated with ‘conceptual engineering’ (eg, Burgess, 2020; 
Cappelen, 2018; Sawyer, 2018, forthcoming; Thomasson, 2016, 2020), practical-turn philosophy of science 
(eg, Chang, 2016, 2017; Dupré, 1993; H. Taylor & Vickers, 2017), and work on social construction and social 
critique (eg, Haslanger, 1995, 1999, 2000, 2012, 2015). 
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it might seem a plausible position that only scientific utility or disutility can form the basis 

of the inference. Variation along this dimension will be the basis of the first objection that I 

consider to my offering the no-mind thesis as a form of eliminativism. I will then consider 

three further objections: one which targets the inference from disutility to nonexistence; 

one which claims that the ostensible absurdity of the nonexistence claim is grounds to 

reject the no-mind thesis; and one which claims that even if the nonexistence claim is 

warranted, it is nevertheless misleading because it makes use of the concept that I have 

argued regularly leads to miscommunication and misunderstanding. 

8.4.1. When are all other things equal? 

Some, although not all, of the cases of confusion and miscommunication I have discussed 

in the preceding chapters have a distinctly ‘pragmatic’ flavour to them. One common 

reaction to my overall argument is to deny that such factors are ontologically relevant, 

claiming that they are instead merely ‘pragmatic’ factors with no direct relevance to 

whether terms and concepts should be retained. According to this objection, the preceding 

chapters serve only to document interference by irrelevant pragmatic factors — all other 

things are not equal, the ceteris paribus clause is not met. 

The first part of my response to this objection is to stress that such ‘pragmatic’ factors do 

not alone suffice for the kind of confusion and miscommunication that we see in the case of 

mind and mental. Such pragmatic factors are only able to make an impact when areas of 

discourse are sufficiently confused in the first place. Consider, for example, the idea that 

psychiatric illnesses are imaginary because they are ‘mental’. There are many factors that go 

into the popular uptake of this idea. One is that particular psychiatric illnesses are often 

poorly understood, and often individually stigmatized. Another is that people have certain 

biases and stereotypes about those that psychiatry treats.  

However, another factor is that overarching theories and metaphysical pictures of the 

‘mind’ and the ‘mental’ are widely taken as legitimate bases for grand prescriptions for 

psychiatry, a problem both because there is no obvious reason that they should be the basis 

of such prescriptions (see especially §5; 6.5.2), and because such prescriptions are 

frequently confused, relevant at best to a subset of psychiatric disorders (§5.3), and based 

on views of the ‘mind’ justified at best in an entirely different context (eg, §5.5). Even if 

public or nonexpert ‘misunderstandings’ of the terms ‘mind’ and ‘mental’ can be blamed 

for the specific content of many of these misunderstandings and miscommunications, the 

fact that these misunderstandings and miscommunications occurred at all is explained in 
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large part by confusions specifically tied to the concepts mind and mental even as they are 

used by experts. 

The second part of my response is that, as I have indicated above, I am sceptical about the 

possibility of considering only ‘nonpragmatic’ factors, because such factors and ‘pragmatic’ 

factors consistently reciprocally interact with one another. Consider again theory of mind, as 

discussed in Chapter 7. As I argued there, the nonscientific, nonexpert significance of the 

term leads to some of the most pernicious confusions within the science, while scientific 

uses of the term are in large part significant for the fact that it has such nonscientific 

significance in the first place. Considering only nonpragmatic factors therefore seems 

extremely difficult and methodologically unpromising.73 

Finally, if I may once more appeal to a near-consensus, the direct ontological relevance of 

potentially surprising or counter-intuitive ‘pragmatic’ factors is increasingly widely 

acknowledged across contemporary philosophy. This is perhaps most associated with the 

movement often known as ‘conceptual engineering’, where ostensibly counterintuitive links 

between pragmatic or metalinguistic claims and ontological claims are regularly endorsed 

(eg, Burgess, 2020; Cappelen, 2018; Greenough, 2020; Thomasson, 2020). As such, I 

believe that when seeking ontologically-relevant factors, we have to cast the net wide.74 

However, even if I am wrong, I believe that my arguments in previous chapters largely 

survive the use of a less wide net: confusions central to the concepts mind and mental have 

been vital in enabling those more ‘pragmatic’ factors I have considered to have their 

impact. 

 

 
73 It is worth highlighting how this second point relates to another form of dissent to inferring (non)existence 
from (dis)utility: some have resisted the ‘semantic ascent’ that leads to talking about terms, concepts, and 
reference in the first place, preferring to stay object-level (see Devitt, 2009; Stich, 1996). This was partly 
motivated by the apparent underdetermination by scientific factors of the elimination/retention of many 
scientific concepts. I suspect some of their examples of ‘underdetermined’ eliminations were just 
straightforwardly illicit eliminations at the time (Chang, 2012). Moreover, I believe that the appearance of 
underdetermination was bolstered by setting aside many relevant concerns – scientific concerns to do with 
how terms’ and concepts’ meanings vary across contexts (eg, Haueis, 2021b; H. Taylor & Vickers, 2017), and 
nonscientific concerns that nevertheless shape the interpretation, goals, and practice of science and scientists 
(Gough, 2022c), that can settle the question. 
74 I cautiously indicated in footnote 1 that ‘using concept P’ and ‘believing in P’ might be roughly equivalent. If 
so, it is perhaps also possible that my thesis that surprising factors turn out to be ontologically relevant is 
related to debates over the norms of belief, and the range of kinds of factor to which beliefs ought to be 
sensitive (eg, Chignell, 2016). 
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8.4.2. Eliminativism vs dissolution 

Ramsey (2021) argues that many instances of what he calls ‘kind-dissolution’ are 

inappropriately treated as instances of ‘eliminativism’. What Ramsey would call ‘kind-

dissolution’ has previously been called, among other things, ‘scientific eliminativism’ 

(Machery, 2009), ‘discourse eliminativism’ (Sprevak & Irvine, 2020), ‘term eliminativism’ 

(H. Taylor & Vickers, 2017), ‘linguistic eliminativism’ (Cowie, 2009), ‘it’s a mess 

eliminativism’ (Cowie, 2009), and ‘category elimination’ (Ramsey, 2019). As examples, 

Ramsey offers the position adopted with respect to emotion by Griffiths (1997), to pain by 

Hardcastle (2000), to mental illness by Murphy and Stich (1999), to concept by Machery (2009), 

and to consciousness by Irvine (2012). Ramsey especially focusses on Machery’s position 

regarding concepts. 

According to Ramsey, despite many of these positions being offered as forms of 

eliminativism, none of them is. The reason for this is that according to Ramsey, instances 

of kind-dissolution are unlike genuine instances of eliminativism in that they do not deny 

the existence of something that we previously thought existed. Ramsey offers two main 

examples of genuine eliminativism. The first is eliminative materialism, understood as being 

essentially the position ‘that some presumed mental state, entity, process or capacity that 

was once thought to exist does not’ (2021, p.11711; see also P. M. Churchland, 1981, 1993; 

Ramsey, Stich, & Garon, 1990; Stich, 1983). The second example, mentioned alongside 

‘celestial spheres’, ‘aether’, ‘black bile’, and ‘caloric fluid’ (Ramsey 2021, p.11709, 11711, 

11723), is ‘demons’. Demons and the rest are examples of theoretical posits in early 

scientific theory where the term and posit were abandoned in an ‘ontologically radical’ (as 

opposed to ontologically conservative) theory change (Savitt, 1975; Stich, 1996). 

It should be easy to see how an objection could be formed to the no-mind thesis, offered 

as a form of eliminativism, based on Ramsey’s position. According to this objection, the 

no-mind thesis is not a form of eliminativism, but merely a form of dissolutionism. Below, I 

will grant for the sake of argument that Ramsey is correct that dissolutionism is not a form 

of eliminativism, and correct in his construal of those positions he counts as forms of 

dissolutionism. 

This is an important objection to consider because it speaks directly to the form of my 

argument and the nature of my position. I do not believe that the no-mind thesis is a form 

of dissolutionism, although it has features of both eliminativism and dissolutionism (a 



159 
 

possibility that Ramsey acknowledges, treating dissolutionism and eliminativism as two 

extremes on a scale of ontological conservatism-radicalism).  

8.4.2.1. Ramsey vs consensus 

Before I consider the details of Ramsey’s distinction, I need to consider one substantive 

point of methodological disagreement between us. Ramsey (2021) claims that for a genuine 

eliminativist, ‘normative claims about what should happen in [science] are motivated by 

these ontological views and discoveries’ and not the other way around (p.11711). The 

‘other way round’, Ramsey believes, represents a fallacious inference: being unfit for 

scientific theorizing cannot motivate rejection of a concept, because there patently exist 

many things that ‘should nevertheless not be part of a serious scientific taxonomy’ such as 

toothpaste, mud, and shrubs (ibid.). In general, Ramsey’s article disavows the point of 

general methodological agreement I mentioned earlier: that the utility and disutility of terms 

and concepts are our best evidence for and against the existence of the associated posits. 

However, I believe that his argument fails. 

Ramsey claims that scientific disutility of a concept cannot entail the nonexistence of the 

posit because we acknowledge the existence of many things not discussed by science. This 

is a poor argument that misunderstands the broader context. Metaontological views that 

prioritize scientific or other ‘serious’ contexts, and thereby exclude the existence of many 

ordinary objects like chairs, weeds, and mud, do so deliberately, in the search for a 

parsimonious and scientifically informed ‘inventory’ of reality (eg, Van Inwagen, 1990). I 

personally have no sympathy with such views. However, to object to such views based on 

the existence of ordinary nonscientific objects is to beg the question against them.  

Worse still, generally speaking, the difference between views that prioritize a parsimonious 

scientific ontology over an ontology plausible from an everyday perspective is not whether 

they justify their posits based on their utility, but precisely on whether they privilege scientific 

contexts75 as the arena for judging utility. There are many views that base their ontology on 

the utility or disutility of terms and concepts, but which rigorously reject an over-

privileging of scientific contexts (eg, Dupré, 1993; Thomasson, 2014, 2016). In other 

words, Ramsey uses his rejection of a view that privileges scientific contexts as a 

justification for rejecting a principle shared by both those that privilege scientific contexts, 

and those that do not. 

 
75 Commonly causal-explanatory scientific contexts. 
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8.4.2.2. Is the no-mind thesis dissolutionism? 

Ramsey sets up more apparent contrasts between kind-dissolution and genuine 

eliminativism than I have space to address.76 I will focus on two apparent contrasts drawn 

by Ramsey: the methodology associated with the dissolutionist position (to which he 

objects), and a quasi-semantic contrast between the referential properties of terms that are fit 

for elimination and those that are fit for dissolution. Several of these are based on the 

above contrast between ‘pragmatic’ and ‘normative’ concerns on the one hand, and 

‘ontological’ concerns on the other. I have already explained why I do not find this contrast 

convincing, and so will not address it further here. 

The quasi-semantic contrasts are most easily understood by examining some of Ramsey’s 

examples. Ramsey understands dissolutionism as the position that a term’s fate should be 

akin to that of ‘celestial body’ (p.11710). According to Ramsey, the concept of a celestial 

body is not widely used because it has proven to be nonprojectible (ie, it supports few 

interesting empirical/inductive generalizations) and reducible to a disjunction of other 

categories (ie, celestial bodies turn out really just to be stars or planets or whatever else). 

Because of this, according to Ramsey, there are celestial bodies but it turns out to be more 

useful in scientific contexts to talk about kinds of celestial body that are projectible than 

about celestial bodies themselves.  

Conversely, according to Ramsey, we stopped talking about demons simply because there 

are none. Eliminativism is roughly the position that some posit ‘does not exist, in much the 

same sense in which demons and celestial spheres do not exist’ (Ramsey 2021, p.11711; emphasis 

added). According to Ramsey, the term ‘demon’ is ‘empty – it has no referent’ and ‘doesn’t 

refer to anything real’ (2021, p.11711). We stop talking about demons because ‘there are no 

demons, only epileptic seizures’. Conversely, we should stop talking about, eg, concepts if 

Machery is correct that they are ‘just’ ‘prototypes, exemplars, and theories’ (p.11717) – a 

dissolution. Finally, Ramsey suggests that there are token-concepts (eg, the prototype I 

associate with a particular term) and token-celestial bodies (eg, the Earth), even if they 

 
76 Among the most significant is the above-mentioned contrast between ontological conservatism and ontological 
radicalism in theory change. This turns on the level of ‘mismatch’ between the ‘old posit’ and ‘new explanatory 
picture’ (Ramsey 2021, p.11719; see also p.11710). This is hard to bring to bear because he leaves the notions 
ambiguous: in places, he implies that this mismatch is between the ‘commonsense notion’ and the 
explanatory picture, in others, between scientific theories. The no-mind thesis is arguably ontologically conservative 
with respect to most contemporary scientific theories of relevant phenomena, but I believe ontologically radical 
with respect to the commonsense notion. The issue is complicated by the impact that the commonsense 
notion has on scientific theories and their interpretation and vice versa. 
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should be retyped (ie, categorized differently) in scientific taxonomies. He claims that demon 

is a genuine case of eliminativism because of the reason it was abandoned: there are simply 

no token-demons to be (re)categorized. 

Ramsey’s quasi-semantic characterization of the distinction between eliminativism and 

dissolution is hard to bring to bear because it is insensitive to relevant semantic 

distinctions. First, it is insensitive to the distinction between the referent of an utterance (or 

instance/token) of a term, and the referent of that term in general (ie, the referent of the 

term-type; see Grice, 1957, 1975). This means that the appeal to reference confuses more 

than it clarifies. For example, while the term ‘demonic possession’ presumably does not in 

general refer to anything, an utterance of ‘demonic possession’ may nevertheless be used 

successfully to refer.77 Presumably when the dominant theory of epileptic seizures was as 

cases of demonic possession, the term ‘demonic possession’ was regularly used to refer 

successfully to epileptic seizures – consider, eg, ‘somebody help, my friend is at risk of 

injury due to demonic possession!’ Unless this means that epileptic seizures are token-

demonic possessions, the referential success of utterances of a term does not prove that the 

term overall is a successful referring term. 

It is also insensitive to the distinction between the overall extension of a term and its 

extension in context. It therefore only easily applies to concepts that have a stable extension 

across contexts. As Ramsey construes it, Machery’s argument is that the extension of 

‘concept’ is a disjunctive category, cross-cut by several projectible categories. Compare 

contemporary views of species-terms and the term ‘species.’ The idea is not that, eg, 

‘human’ has a stable extension that is disjunctive. Rather, it is that the term refers to one of 

several projectible categories and explanatory features depending on context: to say that all 

of these are ‘token-species’ is false by any of the operative contextual definitions of ‘species.’ 

To put the issue differently, any term whose meaning varies across contexts can be 

assigned standing and contextual meanings (see Falkum & Vicente, 2015; Vicente, 2018). If 

dissolutionism is supposed to be the claim that (relevant) contextual meanings are 

heterogeneous, then it speaks to an entirely different issue than the no-mind thesis. My 

suspicion is that some contextual meanings of ‘mind’ and ‘mental’ are heterogeneous, that 

some are not, and that very little turns on the issue either way. Conversely, if dissolutionism 

is the claim that the standing meaning is heterogeneous, then it is not true of mind and mental 

 
77 Likewise, people frequently succeed in referring to cognition, intentionality, agency, patienthood, the self, 
and many other things by using the terms ‘mind’ and ‘mental’. 
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since their standing meanings are not the sort of thing that can be heterogeneous or 

homogeneous: heterogeneity and homogeneity are features of the extensions of terms (ie, 

pluralities/sets of entities), and the standing meaning of ‘mind’ and ‘mental’ is not and cannot 

be assigned an extension. 

It is absurd to understand the standing meanings of mind and mental as ‘inclusive’ 

extensions, that include all the candidate meanings considered in previous chapters. There 

is no use of the term ‘mind’ according to which my consciousness, my intentional features, 

my cognitive features, my psychological features, and so on are all ‘token-minds’.  

Moreover, this extension would not work in any of the contexts considered in previous 

chapters, and it certainly does not therefore provide an overarching meaning that works in 

all of them. Assigning ‘mind’ with this extension makes some statements that seem prima 

facie obviously false come out as true, for example, that I have more than one mind. The 

focus of my argument, the way mind and mental vary in meaning across contexts, is excluded 

from the outset by Ramsey’s framing of the contrast between eliminativism and 

dissolutionism.78 

It is helpful here to return to celestial body as a contrast. Like mind and mental, celestial body is 

not assigned an explanatory role in science. In the case of celestial body, this is because it is 

heterogeneous and not projectible (in this regard, it is like jade, an example familiar to many 

philosophers; Goodman, 1946, 1983). However, as many philosophers of science appear to 

forget, not all scientific concepts are explanatory concepts (Spencer, 2016). The term ‘celestial 

body’ is well-defined and has a stable extension. This appears to be enough to save its 

utility in taxonomic roles, where it is called upon in definitions of other astronomical 

 
78 It is important to stress that this consideration – the variation in meaning across contexts – is relevant 
according to many different metasemantic positions, and so not easily dismissed. On a Gricean theory, it may 
be a denial that there is a way to derive a nonempty ‘conventional’ meaning different speakers’ uses of the 
terms. Many positions – those that identify concepts/meanings with a cognitive role, social role, or social 
practice (eg, Greenberg & Harman, 2006, Brandom, 1994, Haueis & Slaby, 2022) – are able to count this 
variation as part of the concept, and so part of how it may succeed or fail. On a causal-historical theory, this 
variation may suggest that the terms have not been ‘dubbed’ in a way that connects them appropriately to a 
referent (Devitt, 1981, especially pp.138-152). On a charitable-interpretation theory (Davidson, 1973), it may 
suggest that the most charitable interpretation of uses of ‘mind’ and ‘mental’ is to treat them as ambiguous 
with often-conflated meanings. The conclusion may be similar on a reference-magnetism theory (Lewis, 
1983), where this variation may suggest that they are roughly equally ‘attracted’ by many different ‘joint-
carving’ referents. A descriptivist might perhaps cast my position as denying that there is a description 
associated with mind and mental that meets relevant standards (eg, context-invariant, non-disjunctive, non-
circular, and nonempty), and as claiming that if there is a description associated with the concepts that is, eg, 
context-sensitive or disjunctive, then it is not one that we should have a concept for because it is so 
unhelpful. 
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categories and procedures for nomenclature and identification (eg, Task Group on 

Astronomical Designations from IAU Commission 5, 2008). By contrast, mind and mental 

demand different definitions, and take different extensions, in different contexts. This, 

combined with their often-inappropriate connotations and links to other areas, may well be 

the reason that they are so ill-suited to the taxonomic roles that they are nevertheless 

assigned. 

Having dismissed the quasi-semantic contrasts, let us consider Ramsey’s proposed 

methodological contrasts. One that is interesting to note is that Ramsey claims that 

dissolutionism, unlike eliminativism, has pluralism as its main opponent. Even if 

dissolutionism were distinct from eliminativism in the way Ramsey claims, and even though 

pluralism is likely the no-mind thesis’ main opponent, this would primarily reflect a 

historical contingency. The cause is the rising importance of pluralism in the philosophy of 

science, including but not limited to conceptual pluralism, and where ‘conceptual pluralism’ 

covers a multitude of sins from embracing heterogeneous categories, to embracing terms 

with multiple meanings, to embracing different characterizations of or generalizations 

about the same concept in different contexts. 

The largest methodological contrast posited by Ramsey is that eliminativism is based on the 

argument that ‘there is a sufficiently large mismatch between the old commonsense notion 

… and the explanatory posits presented by the scientific picture’ to deny the existence of 

the posit associated with the old commonsense notion (2021, p.11719; p.11724). 

Conversely, a dissolutionist relies on the claim that the entities that fall under the concept 

are too heterogeneous to be appropriately grouped together, according to Ramsey. 

This has the same problems considered above – the overarching meaning of ‘mind’ and 

‘mental’ is not the sort of thing that could be heterogeneous. It is also an inaccurate 

characterization of eliminativism. It is compatible with Ramsey’s own work, but unable to 

account for other early work on eliminativism that was at least as influential (eg, P. M. 

Churchland, 1981, 1993; Stich, 1996). Moreover, it represents an untenable methodological 

basis for eliminativism. The eliminativist argument as Ramsey presents it turns on our 

ability to identify analytic or conceptual truths about widely-disputed and variably-used 

terms and concepts. I endorse the currently-widespread scepticism of our ability to identify 

such truths (eg, Elbourne, 2011). The problem is well-illustrated by the analyses of ‘belief’ 

in the literature at odds with Ramsey’s own and not amenable to his arguments (eg, 
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Matthews, 1994, 2007, 2011, Schwitzgebel, 2002, and Myers-Schulz & Schwitzgebel, 2013; 

contrast Ramsey et al., 1990). 

Nor is my argument akin to the dissolutionist argument. Ramsey (2019) offers an objection 

to dissolutionism based on this construal of the argument. There, he argues that  

most [dissolutionist] arguments either explicitly or tacitly make claims about the 

requirements of proper scientific categorization that are highly contentious in the 

philosophy of science. 

He ostensibly implies that among these claims is the at-best-controversial view that 

the highly disjunctive nature of a commonsense notion is sufficient justification for 

dropping it [from scientific taxonomies]. 

It is worth stressing, however, that Ramsey rightly qualifies this by admitting that 

authors like Griffiths and Machery present very sophisticated arguments involving 

specific details about the categories in question. 

I raise Ramsey’s objection to dissolutionism to once more emphasise that it does not apply 

to the no-mind thesis: I have not argued or assumed that heterogeneity is sufficient for 

dropping a category, and I do not believe that this is the case. 

Instead, I have argued that the terms ‘mind’ and ‘mental’ are unhelpful, confused, and 

lacking a stable referent or extension. In part because they appear to be assigned very few 

explanatory roles in science and medicine, I have been careful to consider nonexplanatory 

and noninductive roles throughout. I have therefore avoided overemphasising 

homogeneity, projectability, and other apparent indicators of ‘naturalness’ (see Spencer, 

2016; §6.1; 7.1).79 My argument does not rely on contentious claims about the requirements 

of scientific taxonomy, but on the critical assessment of various positive proposals about 

where the concepts mind and mental might be helpful in such taxonomies, and of the roles 

actually assigned to the concepts. 

8.4.3. The patent falsity objection and the hypocrisy objection 

The no-mind thesis claims that we should abandon the concepts mind and mental because 

they are systematically confused and unhelpful in the areas that we would expect them to 

 
79 Indeed, much of the confusion in the debate over the subject-matter of cognition stems from the 
assumption held by many in the debate that cognition and cognitive need to be explanatory terms that are 
homogeneous, projectible, or natural in order to be scientifically legitimate. 
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be most helpful. If the general methodological principle laid out above is correct, the no-

mind thesis entails that there is no such thing as a mind and nothing is mental. Indeed, I 

just spent §8.4.1 and §8.4.2 defending the idea that the no-mind thesis in fact does entail 

these claims, rather than being a claim of merely pragmatic import, or being better 

understood as a dissolutionist position. 

I call these nonexistence (or more formally, ‘negative existential’) claims ‘the nonexistent-

mind thesis’: where the no-mind thesis is more directly to do with the disuse of the terms 

‘mind’ and ‘mental’ and concepts mind and mental, the nonexistent-mind thesis is more 

directly to do with the nonexistence of mental phenomena and minds.  

The patent falsity objection is that it is patently false that there are no minds and nothing is 

mental. Beliefs are clearly mental, and most human beings clearly have minds, according to 

this objection. According to this objection, the nonexistent-mind thesis is so patently false 

that it either is not entailed by the no-mind thesis, or it serves as a reductio ad absurdum on 

the no-mind thesis.80 

The hypocrisy objection is very different to the patent falsity objection. According to the 

hypocrisy objection, the no-mind thesis is hypocritical, because it simultaneously entails 

that the nonexistent-mind thesis is true and entails that it is illicit to assert the nonexistent-

mind thesis. The no-mind thesis plausibly entails that it is illicit to assert the nonexistent-

mind thesis because the no-mind thesis asserts, effectively, that it is not legitimate to use the 

concepts mind and mental. Of course, the no-mind thesis refers to the concepts mind and 

mental, but it mentions them rather than using them — that is, although it refers to the 

concepts, it does not use the concepts to refer to anything other than the concepts 

themselves (Quine, 1940, pp.23-25). Conversely, it is plausible that the nonexistent-mind 

thesis uses the concepts.  

I raise these two objections together because I believe that conceding the hypocrisy 

objection answers the patent falsity objection. Conceding the hypocrisy objection is no 

great cost to the no-mind thesis: although the objection may identify a tension for a 

supporter of the no-mind thesis, it does not identify any contradiction, since neither the no-

mind thesis nor the nonexistent-mind thesis entails that it is legitimate to assert the 

nonexistent-mind thesis. 

 
80 I owe the outlines of this objection to Sarah Sawyer. 
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Even setting aside these issues around the use-mention distinction, the no-mind thesis is 

justified on the basis that the concepts mind and mental are systematically confusing and 

unhelpful, in part because they are highly ambiguous and understood in many different 

ways by different people and in different contexts. The nonexistent-mind thesis is therefore 

often (mis)understood as a denial of the existence of one of the potential referents of an 

utterance of the terms ‘mind’ or ‘mental’: as a denial of the existence of the capacities 

conventionally counted ‘mental’, of consciousness, of agency, of the nonmechanistic, of the 

subjective, of intentionality, of the introspectible, or even of selves or persons.81 At least in 

my experience, asserting the nonexistent-mind thesis invites these misunderstandings, at 

least without significant further qualifications. For example, when I introduced the thesis 

above, I made sure to stress that it is compatible with and in the spirit of the nonexistent-

mind thesis that we believe, desire, are conscious, and so forth. 

In most contexts, it is highly misleading to assert the nonexistent-mind thesis, and not a 

felicitous way to express the no-mind thesis and its content. The no-mind thesis explains 

why and entails that this is so. I believe that the no-mind thesis also explains why the 

nonexistent-mind thesis appears patently false. It appears patently false for the same reason 

that it is so deeply infelicitous as an utterance: anyone who has a preferred understanding 

of the terms ‘mind’ and ‘mental’ understands the nonexistent-mind thesis as denying the 

existence of whatever they take the terms to refer to. I have had intentionalists interpret my 

position as a denial of the existence of intentionality, cognitive scientists interpret my 

position as a denial of the existence of the subject-matter of cognitive science, Christians 

interpret my position as a denial of the existence of the Christian soul, and still others 

interpret my position as a denial of the existence of conventionally ‘mental’ capacities like 

sensation and thought.82  

8.5. Moving past mind? 
The no-mind thesis is, therefore, a genuine form of eliminativism, but the most obviously 

eliminativist claim associated with the thesis, the nonexistent-mind thesis, is infelicitous and 

misleading. The no-mind thesis is preferable to any attempt at revision, which is both 

unlikely to succeed and undercuts the motivation for retaining the notion, and preferable to 

 
81 Some who misunderstand the position along these lines see it not as patently false, but as true for reasons 
antithetical to the no-mind thesis: as a denial of the existence of, eg, consciousness, that they endorse because 
they deny the existence of consciousness. 
82 I believe this undercuts a ‘supervaluationist’ option that I lack the space to consider, but which can be 
pieced together from Field (1973), Devitt (1981), and K. Fine (1975). 
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pluralism, which offers no solution to the problems identified in previous chapters. To 

return, at long last, to the original question that motivated this project, according to the no-

mind thesis, there is no proper characterization of the concept of mind, and no good 

specification of the nature of the mind, because there is no such thing: it is, at best, an 

illusion, created by previous failures to distinguish between importantly distinct 

phenomena.  
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Chapter 9. Conclusion 

9.1. How we got here 
I began by asking what the mind is and laying out some reasons that we might wish for a 

better answer to that question, drawing on Rorty’s sustained attack on the concept and its 

role in philosophy. I went on to consider several of the leading understandings of the 

concept found in philosophy of mind, arguing that these were unsatisfactory, and 

suggesting that we might do better to look at the ties between the concept and areas of 

practical importance. I chose and examined several such ‘ties’, each of which has the 

potential to provide the friction required to make progress: to constrain our 

characterization of the mind and inform us about its nature.  

Each of these ties, however, I have argued is a mistake: the concept has nothing to offer 

these more practical areas, and in fact obscures the stakes of these areas and the precise 

nature of the objects under discussion. The concepts mind and mental both run together 

many distinct phenomena, and bring with them inappropriate connotations and 

implications in discussing any particular phenomenon. I have suggested throughout that 

this indicates that we ought to do without the concept of mind. In the previous chapter, I 

argued that this position, the no-mind thesis, is both preferable to the alternative 

approaches and properly counted as a form of eliminativism. It suggests that we should not 

believe in minds or the mental, although it does not count against believing in 

conventionally ‘mental’ capacities and the various systems that get called the ‘mind’. 

Indeed, part of the reason for rejecting the concepts mind and mental is that they are 

confused in systematically failing to distinguish between these importantly different 

systems. 

Having spent most of the previous chapter deep in the weeds, defending the particular 

conclusion that I have drawn from the cases considered in previous chapters, I want to 

close on a more positive note. I want to stress further the positive picture I have offered as 

an alternative to belief in the mind (§9.2), and I want to consider a possibility about which I 

feel surprisingly sanguine — the possibility that the no-mind thesis is false, and my 

argument is unsound (§9.3). In both tasks, I want to start to identify future research 

directions for the no-mind thesis. 
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9.2. Where we are and where we are going 
In many ways, the no-mind thesis is negative: it is compatible with many different positive 

pictures of what the world is like, so long as those pictures do not contain minds or 

mentality. However, I have used a positive picture to motivate the thesis, and it is bringing 

this positive picture into view that I see as one of the major advantages of the thesis.  

One important aspect of this positive picture is pluralism about the ‘control systems’ of 

human beings (of course, tied to a denial that these are appropriately described using the 

terms ‘mind’ or ‘mental’; §1.2.2; 2.2.1; 4; 8.2). A human being is, by this view, comprised of 

many distinct, overlapping systems (partially) responsible for various cross-cutting 

segments of behaviour, awareness, metabolism, and self-organization. One of these 

systems, presumably, is the brain; one is perhaps the nervous system more generally. Some 

of these systems may be different proper parts of the brain, such as the neocortex. 

However, some of these systems may extend beyond the nervous system and beyond the 

body, including various multisystem-‘axes’ (eg, the neuroimmune axis) and systems 

discussed under the egis of ‘embodied cognition’ and ‘extended cognition’. Cross-cutting 

these are the systems I would wish to call ‘human cognition’ and ‘human psychology’, the 

parts of human beings generally in the remit of cognitive science and psychology 

respectively. Cross-cutting all the above are the various systems picked out by applying to 

human beings the philosophical definitions and positions considered in Chapter 2.  

Another important aspect of the picture is a (very) broadly pragmatist, ‘targetless’ outlook 

on the sciences and how they acquire their subject-matters. It is tied to a denial that 

sciences generally proceed, or ought to proceed, with a set subject-matter that serves as a 

target for them to aim at (see especially Chapter 3). This may seem to sap debates over 

which phenomena are psychological, cognitive, or psychiatric of their broader import for 

our understanding of the world, but it places the emphasis back where I believe it belongs: 

on the practical issues that determine whether counting something ‘psychological’, 

‘cognitive’, or ‘psychiatric’ is a good idea. 

The view also has implications for our view of our place in the world. One concerns our 

ethical thinking about nonhuman animals and neurodivergent humans. In resisting the 

application of a coarse-grained category that for much of its life had the primary role of 

capturing human specialness, the no-mind thesis helps bring into view the many more fine-

grained ethical and psychological distinctions that are blurred together by the idea of having 

a mind, and helps remove some of the conceptual infrastructure that supports grand 
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theories of human specialness backed up by dubious evidence from studies of animals and 

the neurodivergent (§7.3).83 

9.3. The benefits of failure 
Having stressed a few of the various ‘delicate tracings’ that have been overlain and blurred 

together in constructing the contemporary concept of mind (see §1.2.2), I want to close by 

considering the benefits of arguing about, and especially of trying to refute, the no-mind 

thesis and the nonexistent-mind thesis. There are many good reasons to argue about these 

two theses, and the relationship between them. They serve as a case study for theories of 

pluralism and eliminativism, especially the role of nonscientific significance in 

eliminativism. The relationship between them also serves as an interesting test case of 

metaontological methodological principles, that is, of how we infer from facts about terms 

or concepts and their use, to facts about what exists and what it is like. 

However, there is one particular benefit of arguing about the no-mind thesis that I would 

like to highlight. Arguing about, importantly including arguing against, the no-mind thesis 

brings with it a major benefit: it is a lens through which to examine how a highly contested, 

culturally significant, and venerable notion is used in areas of great practical significance. 

Assuming that my construals of the case studies in previous chapters are correct, there are 

as I see it two main ways to reject the no-mind thesis: one is to argue that the apparent 

harms of the concepts mind and mental are outweighed by some benefit that I have 

overlooked; the other is to argue that there are ways of avoiding these harms without 

abandoning the concepts.  

Because of this, even if at worst, the no-mind thesis is entirely wrong, I believe that refuting 

the no-mind thesis would bring significant benefits. It would identify why and where the 

notion is most beneficial and what solutions are best for the problems in its current use, 

and it may even provide the sort of constraints required for a good account of the nature 

of the mind (§1.3; 2). When I worry that I surely must have overlooked some such 

possibility, I take great comfort in the fact that a robust refutation of the no-mind thesis 

would be a huge step forward — it may well tell us why to believe in the mind, and what it 

is that we believe in when we do so.  

 
83 This piece of conceptual infrastructure is also heavily involved in the development of racism, see Jackson 
(2020), especially p.12; pp.186-187. See also Toivanen (2018), Crary (2019), and da Silva (2007). 
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