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Summary

This thesis focuses on how the combination of far infrared (FIR) and radio emission
can be used to better understand galaxy evolution. Radio and FIR emission is linked to
star formation, which plays a major role in the evolution of galaxies. I have combined
FIR observations from Herschel and radio observation from the LOFAR radio telescope
in order to take advantage of this.

Chapter 2 details the construction of a joint FIR-radio catalogue, using the likelihood
ratio method, to link the radio catalogue to a multiwavelength optical/NIR catalogue.
Subsequently the FIR fluxes were measured by deblending the FIR maps using the radio
galaxies as positional priors. This method creates a perfect sample for measuring the far
infrared radio correlation (FIRC). Chapter 3 focuses on the measurement of the FIRC at
150MHz with a mass complete sample. I find that the FIRC is primarily dependent on
the stellar mass of the host galaxy with a minor dependence on the redshift.

Finally, chapter 4 describes how I used XID+ to measure the flux posterior for galaxies
at 150MHz that were undetected in the LOFAR radio catalogues. I found that XID+ is
able to accurately measure the flux of point like radio galaxies. These results were used
to remeasure the FIRC and evaluate the best approach for extending XID+ to work on
radio maps.
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Chapter 1

Introduction

Galaxies are estimated to be the most numerous astronomical objects in the observable

universe and how they evolve is one of the most fundamental questions in astronomy.

There are a multitude of physical mechanisms whose interactions influence the growth

and evolution of galaxies, from star formation to feedback from their active galactic nuc-

leus (AGN). To estimate the effect these processes have on their host galaxy we need

accurate flux measurements at wavelengths sensitive to these processes. In this thesis I

will present my work on the Far Infrared Radio Correlation (FIRC) and how it can be

used to inform the flux measurements of individual galaxies. In the introduction I will

discuss how star formation (SF) affects the host galaxy’s spectral energy distribution and

the different tracers used to measure their SFR, focusing on the FIR and radio. I will then

describe different techniques for measuring these tracers and how the individual detections

at different wavelengths can be crossmatched. Next I will discuss the origins of the FIRC

and how it can be used to calibrate the radio-SFR relation. This can be incorporated into

a Bayesian hierarchical model to provide additional constraints when measuring the FIR

and radio fluxes of individual galaxies and I will describe the underlying theory for such

a model in my introduction.

Here I go through the electromagnetic spectrum and describe the physical mechanisms

within a galaxy that produce emission of that type. I will then focus on how the Far

InfraRed (FIR) and radio are observed and the surveys/data used in this thesis. Finally

I will detail the Far Infrared Radio Correlation (FIRC) including previous measurements

and the underlying theory.
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1.1 Galaxies

Galaxies are the most common astronomical object that can be directly observed outside

of the Milky Way. They form within dark matter halos, clusters of matter that have no

electromagnetic interactions and are only affected by gravity, whose gravitational pull ori-

ginally accreted hydrogen gas from the surrounding environment. Galaxies are composed

of multiple different sources of electromagnetic radiation that are visible from modern

telescopes. Stars, gas, dust and AGN are the main sources of emission from galaxies and

they produce radiation that covers the whole electromagnetic spectrum. To describe a

galaxy’s emission I refer to their spectral energy distribution (SED). We can also model a

galaxy’s SED by modeling the underlying physical processes such as stellar emission and

star formation. By fitting observations of the galaxy’s emission at different wavelengths

with a combination of these physical models we can measure the galaxy’s underlying

parameters such as it’s stellar mass, age and star formation rate. Here we will focus on

mechanisms behind SF and active galactic nuclei (AGN) and the emission produced by

those mechanisms.

1.1.1 Star formation

Star formation in galaxies is affected by a variety of macro and microscopic processes.

These range from the accretion of molecular hydrogen from the intracluster medium (ICM)

to the collapse of a molecular cloud into individual stars. Fully understanding these process

requires a detailed knowledge of astrochemistry, to model the creation of H2 from H+, and

magnetohydrodynamics, to model the movement of the hydrogen gas in the form of an

ionised plasma.

In short, H2 began to accrete onto dark matter halos non uniformly, due to small scale

density fluctuations in the gas or dark matter halo or electromagnetic interactions between

the hydrogen molecules. These small fluctuations (small on the scale of the universe) could

give rise to giant molecular clouds (GMC) which have a density of ≈ 100cm−3. In these

denser regions collisions between hydrogen molecules will occur more frequently and some

of the kinetic energy of the collision will be converted to potential energy stored either by

rotation, internal vibration or by raising an electron to a higher energy level. This stored

energy can then be ”lost” by emitting a photon which, if it escapes the GMC without

being absorbed, will lower the average temperature of the GMC. As the cloud continues

to lose energy it will collapse further causing a continued increase in density. The mass

of the GMC required for collapse is known as the Jeans Mass (MJ) and is calculated by
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considering when the gravitational potential energy of the GMC overcomes the internal

thermal energy and is calculated by,

MJ =
(5kbT
Gm

)3/2 ( 3
4πρ

)1/2
(1.1)

where m is the mean particle mass, T is the average temperature, kb is the Boltzmann con-

stant, and G is the gravitational constant. Considering only gravitational effects GMC’s

will take ≈ 106years to collapse. However, this ideal situation does not occur. As the

GMC collapses and its density increases there will be increased collisions and therefore

more photon emission. As the kinetic energy in collisions increases the released photons

energy also increases. The increased density will make it harder for these photons to es-

cape the GMC and eventually the gas becomes opaque to these high energy photons. The

effect of which is that temperature will rise as the density increases eventually causing the

molecular hydrogen to dissociate into H+. These combined effects make it harder for the

cloud to cool so its average temperature will rise, causing MJ to increase and potentially

halting collapse. Collapse will resume when either more mass has been accreted from the

interstellar medium or the gas has had time to cool. Eventually the temperature will

rise to the point where the kinetic energy of the protons in the centre, of the now proto

star, is high enough to allow them to nearly overcome the coulomb barrier. To cover the

remaining distance between them and allow the strong nuclear force to overcome the elec-

tromagnetic repulsion quantum tunneling occurs. This random movement of the protons

within their probability cloud allows them to tunnel through the portion of the Coulomb

barrier that their kinetic energy alone is not enough to overcome. Once this begins to

occur then nuclear fusion will begin to take place, further raising the temperature, and

therefore kinetic energy, of the surrounding protons. This will increases the likelihood of

more fusion occurring in a runaway process that ends with a star forming.

An interesting property of the Jeans Mass is that it is ∝ ρ−1/2 so as the cloud collapses

in a non uniform manner (due to turbulence) the Jeans Mass will also decrease. This means

that as the GMC collapses non-uniformly it will fragment into smaller clumps that will

collapse independently. These separate clumps can each form stars (presuming that the

forming stars do not disrupt other clumps with their emission) of differing mass depending

on how the cloud fragments. This fragmentation process is unpredictable and is governed

by the exact density and temperature profile of the GMC as well as the effect of the

internal and external magnetic fields.

It is also worth noting that the density of a GMC can increase through mechanisms

other than gravitational collapse, such as compression caused by supernovae or AGN
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Figure 1.1: Comparison between four different initial mass functions from Salpeter (1955);

Miller and Scalo (1979); Kroupa (2001); Chabrier (2003). All have been normalised to

N(m)=1 at m=1M�.

feedback, causing stars to form faster than when unaffected by outside feedback.

With star formation being dependent on so many physical processes a measure of a

galaxy’s SFR is essential to constrain models of galaxy evolution. There are multiple

measures of SFR, most of which depend on the same underlying principle. Star formation

occurs within giant molecular clouds (GMC) of H2 as it splits into small dense regions that

form individual stars. This splitting process is more likely to form less massive clumps, and

therefore stars, than massive ones. The probability function of a star with a given mass

forming is known as the initial mass function (IMF), one of the oldest is from Salpeter

(1955) which is a linear relation (in log space) with slope -2.35 (. The stellar spectrum

can be approximated as a blackbody of the form,

I(λ, T ) = 2hc2

λ5 .
1

e
hc
kλT

(1.2)

where I is the intensity, λ is the wavelength, T is the temperature of the blackbody (in this

case it is the surface temperature of the star) and h, c and k are Planck’s constant, the

speed of light and Boltzmann’s constant respectively. The peak wavelength, as a function
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of temperature, can be found using Wien’s law,

λpeak(T ) = 2.9× 10−3Km

T
(1.3)

and the bolometric luminosity can be calculated by integrating equation 1.2 across all

wavelengths, which gives

L(T ) = σT 4A (1.4)

where σ is the Stefan-Boltzmann constant and A is the emitting area of the blackbody. It

was found that a star’s luminosity scales with its mass

L = Mα (1.5)

with alpha varying between 2.5-3.5. A star’s lifetime (τ) is proportional to its mass

divided by its luminosity. So by this we can show that massive stars will have shorter

lifetimes then less massive stars, with the most massive stars having lifetimes on the scale

of 10 million years. So if we know how many massive stars are in a galaxy we can combine

that with our IMF to know the total mass of stars formed in roughly the last 10 million

years. This principle forms the basis for measuring the SFR of a galaxy. By measuring

different tracers for massive stars we can estimate a SFR for a galaxy using:

SFR = αLtracer (1.6)

where Ltracer is the luminosity of the tracer we are using and α is the proportionality

constant that needs calibrating. Massive stars have a higher luminosity (Equ 1.5) and

therefore a higher temperature (Equ 1.4) causing the majority of their emission to be in

the UV (1.3). Using stellar synthesis modules the UV luminosity proportionality constant

is measured, this is described in greater detail in Kennicutt, Jr. (1998). UV continuum

emission does have some disadvantages. Firstly, UV telescopes cannot operate from the

ground as the atmosphere absorbs UV emission. This makes observing UV emission

from low redshift galaxies difficult as you need a space based telescope (such as Hubble).

The restframe UV emission from higher redshift galaxies can be measured from optical

telescopes as it is redshifted out of the UV. For low redshift galaxies it would be ideal

to have a SFR tracer at optical wavelengths. Fortunately massive stars are surrounded

by gas (left over from when they formed) and their UV emission will ionise any H2 into

H+. As electrons recombine with the H+ ions and relax to their ground state (n = 1)

they will typically transition from the n = 3 to n = 2 state (known as H-α) which emits

a photon at 656.3nm. This is much more practical to observe as ground based telescopes



7th November 2022 6

can be used as well as specific filters that only transmit light with wavelengths close to

656.3nm. In theory many hydrogen lines could be used as SFR tracers but as H − α is

the brightest optical emission line (and therefore easily observable for a large number of

galaxies simultaneously) it is the most commonly used. However, due to H − α’s high

wavelength it is difficult to observe in high redshift galaxies. As it moves into the NIR

instruments with high enough spectral resolution to measure the H-α line, for a large

number of galaxies simultaneously, accurately do not currently exist.

All of these measures of SFR are still dependent on a large number of parameters.

Any changes to the IMF or SPS models can have a dramatic effect on any SFR measure-

ments. SPS models are constantly being improved by including additional stellar types, for

example the Binary Population and Spectral Synthesis (BPASS) model (Eldridge et al.,

2017) includes binary star systems in its SPS models. Binary star interactions lead to

increased H − α, UV and x-ray emission from the accretion disks present in many binary

star systems. This changes the proportionality constants for these tracers decreasing the

measured SFR for a fixed UV luminosity. Another major source of uncertainty is the form

and evolution of the IMF. Direct measurements of the IMF come from globular clusters

within our galaxy and other nearby galaxies. However, if the IMF varies depending on the

galaxy’s redshift or mass then measurements of the SFR would be incorrect. This is of

particular issue for population III stars in the first galaxies. These stars formed without

metals and therefore are expected to have different properties to population I and II stars.

These uncertainties are usually unaccounted for in SFR measurements made from SED

fitting as SED fitters can return the error with the parameter sace they are investigating.

However, when comparing the measured SFR when some stars are in a binary system as

opposed to all stars being solitary there will be a significant difference in the measured

SFR. If the SED fitter used to measure the SFR does not consider both of these scen-

arios then its measured SFR uncertainty will not account for this additional uncertainty.

Therefore these unaccounted for uncertainties should be held in mind throughout this

thesis.

1.1.2 Dust

Despite galaxies containing billions of stars (on average) they are mostly empty. This

empty space is filled with gas and dust which forms the interstellar medium (ISM). Emis-

sion from stars interacts with the ISM in a variety of ways that can modify the observed

spectrum of an individual star or galaxy. Gas and dust absorb emission from stars and are
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heated. This heated material then radiates as a blackbody, leading to increased emission

at longer wavelengths. Understanding how this emission is absorbed, what wavelengths

are most affected by this absorption and the spectrum of the re emitted light is a crucial

step in understanding a galaxy’s spectra. In this section we will focus on answering these

questions for the dust within the ISM. While gas plays a vital role in SF my research

focuses on the affect that dust has on our ability to measure the underlying physical

parameters of a galaxy (such as stellar mass and SFR).

Dust in the ISM takes the form of molecular grains that cluster together to form larger

grains, whose sizes range from nanometers to hundreds of micrometers in diameter. These

molecules are composed of metals (in astronomy metals are defined as any elements heavier

than helium) formed in massive stars. How these molecules bond together to form large

dust grains is still in debate. There has been evidence for dust forming from AGB stars

and in supernova remnants. However, both of these processes could also be responsible for

the destruction of large dust grains so their net effect is still being investigated. Dust also

plays an important role in SF. Stars are formed in collapsing clouds of molecular hydrogen.

The formation of molecular hydrogen from H+ is catalysed on the surface of dust grains.

This ensures that most SF occurs within dusty regions. Though the geometry and mass

of the dust within the SFR region can vary from region to region.

The amount of light absorbed by dust varies with wavelength and is described by

an attenuation or extinction curve. These curves have been measured by comparing the

difference in luminosity of the Balmer lines. The relative height of these lines can be

calculated theoretically and by observing the discrepancy from the theory the attenuation

curve can be measured. In addition, the slope of the UV spectrum can also be used to

measure the attenuation curve of a galaxy. Both of these methods require high spectral

resolution measurements of a galaxy that can be difficult to obtain for a variety of galaxies

(those with low luminosities or high redshift galaxies for instance). So for galaxies whose

attenuation curve cannot be measured directly an attenuation curve is typically assumed.

Several models are commonly used including the Calzetti law (Calzetti et al., 1994) and

the observed attenuation of the Andromeda galaxy, to name a few. While the exact shape

of these attenuation curves varies they all show a much stronger absorption at shorter

wavelengths. This can lead to dusty galaxies having no observable UV emission as it is all

absorbed by dust in the ISM and can cause significant reddening.

This can cause obvious problems when measuring the SFR of a galaxy. If the SFR

is being estimated from the UV or Balmer lines then any emission absorbed by dust will
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cause the SFR of the galaxy to be underestimated. The dust attenuation can be accounted

for theoretically, but in practice this can be difficult to do for a galaxy whose UV flux

density is below your detection limit. On top of this the choice of attenuation law can

cause significant differences in your measurement of SFR.

The best way to account for this is to directly measure the amount of energy that is

being absorbed by dust in the ISM. This is possible because the absorbed UV and optical

emission heats up the dust and causes it to emit radiation in the IR. If the FIR SED

can be measured then the total infrared (TIR) luminosity (typically defined as between

8 − 1000µ m) is equal to the absorbed UV and optical luminosity. Ideally you would

measure the SFR of a galaxy by measuring the UV luminosity and the TIR luminosity

of your galaxy and calibrate this against some measure of SFR that is unaffected by dust

emission. More recent SF tracers that exist at longer wavelengths include some oxygen

emission lines (Wilkins et al., 2020).

If we want to measure the TIR luminosity we need a model for the FIR SED. The

simplest model is that the dust is uniformly heated so that all the dust has the same

temperature. If all the dust grains had the same makeup and size then the FIR SED

would be a simple blackbody whose temperature we could measure from the peak of the

SED (assuming the redshift of the galaxy was known). Unfortunately these assumptions

are untrue, with each dust grain having its own temperature and structure. This ignores

the internal chemistry of the dust grains, which would change each dust grain’s individual

SED from a blackbody to a combination of a blackbody and complex series of emission

lines, dependent on the molecular structure of the grain. In practice these individual SEDs

are far to complex to model and the FIR SED can be well approximated as a modified

blackbody, known as a greybody, of the form

S(ν) = (1− e−τ(ν))ν3

ehν/kT − 1
(1.7)

where the (1− e−τ(ν)) term accounts for absorption along the line of sight as well as the

non uniform emissivity of the individual dust grains, which is dependent on the frequency

(ν) and typically τ(ν) = (ν/ν0)β. T is the average temperature of the dust and h and k

and Plank and Boltzman’s constant respectively. In the optically thin case where ν << ν0

(for the frequency range that covers the FIR) then (1 − e−τ(ν)) simplifies to νβ and the

equation becomes

S(ν) = νβ+3

ehν/kT − 1
(1.8)

Due to the small number of free parameters in the greybody model (there are four if

you include redshift and TIR luminosity) it can be fit to a small number of photometric
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observations in the FIR. This fitted greybody can be used to measure properties of the

dust SED as a whole such as the TIR luminosity and dust temperature within a reasonable

degree of accuracy. It should be noted that if using photometric observations then they

should cover the peak of the FIR SED, otherwise the TIR luminosity is near impossible

to constrain. It should also be noted that a greybody does not match the polycyclic

aromatic hydrocarbon (PAH) spectral features observed in the MIR (typically defined

at 5 − 40µm). However, these features have a very minor affect on the TIR luminosity

and not accounting for them causes a smaller affect than the measurement uncertainty.

Measuring the redshift and temperature of a greybody can have complications. The major

effect of temperature is to change the peak of the FIR SED and redshift similarly causes

the peak to move. This leads to a degeneracy between redshift and temperature when

fitting greybodies. The ideal way to break this degeneracy is to know the redshift of the

galaxy beforehand. Either from spectral line measurements of from photometric redshift

estimates (e.g. by using Easy and Accurate Z from Yale, EAZY Brammer et al. (2008)).

The final free parameter in the greybody equation is the emissivity, which mainly affects

the Rayleigh-Jeans tail at long wavelengths and therefore require multiple measurements

along the tail to be constrained. Emissivity has been found to vary between 1− 2.5 with

most works assuming a fixed value of 1.5 (see Casey (2012) for more detail on this topic).

We have now discussed multiple tracers of SFR in galaxies many of which have a

complex interplay between them. So how can we combine all these different tracers of

SF together to accurately measure the total SFR of a galaxy? The answer is usually to

measure the obscured and unobscured SFR and add them together. Obscured SFR can be

measured from a monochromatic flux or from the TIR luminosity, while the unobscured

SFR is measured from on the many optical/UV tracers discussed above.

Finally we should discuss the role of SED fitters in measuring the SFR of a galaxy.

SED fitters, such as magphys (Da Cunha et al., 2008) and CIGALE (Boquien et al., 2018)

fit the underlying physical parameters of a galaxy, such as stellar mass, age, metallicity,

dust mass and SFR from photometric measurements of the galaxy from the x-ray to radio.

Each source of emission in a galaxy is modelled from the stellar emission to any potential

AGN emission. For example, a galaxy’s star formation history (SFH), which is a galaxy’s

SFR as a function of age, in combination with an IMF and SPS models can provide a

model for a galaxy’s unobscured SED in the UV to NIR. If we model a galaxy’s SFH

as exponentially decaying, plus a burst of SF that also decays exponentially with the
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following equation,

SFR(t) = SFRdelayed(t) + SFRburst(t) (1.9)

where SFR(t) is the SFH SFRdelayed ∝ te−t/τmain and SFRburst ∝ e−(t−t0)/τburst as long

as t > t0 and SFRburst = 0 if t < t0. The factor τ is the e folding time for the main stellar

population and a late starburst population (More details of this SFH model can be found

in Ciesla et al. (2015)). We can predict the number of stars, as well as their mass in the

galaxy. Combining this with SPS models we can predict the spectrum of our galaxy in

the UV to NIR. This predicted spectrum can be further modified by additional models

that account for other sources of emission, such as nebular emission, dust absorption

and emission from AGN. By comparing this predicted spectrum to observations (either

photometric or spectral) we can use the fitted models parameters to measure physical

properties of the observed galaxy, such as the current SFR, stellar mass, dust temperature

(if we have FIR observations) and the presence or absence of an AGN.

By simultaneously fitting the entire galaxy’s SED, consistency checks can be used to

better calibrate certain aspects of the SED fitting. For the purposes of this work the most

important is the use of energy balance. This is the process of calculating the amount of

energy absorbed by dust in the UV and optical and comparing it to the energy emitted in

the IR. This can be used to ensure that neither the IR or UV/optical are being incorrectly

fit and can point out incorrect flux measurements or cases where FIR emission has been

incorrectly attributed to a galaxy. This technique has also been used to constrain the TIR

luminosity for galaxies with no FIR flux measurements(Ma lek et al., 2019).

1.1.3 Radio

So far we have focused on measures of SF that directly measure emission from massive

stars. However, massive stars affect their local environment in a variety of ways outside of

their electromagnetic radiation. Firstly massive stars (with M > 8M�) produce type Ib,

Ic and type II supernova. Both of which produce shock waves in the ISM that accelerate

cosmic ray (CR) particles. These CRs are moving in the presence of the galactic magnetic

field, causing them to experience a Lorentz force of the form

F = qv×B (1.10)

where F is the force experienced by the charged particle, q is the charge of the particle,

v is its velocity and B is the magnetic field it is passing through. This causes the CR

to spiral in the galactic magnetic field and emit synchrotron radiation as the charged
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particles (usually only electrons are considered) are accelerated by the galactic magnetic

field. Each individual cosmic ray will have an individual spectrum depending on its energy

and the strength of the magnetic field perpendicular to it’s velocity. When averaging over

all CR in a galaxy it is found that the combined spectrum from synchrotron radiation

form a power law with a slope (which in this context is called the spectral index). Typical

values of this slope have been measured around −0.7 (though the exact value varies from

galaxy to galaxy and depending on the frequency range considered). However, the slope

of the synchrotron spectrum is dependent on the individual CR spectra, which in turn is

dependent on their energy. As CR emit synchrotron radiation they will lose energy and

thus their spectra will change. The CR with the highest energy are responsible for emission

at shorter wavelengths and therefore result in an overall shallower spectra. Therefore we

can deduce that galaxies with a lower spectral index (and therefore steeper spectra) have

had supernovae more recently and therefore injected more energy into their CRs.

Massive stars are also responsible for radio emission through a separate mechanism,

free free emission. As massive stars will primarily emit high energy UV photons with

> 13.6eV (the amount of energy needed to eject an electron from the n=1 shell of atomic

hydrogen) they are surrounded by a shell of ionised H+ gas. The ionised gas will be

in the form of a very low density plasma composed primarily of protons and electrons.

Collisions between these particles will give rise to thermal bremsstrahlung radiation as

one of the particles, typically the electrons, is slowed by its collision with another particle,

typically a proton or heavier metal nucleus. Collisions between particles of the same mass

result in smaller changes of momentum and therefore production of fewer photons. This

emission is referred to as free free emission because the emitting electron is free at the

beginning and end of the emission mechanism. Calculating the expected spectrum of

this free free emission is a difficult task. The emitted energy of a cloud of ionised H+ is

dependent on the distribution of electron velocities (as during electron proton collisions

the electrons will have a much greater velocity as all particles will have similar kinetic

energy if the gas is in thermal equilibrium) and the collision parameters. Solving the

necessary equations requires making reasonable assumptions about a number of these

parameters. With reasonable assumptions it is found that the predicted spectrum from

free free emission have a spectral index of ' −0.1 and has a lower luminosity then the

synchrotron emission (figure 1.2).

Both of these emission mechanisms require massive stars and therefore can be used as

a tracer of recent SF as massive stars have a short lifetime and therefore if observed must
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Figure 1.2: Spectrum of M82 in the radio and FIR. The black points are from Webber and

Willis (1971) and Carlstrom and Kronberg (1991). The solid black line is the total SED

while the dot-dash and dashed lines are the synchrotron and free free emission respectively

and the dotted line is the dust emission. Credit: Terzian (1972).

have formed recently. By converting emission from predominately massive stars, such

as the synchrotron emission from supernova produced by massive stars, to the number of

massive stars, using a proportionality constant, then the SFR can be ascertained from this

(this requires a measurement or assumed IMF, see section 1.1.1). However, finding a the-

oretical proportionality constant between radio luminosity, at a given frequency, and SFR

is a complicated problem. Unlike the UV, where stellar synthesis models can accurately

predict the UV emission of a massive star, predicting the amount of synchrotron and free

free emission produced by a massive stars has many unknowns. The main unknown for

synchrotron radiation is the amount of energy transferred to the ISM as well as the density

of CR within the ISM. Free free emission is even more uncertain with a large number of

parameters (see above) that are poorly constrained and hard to measure. These uncer-

tainties mean that calibrating the radio SFR relation is best done by comparing the radio
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luminosity of a galaxy to its SFR, measured using another known SF tracer. However, this

process can lead to biases depending on the radio galaxies selected to form the sample. In

addition, the physical mechanisms behind synchrotron and free free emission could change

with an individual galaxy’s properties, such as redshift, stellar mass or spectral index. For

example, at higher redshift there is expected to be reverse Compton scattering between

the synchrotron radiation and the cosmic microwave background which is predicted to

decrease the radio emission from high redshift galaxies. However, despite these difficulties

radio SFR provide an ideal advantage over SFR measured from the UV, optical or FIR.

Radio emission is unaffected by dust along the line of sight so can provide accurate SFR

for dusty galaxies that are undetected in the UV/optical. In addition radio telescopes,

through the use of interferometry, can provide high resolution images with full width half

maximums (FWHM) of < 1” as well as cover wide areas of the sky (Van Haarlem et al.,

2013; Dewdney et al., 2009). This is in contrast to current FIR observations from Herschel

which while covering over 1000deg2 have a large angular resolution of > 18” depending on

the wavelength observed.

1.2 AGN

Quasi Stellar Objects (QSOs) were first discovered by Schmidt (1963) by matching a bright

radio source to an optical counterpart. This spectrum of the optical object was observed to

have extremely bright Balmer emission lines which placed it at a redshift of 0.158 (at the

time placing it in the high redshift category). This suggested that the luminosity of this

object was ≈ 100 times greater than the typical spiral galaxy yet the emission originated

from a compact point source. As time went on more and more QSOs were observed and

found to outshine their host galaxy. Observationally QSOs are roughly defined as having

strong emission lines, blue colours and generally high redshifts. The bright radio emission

that originally drew attention to the first QSO was not replicated in the majority of later

identified QSOs based on their optical properties. Finally radio galaxies were identified

as galaxies with large roughly symmetric radio lobes. These radio galaxies were later

categorised as radio loud AGN.

These individually discovered objects (Seyfert galaxies, QSO’s and radio galaxies) were

eventually found to originate from the same astrophysical mechanism. In 1933 Jansky

(1933) made the first observation of Sagittarius A, the supermassive black hole (SMBH)

in the centre of the Milky Way, at 20.5MHz. It is now believed that at the centre of

every galaxy there is a super massive black hole (SMBH) that plays a significant role
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in the galaxy’s evolution. As these SMBH accrete matter they produce huge amounts

of electromagnetic radiation from the x-ray to radio in addition to releasing energetic

particles into the ISM. This can significantly affect observations of the host galaxy as the

most powerful AGN have been known to outshine their host galaxy. It is these Active

Galactic Nucleai (AGN) that are responsible for observations of Seyfert galaxies, QSOs

and radio galaxies.

How can an accreting SMBH be responsible for the wide variety of observations seen

from Seyfert galaxies, QSOs and radio galaxies? The most widely accepted theory in the

unified model first proposed by Antonucci (1993) postulated that the variety of observed

AGN is caused by a combination of two parameters: the inclination of the plane of rotation

of the SMBH and the source’s luminosity. In this model AGN are made up of several

components:

1. A subparsec-rotation-dominated accretion flow that we will refer to as a accretion

disc.

2. High density dust clumps moving at Keplerian velocities around 0.01-1pc from the

SMBH (known as the Broad Line Region or BLR).

3. Surrounding the accretion disc is an asymmetric dusty torus that can span 0.1-10pc

(dependent on the luminosity).

4. Outside the torus and along the direction along the opening in the torus there is

lower density gas moving at lower velocities than the gas in the BLR and is known

as the Narrow Line Region (NLR).

5. Occasionally a radio jet is associated with the AGN

Whether emission from these individual components is observed is dependent on the in-

clination of the AGN to the observer. If the torus’ axis of rotation is facing the observer

then the accretion disc and BLR will be directly observable. This will cause the galaxy to

have an abundance of UV and x-ray emission, from the accretion disc, as well as exhibit

broad spectral lines. Conversely if the torus has an inclination of 90 degrees to the observer

than it is likely that neither of these will be observed (presuming the torus is optically

thick in all directions). However, the presence of the AGN could still be detected from an

excess of emission in the NIR and MIR from the torus itself. Figure 1.3 shows how the

viewing angle of the observer to the rotational plane of the AGN dictates which type of

AGN is observed.
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Figure 1.3: Visual image of the AGN unification scheme which shows how the view-

ing angle of the observer can affect the type of AGN observed. The dotted line shows

the difference between a radio loud or radio quiet AGN as the main difference between

Seyferts and QSO/radio galaxies is the AGN luminosity. Credit: Fermi and NASA: ht-

tps://fermi.gsfc.nasa.gov/science/eteu/agn/
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AGN also affect their host galaxy in a number of ways. Evidence for this can be seen

in both the MBH − σ relation and the cosmic SFR and AGN accretion rate. Ferrarese

and Merritt (2000) observed a correlation between a a galaxy’s velocity dispersion in the

bulge and the mass of its central SMBH. These results were later updated by Woo et al.

(2013), who showed that the relation was the same for galaxies that were hosting an AGN

and those that were not. This suggests that the central SMBH of a galaxy affects more

than its immediate vicinity and therefore has additional affects on its host galaxies that

cannot be explained by its gravitational force alone. The cosmic SFR density and the

AGN accretion rate volume density are also found to be in alignment (Bouwens et al.,

2012; Aird et al., 2010) suggesting that both SF and AGN accretion originate from the

same processes.

There is evidence for AGN feedback affecting their host galaxy and is typically divided

into two forms: radiative mode and radio mode. The radiative mode is thought to originate

from the radiation from AGN that are efficiently accreting cold gas. This radiation will

heat gas in the central region of the galaxy and cause outflows of gas, see Fabian (2012)

for a review on the topic. While these radiation driven winds can be caused by SF and

supernovae these are unlikely to generate high enough velocities, in a substantial enough

amount of gas, to cause a significant decrease in the galaxies SF for longer than a few

thousand years, see review by Veilleux et al. (2005). These slower winds will only cause

a small fraction of the galaxies gas to escape from its gravitational well. This gas will

eventually cool and fall back into the galaxy where it can be used to fuel additional SF so

feedback from SF and supernovae are unlikely to be responsible for quenching galaxies. By

using emission line data velocities of 1000kms−1 and mass outflow rates of 1200M�yr−1

have been measured in the central parsec region of the AGN (Pérez-Torres et al., 2021)

making it unlikely that they can remove sufficient gas from the galaxy to fully quench the

galaxy. At higher redshifts there is evidence for larger outflows on kpc scales (Harrison

et al., 2012). However, these outflows are found to effect low density gas found throughout

the galaxy without impacting the dense gas responsible for SF. In addition, these high

outflows are primarily seen in extreme QSOs and rarely seen in lower mass star forming

galaxies. This limits the evidence for radiative feedback to impact the majority of galaxies

and therefore its importance is still debated.

Radio mode is the other main mechanism for AGN feedback and is caused by the

kinetic energy contained with the radio jets. This released mechanical energy can do

significant work on the host galaxy and its surrounding environment. This kinetic energy
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can be larger than the radio luminosity of the AGN. As radio jets are triggered by hot

gas within the local halo cooling and accreting onto the AGN they are expected to be

self regulating in all but the most massive galaxies. As the radio jet deposits mechanical

energy into the surrounding gas it will cause it to heat at a rate that is equal to or exceeds

to its cooling rate. With the gas unable to effectively cool itself it will be unable to collapse

and be accreted onto the AGN. With its fuel supply cut off the jets will cease and the gas

heating will stop. The gas will then be able to cool again, accretion will resume and the

jets will be triggered again. This self regulating cycle will have a significant impact on the

host galaxy as the jets will heat gas within the host galaxy and prevent star formation.

The heated gas within the halo will also affect other nearby galaxies. The heated gas will

need to cool before it can collapse onto any galaxy and could reduce SF in nearby galaxies.

Evidence for this can be seen from x-ray observations of galaxy clusters where a hot cavity

is seen that overlaps with the radio emission. These cavities can be used to estimate the

mechanical energy of the jet that created them. The energy is assumed to be proportional

to ρV of the cavity (Birzan et al., 2004) such that Ecav = fcavρV where Ecav is the energy

of the cavity and fcav is the proportionality constant. This constant must be greater than

one for the cavity to have formed and the relativistic plasmas within the jets are found to

have values close to 4.

However, there is some evidence that radio mode feedback can result in increased SFR.

Molnár et al. (2017) found evidence in HE04502958 that its radio jet was impacting the

SF of its neighbouring galaxy. The shock of the jet was postulated to be compressing

gas within the neighbouring galaxy and potentially inducing SF. If this is true it is not

unreasonable to assume that similar jet induced SF could be present in jet mode galaxies

during the early stages of the jets formation. However, as jets are expected to have

lifetimes on the order of 107 years and this shock induced SF would only occur during the

early stages of the jet it is unlikely to observe a system in which this occurring. Adding

to this unlikelihood is the rarity of radio jet galaxies.

Additionally, there is potential for AGN emission to heat dust in the ISM on kpc

scales (Symeonidis et al., 2016). If so then Some IR emission from ultra luminous infrared

galaxies (ULIRGS, galaxies whose LTIR > 1013L�) may be attributed to the AGN rather

than from SF, as is typically assumed. While this is not the classical definition of feedback

this affect of the AGN on its host galaxy would cause the observed SFR to artificially

inflated unless the TIR luminosity is corrected for any AGN contamination.

Finally many cosmological simulations have found it necessary to introduce AGN feed-
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back in some manner in order to match the observed galaxy mass function and galaxy

luminosity function. AGN feedback introduced in either a heuristic approach or physically

motivated prevents continued SF in galaxies. Without this feedback simulations find a

greater number of massive/luminous galaxies compared to when AGN feedback is included

(Croton et al., 2006) and is further evidence for the importance of AGN feedback in galaxy

evolution.

1.3 Simulations

Understanding the physical processes behind galaxy formation and evolution is a complex

task. There are huge number of interacting effects and many of them occur stocastically,

which causes difficultly in creating concrete predictions which can be compared to obser-

vations. However, by simulating the some volume of the universe we can predict what

kind of universe a given set of initial conditions and physical processes would produce. By

comparing some simple parameters of the simulated universe with our observed universe

(such as the galaxy mass function) we can determine what cosmological parameters our

universe has (such as Hubble’s constant, which tells us the expansion rate of the universe).

However, simulating the even a fraction of the universe for 13 billion years is an extremely

complex task. It would be impossible to simulate every individual article as well as the

numerous interactions between them in detail with our current hardware. To overcome

this issue several different approaches are taken. N-body simulations are typically used to

simulate collisonless fluids such as dark matter. Baryonic matter can be simulated either

using a semi-analytic model (SAM) or a Hydrodynamic simulation.

1.3.1 N-body Simulations

Galaxies form within the gravitational potential wells of dark matter halos so simulating

the formation of the dark matter halos is an essential part of any cosmological simulation.

Luckily as dark matter only interacts with other particles gravitationally so can be well

modelled as a collisionless fluid. The usually approach is to populate a co-moving volume

with dark matter and periodic boundary conditions. The Newtonian gravitational force

between the dark matter particles can then be calculated and their motion calculated

from this (the effects of general relatively are mild and therefore ignored). The number of

calculations needed for this scales with N2 where N is the number of dark matter particles.

More efficient algorithms have been developed to decrease the computational burden such

as the hierachical tree approach. This method divides the dark matter particles in groups
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(based on proximity) that are in turn grouped together into larger groups and so on. The

gravitational force between distant groups can be approximated by using the mass of the

group as a whole rather then calculating the force from each particle individually. This

algorithm scales with N log(N) and was used by the Millenium simulation (Springel et al.,

2005) which simulated a cubic box (with side length of roughly 2 billion light years) from

z=127 to z=0.

1.3.2 Semi-analytic models

Semi-analytic models are built on top of the outputs of dark matter only simulations. They

use differential equations as well as the movement of the underlying dark matter particles

to simulate how the baryonic matter, and therefore galaxies, evolve (Baugh, 2006). One

example of a SAM is L-Galxies (Guo et al., 2011). The growth of supermassive black holes

(SMBH) in the centre of galaxies is governed by two different mechanisms. The first is

controlled by galaxy mergers and causes the merged galaxies’ SMBH’s mass to be equal

to the sum of the galaxies’ SMBH before the merger (this is called the quasar mode).

Afterwards there is a period of accretion of cold gas. Secondly the SMBH can accrete hot

gas from the dark matter halo and leads to hot bubbles of gas and jets (known as the radio

mode). The quasar mode results in rapid growth of SMBH without inducing significant

feedback while the radio mode results in limited growth but causes significant feedback

that prevents accretion of cold gas from the dark matter halo.

1.3.3 Hydrodynamic Simulations

Hydrodynamic simulations model the baryonic and dark matter simultaneously. This ap-

proach allows a consistent approach to measure the properties of both. These simulations

are computationally expensive and therefore are run on smaller regions than N-body sim-

ulations. For example the Evolution and Assembly of GaLaxies and their Environments

(Eagle, Schaye et al. (2015)) simulation was run on a co moving volume of 100Mpc3 (com-

pare this to the Millennium simulation that was run 10 years prior). In addition, the

spatial resolution of these simulations is limited and for scales below this resolution sub

grid models need to be employed. These are similar to SAMs but on a smaller scale.

The SIMBA simulation (Davé et al., 2019) is a modern state of the art hydrodynamic

simulation that uses physically motivated feedback from SF and AGN to model the quench-

ing of SF galaxies. It builds on the previous simulation ,MUFASA (Davé et al., 2016),

which used a heuristic approach to model AGN feedback. In SIMBA AGN accretion occurs
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in two modes: torque limited accretion and Bondi accretion (Bondi, 1952) the former for

cold gas (T≤ 105K) and the latter for hot gas. Torque limited accretion is appropriate for

gravitationally driven instabilities on the galactic scale down to the scale of the accretion

disk which predominately affect cold gas in the ISM. However, for hot gas Bondi accretion

is a more suitable model as this gas tends to be spherically distributed and is computed

with the standard formula

ṀBondi = εm
4πG2M2

BHρ

(ν2 + c2
s)3/2 (1.11)

where ṀBondi is the Bondi accretion rate, εm is the efficiency of the Bondi accretion and

is taken to be 0.1, G is the gravitatonal constant, MBH is the mass of the SMBH, ρ is the

mean density of hot gas around the SMBH, ν is the average velocity difference between the

gas and the SMBH and cs is the speed of sound of the gas. The total accretion rate is the

sum of these two modes multiplied by a radiative efficiency factor of 0.9. This accretion

rate is further limited to the Eddington accretion rate.

These accretion rates were then used to compute the AGN feedback and its affect on

the host galaxy and its environment. This feedback has two main forms: kinetic and x-

ray. Kinetic feedback is when nearby gas particles are randomly injected with momentum

(the probability of injection is dependant on the mass of the particle and the accretion

rate). The exact momentum injection is dependant on the accretion rate of the SMBH

with higher accretion rates leading to lower momentum injections (these are refered to

as radiative AGN winds) and as the accretion rate drops below 0.2fedd (where fedd is the

eddington ratio) the injected momentum increases (known as jet mode). It should be noted

that jets have not been observed from low mass SMBH so jet mode is prevented for SMBH

with M< 107.5M∗. X-ray feedback simulates the heating of the ISM by x-rays emitted

from the inner region of the accretion disk. This feedback is only simulated for AGN in jet

mode as in more gas rich galaxies the gas would be able to efficiently absorb and radiate

away the excess heat. For non ISM gas affected by this feedback the temperature is raised

based on the heating flux at its position. However, If this was done for ISM gas directly

the physics of the SIMBA simulation would cause the heat to radiate away quickly, due

to the low resolution and high pressure of the ISM. This physically unrealistic result is a

consequence of the limitations of the simuations rather than a physically relevant result.

To more closely mirror observations half of the heat is added as a radial kick outwards.

In later works using SIMBA radio luminosities were derived for simulated galaxies.

These radio luminosities were made up of contributions from the AGN and from SF. SF

radio luminosities were derived using the relations from Terzian (1972). This requires
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the number of supernovae and can be derived from the SFR and the IMF (they used the

IMF of Chabrier (2003)). This gives the radio power from both thermal and synchrotron

emission as

(
Pnon−thermal
WHz−1

)
= 5.3× 1021

(
ν

GHz

)−0.8 (SFR[M > M�]
M�yr−1

)
, (1.12)

(
Pthermal
WHz−1

)
= 5.5× 1020

(
ν

GHz

)−0.1 (SFR[M > M�]
M�yr−1

)
, (1.13)

where ν is the observed frequency and SFR[M > M�] is the rate of formation of stars with

mass larger than 5M�. The total radio power is taken as the sum of these two emission

mechanism powers.

AGN radio emission comes from core emission as well as extended emission from the

jets. Core emission was computed using the empirical relation from Körding et al. (2008)’

Prad
1030ergs−1 =

(
ṀBH

4× 1017gs−1

)17/12

. (1.14)

This formula describes optically thick emission from the accretion disk typically within ten

parsecs of the SMBH. The more complex extended emission is harder to model. Luckily,

depending on your point view, galaxies with extended emission are rare and due to the

relativeky small size of the simulated volume (it has a comoving volume of 100Mpc3) these

type of galaxies are not present. Alternatively these galaxies are not observed in SIMBA

due to the feedback models being unable to produce galaxies with high enough accretion

rates at z=0.

With the addition of radio luminosities to the SIMBA simulation they were able to

predict the total radio luminosity function as well as the individual radio luminosity func-

tion for SF galaxies and AGN. They found that AGN dominate the luminosity function at

high radio powers with the crossover at P≈1022.5 at z=0. This crossover power increased

with redshift as the relative importance of AGN decreased, while the total luminosity

function remained relatively unchanged, with the crossover occurring at P≈1024.5 at z=3.

The radio luminocity functions found in SIMBA are a good match to the results of Mauch

and Sadler (2007) suggesting that the feedback mechanisms used in SIMBA to simulate

AGN feedback are good approximations for the true physial processing occuring in galax-

ies. However, caution should be taken for the most luminous radio galaxies that are not

found in within SIMBA. It is difficult to know whether the lack of radio loud QSOs is a

result of the feedback models being unable to produce AGN of this type of whether their

absence is just random chance in small simulation.
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1.4 FIR Observations

Observing in the FIR (typically defined as 15-1000µm) is a necessary compliment to UV

and emission line measurements when measuring the SFR of a galaxy due to dust absorp-

tion in the ISM. However, FIR observations have some unique technical problems that

need to be overcome in order for useful observations to be made. Firstly the resolution of

any telescope is given by

θ ' λ

D
(1.15)

where θ is the resolution in radians, λ is the observed wavelength and D is the diameter of

the telescope lens. So an optical telescope observing at 300-700nm will have a resolution

100x better than a FIR telescope. In addition, the atmosphere absorbs FIR radiation

meaning that FIR telescope need to be space based, making building large telescopes

(with high resolution) nearly impossible.

1.4.1 Bolometers

The history of FIR astronomy began with the discovery of infrared radiation by William

Herschel. He discovered this while attempting to measure the amount of heat contained

in light of different wavelengths. By diffracting light through a prism and placing a

thermometer in different regions of the diffracted light. Herschel observed that the greatest

increase in temperature was when the thermometer was placed out of the diffracted light

on the red side. Nearly 80 years later the bolometer was invented as a way to measure the

intensity of infrared radiation. At its simplest a bolometer is a conductor, with a current

passing through it, whose resistance depends on its temperature. As infrared emission

falls onto the bolometer it is heated and its resistance changes, causing the current flowing

through the bolometer to change. This change in current can be calibrated to measure the

IR flux on the bolometer. The limiting factors of a bolometer are the cooling time of the

bolometer and the background thermal radiation from the detector itself. As IR photons

impact the bolometer it will begin to heat up and if this continues then if the detector’s

resistance is a non linear function of its temperature it will not be able to accurately

detect the energy of the incoming IR photons. This is why it is important that bolometers

can cool down, this can be accomplished by either designing the bolometer with sufficient

cooling or by allowing time for the bolometer to cool down between observing periods.

Removing background thermal emission is important to allow detection of faint IR sources.

However, unlike an optical telescope, background IR noise can come from the telescope

itself. To overcome this issue the telescope and detectors need to be cooled to very low
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temperatures to detect photons in the FIR. While theoretically bolometers could be used

to measure flux at any wavelength they are used almost exclusively for FIR measurements

and have been used in the Herschel space telescope Pilbratt et al. (2010) and the James

Clerk Maxwell Telescope (JCMT).

1.4.2 Herschel

The most recent space based FIR telescope was Herschel (Pilbratt et al., 2010), which was

launched in 2009 and was operational for 4 years. Herschel has a primary mirror with a

3.5m diameter and to reduce thermal background noise was placed at the Earth-Sun Lag-

rangian point 2 (L2) to place it far from the Earth as well as being in the Earth’s shadow.

In addition, liquid helium was used to cool the instruments, further reducing thermal noise.

However, with Herschel being located at L2 it was impossible to replace the liquid helium

and therefore limited Herschel’s observing time to 4 years. FIR continuum observations

were made by two instruments on board Herschel: the Photodetector Array Camera and

Spectrometer (PACS Poglitsch et al. (2010)) and the Spectral and Photometric IMaging

Reciever (SPIRE Griffin et al. (2010)). PACS observed at 70, 100 and 160µm, making it

ideal to measure the peak of the FIR emission for galaxies at z < 1, which is typically

around 100µm. In contrast SPIRE observed at 250, 350 and 500 µm and therefore better

suited for detecting galaxies at higher redshift. SPIRE is able to observe all three bands

simultaneously while PACS can only observe in two bands at the same time. The detect-

ors for each of the SPIRE bands are composed of an array of 139, 88 and 43 bolometers

arranged in an hexagonal pattern for the 250, 350 and 500µm respectively. Each detector

has light directed to it through a feedhorn, which prevents stray light from impacting the

detector. The bolometers consist of a silicon nitride absorber and a thermometer of ger-

manium. In addition, each detector is equipped with several dark bolometers to provide

some measure of the thermal noise and temperature drift (Valtchanov et al., 2014).

To construct FIR maps the individual datastreams from each bolometer are combined

(these datastreams are referred to as timelines). The Herschel maps used in this thesis

were created with a FWHM of 18.15, 25.15 and 36.3 arcsec and pixels sizes of 6, 10,

14 arcsec for the SPIRE maps at 250, 350 and 500µm respectively. Meanwhile the PACS

maps have a FWHM of 5.6, 6.8 and 11.3 arcsec and pixel sizes of 3.2, 3.2 and 6.4 arcsec for

observations at 70, 100 and 160µm respectively. Maps from both instruments are affected

by instrumental noise, which is mostly Gaussian, and confusion noise. Confusion noise

is noise caused by low flux background sources with a high density. While background
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noise can be reduced by observing the same location for a longer time confusion noise is

unaffected Nguyen et al. (2010).

Herschel has observed ∼ 1200 square degrees outside of the galactic plane. This

data was collected and homogenised as part of the Herschel Extragalactic Legacy Project

(HELP) as well as collating multiwavelength catalogues, from the UV to NIR. HELP covers

multiple fields of different depths and sizes, with the largest being Herschel-stripe82 (which

covers 363.4deg2) to smaller deeper fields such as SPIRE-NEP (0.6deg2).

1.4.3 FIR source detection

Detecting sources in SPIRE images has a number of additional challenges not present in

optical images, for which a large number of source detection algorithms and software exist,

such as SEXTRACTOR (Bertin, 1996). Simplistically these algorithms typically work by

first finding peaks of emission and then assigning any nearby flux to one source. This is

not ideal for SPIRE images as the source density per beam is typically much greater than

one. This leads to significant source confusion and means that multiple fainter sources

would be absorbed by other brighter nearby sources. To counteract these problems a

number of algorithms have been developed over the years to detect sources in the images,

I will briefly describe some of these here. SUSSEXtractor (Savage and Oliver, 2007) first

convolves the map with a filter (either the PSF for shallow images or a filter that is

narrower than the beam for deep images). Then peaks are located by comparing each

pixel to its neighbours. When a peak is located then the location of the source is found

by using the surrounding pixels. Alternatively DESPHOT (Roseboom et al., 2010) works

by first knowing the position of sources. This prior based approach models the SPIRE

map as a combination of sources convolved with the PSF and background noise. If we

know where sources are, either from other multiwavelength catalogues or from other FIR

source detection algorithms like SUSSEXtractor we can use DESPHOT to measure the

contribution of those sources to the map. This is done by turning on sources one by one

and finding the flux for each of those sources that produces the best match to the map.

Once the best fit has been achieved then additional sources are added to the prior one

by one. To prevent overfitting each additional source turned on adds a penalty to the

likelihood of that model. This is implemented using the least absolute and shrinkage and

selection method (LASSO).

The most recent source detection method is XID+ (Hurley et al., 2017) and is used

extensively in this work. I will describe its algorithm in more detail in Ch 3 as part of my
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work on the FIRC and again in Ch 4 where I adapt it to run on LOFAR images.

1.5 Radio Observations

As discussed above radio emission can trace SF in galaxies regardless of whether the SF

is obscured by dust or not. Therefore radio observations would be ideal for measuring

the SFR of galaxies. With radio emission being at even longer wavelengths than the FIR

radio telescopes need even larger diameters to achieve comparable resolutions to optical

and NIR telescopes. However, unlike FIR radiation radio emission isn’t absorbed by

the atmosphere so radio telescopes can be built on the ground, allowing for very large

telescopes(currently the largest operating single dish radio telescope is the five hundred

meter aperture spherical radio telescope FAST in China Li and Pan (2016)). In addition,

radio telescopes have a simpler design than modern optical telescopes, instead of a difficult

to manufacture mirror that focuses the light onto a CCD camera radio telescopes focus

radio emission with a simple metal surface that, at long wavelengths, is not strongly

affected by small imperfections. Combined this allows for the construction of very large

radio telescopes that can reach arcsecond resolution but a single radio telescope would

need a diameter of over 1km to reach sub arcsecond resolution.

However, radio observations have one advantage that other wavelengths do not. By

combining observations from multiple telescopes the effective diameter of the telescope

becomes the distance between the two individual radio telescopes. With baselines of

thousands of kilometers radio telescopes can easily reach sub arcsecond resolutions. The

principle behind this technique can be seen when considering a plane wave from a point

source. The plane wave will travel a different distance to each of the telescopes and

depending on the distance between the telescopes and the frequency observed the two

signals will either be in or out of phase. By introducing an artificial delay τ to one of the

telescope’s signal you can steer the phase center of the intereferometer and by observing

the combined signal determine the position of the source with great accuracy (figure 1.4).

In addition, typically interferometers are made up of dozens of telescopes, with each pair

acting as its own separate baseline that can observe independent of the others. This creates

some new problems as each baseline is sensitive to sources of a certain resolution and will

not detect large scale structures that are much larger than its resolution. Combining this

information from multiple baselines is complex and requires performing an inverse fourier

transformation that scales with the number of pixels in the image squared multiplied by

the number of baselines. So is computationally difficult. Approximations can be made to
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Figure 1.4: Interferometer setup when a delay τ is introduced to one of the antenna

to artificially steer the telescope phase centre. Credit: Prof Dale E. Gary at NJIT ht-

tps://web.njit.edu/ gary/728/Lecture6.html

speed up this process but these introduce errors that need to be accounted for when using

the final image for science. For more details on how radio interferometers work see Wilson

et al. (1997).

1.6 Summary

In this chapter I presented the main sources of emission that are relevant to this thesis, SF,

dust and radio. I also briefly mentioned how AGN can confuse emission from these sources

and make determining SFRs difficult. I then described how FIR and radio observations

are made and gave a brief description of the Herschel space telescope and how sources are

detected in its images.
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Chapter 2 contains a detailed description of the likelihood ratio technique for cross-

matching multiwavlength catalogues. I then present the crossmatching I did in Lockman

Hole to match the LOFAR radio catalogue to the multiwavelength catalogue in the field.

This work contributed to Kondapally et al. (2021) which presented the optical cross-

matches to the LOFAR radio catalogues in Bootes, ELAIS-N1 and Lockman Hole.

My paper of the FIRC makes up Chapter 3 which present work I did to measure the

FIRC at low frequencies. This work tested whether the FIRC evolves with redshift or

stellar mass by constructing multiple mass complete samples.

Chapter 4 presents my current work on expanding the Bayesian flux measurement

software XID+ to run on radio images. It contains tests run to compare the results that

XID+ obtains compared to those from PyBDSF and how well it recovers the flux of fake

injected sources. Finally I present the results when run across the entirety of ELAIS-N1

on a sample of galaxies whose predicted radio flux, from the FIRC, is above the 3σ level.
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Chapter 2

Crossmatching

This chapter discusses several different methods of crossmatching including the theoretical

underpinnings as well as their relative strengths and weaknesses. The later sections of the

chapter present work done as part of Kondapally et al. (2021) to crossmatch the LoTSS

deep fields catalog in Lockman-hole to the multiwavelength catalog, created as part of the

LoTSS deep field project, using likelihood ratios (LR).

2.1 Likelihood Ratio

The likelihood ratio is used to cross match sources in a more statistically robust method

than just using nearest neighbour matching. It works by working out the probability that

a nearby source is a true counterpart (based on the sources properties) compared to the

probability that it is a nearby, but unrelated, background object. This method can be

used to crossmatch optical and NIR surveys Williams et al. (2018) and is of particular

use when crossmatching optical catalogs with longer wavelengths catalogs, such as FIR,

sub mm and radio (Smith et al., 2011; Fleuren et al., 2012; Mcalpine et al., 2012). The

ratio that a given source, from catalogue B, is a true counterpart of an object, from

catalogue A, compared to a background object is calculated using the following equation

from Sutherland and Saunders (1992)

LR = q(p)f(r)
n(p) (2.1)

where f(r) is the probability that a given source, from catalogue A and potential

counterpart, from catalogue B, will be separated by a distance r. n(p) is the probability

that a given source with properties p is an unrelated background object. Finally q(p) is

the probability that a true counterpart will have properties p. Properties p can be any
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property of the potential counterpart such as magnitude, colour and source type (eg star,

galaxy or AGN).

n(p) is simple to calculate, as it is just the multidimensional distribution of p, which

can be measured from the data directly over a large representative area. However, f(r)

and q(p) can be more difficult to estimate. To estimate f(r) the positional uncertainties

of both the sources and potential counterparts needs to be known. For radio surveys this

can be challenging as each radio source can have differing positional uncertainties based

on the direction from the source (due to the resolved nature of some radio galaxies). In

addition, to the positional uncertainty of a given source there are additional astrometric

errors that need to be accounted for.

2.1.1 Estimating q(p)

The final term in the LR is the most complicated to calculate. Ciliegi et al. (2003)

estimated q(p) using the following method when p only contained the magnitude of the

galaxy in one band

1. First measure the magnitude distribution of all potential crossmatches from B nearby

to the sources from A, total(m). The search radius used can be chosen by the user

so that it will incorporate the majority of true counterparts.

2. Subtract the background distribution n(m) from total(m) to get real(m).

3. Normalise real(m) such that q(m) = real(m)
Σreal(mi)Q0 where Q0 is the fraction of sources

in A that have a true crossmatch in B.

Using this method estimating total(m) and real(m) is simple (once the search radius

has been chosen). However, estimating Q0 is still a complicated process. Merely dividing

real(m) by the number of sources in catalogue A will tend to overestimate Q0 due to

source clustering and genuine multi-counterparts to sources in catalogue A. To avoid this

multicounting problem Fleuren et al. (2012) decided to estimate 1 − Q0, the fraction of

sources in catalogue A without a counterpart in catalogue B, I will refer to these sources

as blanks. Blanks could be sources whose counterpart is fainter than the detection limit

of catalogue B or outside of the chosen search radius or they could be spurious sources in

catalogue A (i.e the source is actually an artifact and therefore has no counterpart). To

calculate the true number of blanks first the number of observed blanks, out to a search

radius r, is counted. This then needs to be corrected by the number of sources in catalogue

A that have am unrelated source from catalogue B within r, I shall refer to these sources
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as false matches. To estimate the number of false matches I create N random sources,

where N is the number of sources in catalogue A, at random positions and then see how

many of them are blanks at radius r. I can then calculate the true number of blanks in

catalogue A using equation 2.2

Āt = Ā+ Āt
R

N
≡ Āt = Ā

1− R
N

= Ā

R̄/N
, (2.2)

where A and R are the number of sources without a counterpart within r from catalogue

B, for sources in catalog A and the random sources respectively. A bar refers to the

number of blanks instead of matches and t refers to the true number of blanks as opposed

to the observed number. By dividing by N I get Āt/N = Ā/R̄ which is equivalent to

1 − Q0 and Ā/R̄ can be easily measured. However, this definition of Q0 is dependent

on the search radius r used and I would prefer to find an independent measure. To find

this I start by considering why a true blank could exist. Either its true counterpart

lies outside the search radius r or its true counterpart is below the survey’s sensitivity.

The former probability can be calculated from the positional error distribution f(r) while

the latter is 1 − Q0. Then, assuming the two probabilities are independent, and using

P (AorB) = P (A) +P (B)−P (AandB) I can model the dependence of true blanks on the

search radius as

(1−Q0) + (1− F (r))− (1−Q0)(1− F (r)) = 1−Q0F (r) (2.3)

F (r) =
∫ r

0
P (r′)dr′ (2.4)

P (r) = 2πrf(r) (2.5)

As long as f(r) is known for your survey you can fit the dependence of the ratio of measured

blanks from catalogue A to blanks from random positions on the search radius r to equation

2.3 to find a value of Q0 that is independent of r.

This method for estimating q(p) is accurate when p only contains the magnitude of the

counterparts. However, if the colour of a counterpart is included in p then a modification

to this method is needed. Firstly Q0 becomes colour dependent Q0(c) where c is the

colour of the counterpart. I cannot simply estimate Q0(c) by dividing the counterparts

into colour bins and then estimating the number of blanks solely based on counterparts

in these colour bins. This is due to the clustering of counterparts (whether galaxies or

stars). Imagine a scenario where the true counterpart (in colour bin c1) has a physically

associated galaxy (this could be a result of galaxy clustering) in a separate colour bin

(c2) both within search radius r. Those two galaxies will both contribute to the Q0(c)
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in both colour bins as there is a physical association between all three galaxies in a way

that comparing to random positions will not correct for. Instead an iterative approach

was developed by Nisbet (2018) to calculate Q0(c) and q(p) when p contains a source’s

colour. This approach is summarised below

1. To begin a first pass of crossmatches is chosen. This first set of matches could be

as simple as a nearest neighbour crossmatch. However, the better the first set of

matches the fewer iterations are needed to converge on a set of best crossmatches.

2. The initial set of crossmatches is used to measure Q0(c) with the sources being

divided into appropriate colour bins. Then q(p) is calculated using the new Q0(c)

and dividing the set of crossmatches into appropriate colour and magnitude bins.

3. Then, using the new q(p) LR are measured for all potential crossmatches, usually

taken as all sources within some search radius.

4. These LR are used to select new crossmatches. These matches are used to remeasure

Q0(c) and the steps are repeated until the matches don’t change.

2.1.2 Selecting LR threshold

Once the LR of all potential counterparts has been measured you would be forgiven for

thinking that you simply select the highest LR match for every source. However, some

best crossmatches will have a LR much less than one while some can be much greater than

one. This is because the LR is not normalised so does not represent a true probability and

instead just expresses the relative likelihood of a crossmatch compared to another. These

two different cases should not be considered equally. Especially considered that if Q0 < 1

I expect that not all the sources in our catalogue will have a crossmatch. So I need to

determine a threshold which a LR must be above to be considered a true crossmatch. The

simplest method would be to select the Q0 ∗ 100 percentile of the LR distribution and set

this as the threshold. However this depends on the measure of Q0 being accurate, which

may not always be true. Using the method outlined above requires an accurate measure of

f(r). Normally f(r) is assumed to be Gaussian however, there are normally small deviations

from this that can cause Q0 to be slightly off. It should be noted that this inaccuracy

will only affect the ordering of the LR for a given source’s potential crossmatches for a

small number of sources. Alternatively, Best et al. (2003) compute the reliability and
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completeness of the crossmatches for a given threshold T using the following equations

Completeness(T ) = 1− 1
Q0N

∑
LRi<T

Q0LRi
Q0LRi + (1−Q0) (2.6)

Reliability(T ) = 1− 1
Q0N

∑
LRi<T

1−Q0
Q0LRi + (1−Q0) (2.7)

where N is the number of sources being crossmatched. Using these measures for com-

pleteness and reliability you can use whatever criteria you deem suitable to select an

appropriate threshold.

2.2 Lockman Hole datasets

Here I detail the crossmatching procedure used to match the multiwavelength catalogue

from Kondapally et al. (2021) to the LOFAR source catalogue in Lockman Hole. Lockman

Hole is area of the sky, approximately 15deg2, first discovered by Jay Lockman. Located

at RA 15h 45m and Dec +58o Lockman Hole is a region of extragalactic sky (not along the

galactic plane) that is relatively free of neutral hydrogen. This enables easier detection of

UV as there is less absorption by the neutral hydrogen at 121.6nm. First I will describe

the observations and instruments used for the multiwavelength and radio catalogue as

well as the procedure used to create the catalogues. Finally I will describe how the LR

technique was applied to the LOFAR datasets.

2.2.1 Multiwavelength Catalogue

In Lockman Hole (LH) there are multiple UV, optical and NIR surveys that cover different

regions of LH. To create a uniform multiwavelength catalogue that is suitable for SED

fitting and covers a wide range of wavelengths several surveys were combined. Optical data

comes from two main surveys: the Spitzer Adaption of the Red-sequence Cluster Survey

(SpARCS; Wilson et al. (1997); Muzzin et al. (2009)) and the Red Cluster Sequence

Lensing Survey (RCSLens; Hildebrandt et al. (2016)), both of which were taken using

the MegaCam instrument on the Canadian France Hawaii Telescope (CFHT). SPARCS

observed in the broadband u, g, r, z bands while RCSLens observed in the g, r, i, z bands

with the former observing 13.3deg2 and the latter observing 16deg2. However, the coverage

of RCSLens is not contiguous in all bands.

UV data was taken from the DR6 and DR7 of the Deep Imaging Survey (DIS) taken

with the Galaxy Evolution Explorer (GALEX) space telescope (Martin et al., 2005; Mor-
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rissey et al., 2007). Observations from GALEX cover the Near UV (NUV) and Far UV

(FUV) which cover the wavelength range 135− 280nm.

NIR data in the J and K band was taken from the UK Infrared Deep Sky Survey

(UKIDSS) Deep Extragalactic Survey (DXS) DR10 (Lawrence et al., 2007). The observa-

tions were made using the WFCAM instrument (Casali et al., 2007) on the UK Infrared

Telescope (UKIRT) in Hawaii. The photometric system is described in Hewett et al.

(2006).

Finally data in the MIR at 3.6, 4.5, 5.8 and 8.0µm were taken from the IRAC instru-

ment (Fazio et al., 2004) on board the Spitzer space telescope (Werner, 2004). There are

two Spitzer surveys that cover part of LH: the SWIRE survey (Lonsdale et al., 2003) and

the Spitzer Extragalactic Representative Volume Survey (SERVS; Mauduit et al. (2012)).

The SWIRE survey covers ≈ 11deg2 in all four MIR bands while SERVS only covers half

the area and in the two shorter bands, though SERVS does reach a greater depth than

SWIRE.

In order to have a uniform wavelength coverage across the entire multiwavelength

catalogue only the overlapping region of the SPARCS r-band and the SWIRE survey was

used in LH (giving an area of 10.73deg2).

Rather than merge the individual catalogs from each survey it was decided to create

new forced photometry catalogues from χ2 images (Szalay et al., 1999). χ2 images are

created by combining images from multiple bands. This combines the signal from multiple

bands allowing the detection of galaxies whose signal in individual bands isn’t above 5σ but

when combined will be. This is done by computing the standard χ2 statistic for each pixel

after the images have been added together. These χ2 images were created using SWARP

(Bertin et al., 2002), which works by creating a combined error weighted image from

the images in the individual bands. To do this the individual images are regridded to the

same pixel scale (a scale of 0.2” was used). Using a χ2 image avoids the complications that

can arise from catalogue merging procedures, such as source mismatching or difficulties

in matching catalogues of different resolutions. The other advantage of a uniform forced

photometry catalogue is for photometric redshift measurements and SED fitting. If sources

were undetected in multiple bands then when SED fitting these bands can either be treated

as a non detection, and therefore not used for fitting to that galaxy, or treated as a upper

limit. Both options lead to a loss of information that can affect photometric redshift

measurements and SED fitting. Finally each catalogue will have its own procedure for flux

measurements and aperture corrections. This inhomogeneity can also lead to inaccurate
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colours. These problems can be overcome by performing source detection on χ2 images

constructed from a series of pixel matched images and then measuring fluxes from forced

apertures.

The details of this procedure are described in full in Kondapally et al. (2021) and I

summarise the relevant points here. The pixel matched images are created with a pixel

scale of 0.2” with no attempt at PSF homogenisation. Source detection was carried out

using SEXTRACTOR Bertin (1996) on two χ2 images, one constructed from the 3.6 and

4.5µm bands and the other from the SPARCS-ugrz, RCSLens-i and UKIDSS-DXS-JK

bands. Two images were created, rather than combining all the bands from the optical

to IR into one image, as the difference in resolution between the optical and IRAC bands

is very large. Matching these bands into one image would end up losing information

from the the shortest or longest wavelengths as the image are pixel matched. In addition

galaxies that are bright in the NIR may be undetected at optical wavelengths and vice

versa, making it worthwhile to identify galaxies in each seperately. Once sources were

identified in each image then forced aperture measurements were taken with apertures of

1 − 7” (in 1” steps) and 10” in the bands that make up each respective χ2 image, giving

two separate catalogues, one in the optical to NIR and the other in the MIR. Aperture

corrections were calculated using the curve of growth estimated from the aperture fluxes

and assuming that all the flux was detected in the largest aperture. These two catalogues

were then merged using a nearest neighbour crossmatch with a search radius of 1.5” and

any Spitzer source without a counterpart within this search radius is classified as a Spitzer

only source.

2.2.2 LOFAR data

The LOw Frequency ARrray (LOFAR) is a radio telescope based in Europe and designed

and constructed by ASTRON designed to operate at 10-240MHz (30-1.2m). LOFAR is

made up of multiple observing stations spread across Europe with the majority in the

Netherlands (38 stations) making up the short baselines and other stations in Germany

(six stations), Poland (three stations), France, Ireland, Latvia, Sweden, and the United

Kingdom (one station each). Each station consists of a interferometric array of dipole

antennae that are capable of observing the entire sky giving LOFAR a wide field of view

(FOV) 7− 8deg. The signals from each dipole are combined in each station into a phased

array and these arrays can then be combined. The large FOV combined with the ability to

observe multiple parts of the sky simultaneously makes LOFAR an excellent telescope for
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surveys. LOFAR generates ≈ 13Tbitss−1 across all stations. This is a huge amount of data

to process let alone transport to the central processing centre in Groningen. The majority

of this data is signal from the entire sky and the majority of this data is thrown away and

all that is kept is the signal from near the phase center. The technological challenges that

LOFAR needs to overcome is part of its role as a pathfinder for the Square Kilometer Array

(SKA). A more detailed description of the LOFAR array and the computing infrastructure

used to support it can be found in Van Haarlem et al. (2013).

A typical 8 hour LOFAR observation with the High-Band antennae (HBA) will have

a depth of 0.1mJy with the resolution depending on the configuration used, though only

one configuration is used for the observations used in this work (it is worth noting that

LOFAR has the potential for very long baseline intereferometry, VLBI, which is not used

in this thesis). However, these low frequency observations have a number of problems that

need to be overcome to reach this depth that are not encountered at GHz frequencies.

Firstly the Ionosphere distorts radio emission that passes through it, causing a direction

dependent (DD) phase delay that affects each station differently. In addition because of

the large field of view (FOV) the visibilties from each station also suffer from these DD

phase delays. The second problem is caused by the Ionosphere varying with time, causing

the visibilities to vary with time due to this variation as well as observing different parts

of the sky as the earth rotates. All of these effects need to be properly accounted for

to properly model the night sky and produce radio images that are of scientific quality.

Higher frequency observations are less effected by ionosphere distortions and can be safely

ignored. In addition, the design of GHz radio telescopes have a smaller FOV so any

ionosphere distortions have less variability across the image. You can see from Figure 2.1

that the dirty beam has significant side lobes that can extend for arcminutes to degrees

(depending on the configuration used for the observations). So if I only applied traditional

radio calibration techniques, that do not account for DD Ionosphere effects, there would

be significant artifacts in the LOFAR images from bright sources. These artifacts can

significantly raise the rms of the image and highlight the importance of accounting for DD

effects.

Accounting for the DD effects is a complex process which required the development of

a new direction dependent facet calibration in order to generate radio images from LOFAR

HBA data. This calibration method was developed by van Weeren et al. (2016) and then

later streamlined by Tasse et al. (2018). I briefly summarise the calibration method here

1. First observations of calibrator sources are made before and after the observing
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Figure 2.1: The theoretical synthesised beam based on the position of the 24 core LOFAR

stations. Credit: Van Haarlem et al. (2013)

period so that any slow varying effects, such as the ionosphere varying with Earth’s

night-day cycle, can be accounted for.

2. The image is divided up into facets with each facet being centered on a bright

calibrator source

3. Then for each facet the sources from all other facets are removed from the image and

the facet is calibrated using the central bright source, whose shape and brightness

are already well established from previous observations, to measure the direction

dependent effects.

4. The direction dependent correction are applied across the entire facet and then the

facet is imaged.

The LOFAR data used in this work is collected from the High-Band antennae (HBA)

in Lockman Hole in the frequency range 120.2-168.9MHz. There were 12 pointings of 8

hours centered on 161.75deg and 58.083deg (ra, dec) giving a total integration time of
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≈ 100 hours. The images were reduced by first creating a DD+DI self calibrated sky

model from one 8 hour pointing and this model was then used to calibrate the remaining

pointings.

The noise of these images was estimated by taking the minimum flux of multiple

cutouts, with varying sizes, with random position across the image. As the noise in the

image should be normally distributed it can be shown that there is a relation between the

distribution of minimum values drawn from the randomly placed cutouts and the standard

deviation of the image, see Tasse et al. (2021). In principle a similar relation exists for any

similar property of the cutout such as the median or max. However, the image is made

up of contributions from the noise, artifacts from image calibration and genuine sources.

I want our estimate of the noise to contain information on the noise and artifacts only so

the minimum is used to estimate the noise as sources will affect the upper end of the flux

distribution in the cutouts. This methods gives an average rms of ≈ 23µJy beam−1.

Source extraction was done on this image by using the Python Blob Detector and

Source Finder (PyBDSF; Mohan and Rafferty (2015)) which has the advantage of estim-

ating the noise locally rather than on the whole image. This is needed because the noise

in the image varies depending on the distance to the centre of the pointing as well as the

proximity of other bright sources. PyBDSF does this by using a sliding box of size 40x40

beam widths, except around bright source where the box is decreased to 15x15 beams so

that the increased noise in these regions is correctly measured. PyBDSF then looks for

peaks of emission that are greater than 5σ and fits the observed emission with a Gaus-

sian whose major and minor axis and orientation can vary. In addition, PyBDSF will fit

multiple Gaussians if required to fit the emission. Then these Gaussians are potentially

grouped into one source depending on whether they are sufficiently separated by distance

or by pixels containing no significant emission.

2.3 Applying the LR method

Here I explain how the LR method was applied to the LOFAR radio catalogue to cross-

match it with the multiwavelength catalogue in Lockman Hole. The LR method is unsuit-

able for large complex radio sources or radio sources with multiple components, such as

radio AGN with jets. Therefore to select radio sources suitable for the LR I restrict our

radio catalogue to sources whose major axis is less than 10”. The LR was computed using

magnitudes in the r-band and at 4.5µm as well as the r − 4.5 colour. In this application

of the LR method both n(p) and q(p) becomes n(m, c) and q(m, c) respectively (we also
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need to compute n(m) and q(m) to create initial matches as is described below). Here I

will explain how the three terms in the equation 2.1 are computed.

2.3.1 Estimating f(r)

f(r) is the probability that a counterpart of the radio source has some separation r.

Strictly speaking this probability is also dependent on the uncertainty of the separation,

making it f(r, σ). Here σ is dependent on several factors: The uncertainty of the radio

source position along the direction between the radio source and counterpart, the positional

uncertainty of the counterpart and the uncertainty from any astrometry errors between

the two surveys. The error along the direction between the radio source and counterpart

is important to calculate because of the asymmetric nature of radio sources, caused by

extended emission and non symmetric beams.

We use the following equation to estimate f(r) for each potential radio crossmatch

pair

f(r) = 1
2πσminσmaj

exp
( −r2

2σ2
dir

)
(2.8)

r is the offset between the source and counterpart while σmaj and σmin are the positional

uncertainties of the radio source along its major and minor axis respectively. σdir is the

combined positional error of the source and counterpart along the direction between them.

The error in the direction between the radio source and its counterpart is a combination

of three separate sources of error, that need to be added in quadrature. Firstly I need the

positional error of the radio source along the major and minor axis. Each PyBDSF source

has a measure of the FWHM of the major and minor axis as well as the position angle.

Using the relation between the FWHM and the error from Condon (1997) I calculate the

error on the major/minor axis as σ = δFWHM/(8ln2)1/2. However, this formula does not

account for correlated noise in the image and assumes that the source has a high SNR. To

account for this I use the results from Condon (1997) and Röttgering and Bremer (1997)

for the NRAO VLA Sky Survey and the Westerbork Northern Sky Survey respectively

where they found a factor of 1.3 ≈ 1.5 difference between the theoretical and measured

uncertainty. Here I used a factor of
√

2. Secondly there is the positional uncertainty of

the potential counterpart. This is taken as 0.35” (Williams et al., 2018; Kondapally et al.,

2021) and is usually negligible compared to the positional uncertainty of the radio source.

Finally the astrometric error between the two surveys is needed. This is estimated using

the method of Nisbet (2018). In short they looked at the distribution of the separation
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of the radio galaxies in ELAIS-N1 from its most likely i-band counterpart. By fitting a

Gaussian to this distribution they were able to measure a mean offset of 0.38” caused by

astrometry errors. However, when this value was used for their crossmatching they found

that incorrect matches were found for some of the brightest radio sources. These sources,

due to their high brightness, had very low positional uncertainties. Which in turn causes

their f(r) term to shrink rapidly as r increased. This causes the LR method to prefer

closer counterparts for these bright radio sources that upon visual inspection clearly had

different counterparts. They tried increasing the astrometric error until visual inspection

showed that the majority of these bright sources now had the correct counterpart. This

astrometric error was found to be 0.6”. By adding these three errors together in quadrature

I can estimate σdir for all potential crossmatches.

2.3.2 Estimating n(m) and n(m,c)

n(m) (and by extension n(m, c)) is the probability that a potential counterpart, with

magnitude m and colour c, is an unrelated background and is normalised per unit area.

This is easy to estimate simply by measuring the magnitude distribution of all the optical

sources in the multiwavelength catalogue in a representative area. I did not calculate n(m)

across the full multiwavelength catalogue so that our distribution is not affected by edge

effects. In addition the magnitude distribution is smoothed with a Gaussian kernel with

width 0.5mag. This was done to smooth the distribution at high and low magnitudes

where binning can result in sharp changes in n(m) that can bias the LR of these sources.

n(m, c) was calculated by dividing sources into colour bins and measuring the magnitude

distribution within each bin, using the same Gaussian kernal to smooth the distribution.

2.3.3 Estimating q(m) and q(m,c)

Both q(m) and q(m, c) are the probability that a source with given magnitude and colour

is a genuine counterpart. As discussed in Section 2.1.1 estimating q(m, c) requires a first

pass set of crossmatches. While I could have used a simple nearest neighbour crossmatch

for this first pass I instead opted to use the results of a magnitude only crossmatch as this

reduces the number of iterations needed to converge the colour and magnitude crossmatch.

Estimating q(m) initially requires a measure of Q0 (the fraction of radio sources with

a true counterpart) where I used the method from Fleuren et al. (2012) to measure Q0 in

the r-band and at 4.5µm. Firstly we will search around all radio sources whose major axis

is less than 10” within a representative area of Lockman Hole (this is a large rectangular
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Figure 2.2: Estimate of Q0 in the r-band and at 4.5µm depending on the search radius

around the radio and random sources.

area in the centre of Lockman Hole). The search radius started at 1” and was increased

in increments of one arcsecond and the number of sources with an optical/MIR source

(depending on the band being examined) within the search radius counted. This is used

to measure the number of real blanks (see equ 2.2). The limit on size (major axis less than

10”) was introduced to avoid biasing our measure of the number of real blanks by included

large extended sources whose true counterpart may be from the automatically measured

radio position, which can be inaccurate for radio AGN. Similarly we used a representative

area in Lockman hole to avoid overestimating the number of real blanks by avoiding the

edge of the optical/MIR images, where the sources density is lower due to edge effects.

This process was repeated with a number of fake sources, equal to the number of real

sources used, at random positions within the same representative area. This gives us the

number of random blanks (see equ 2.2). From this we are able to measure Q0 for each of

our search radii using equation 2.2. I then took Q0 to be the average Q0 between 3-6”

search radius (Figure 2.2) as the final search radius that would be used was 10” and I

want to ensure that our estimate of Q0 is unbiased by low values for smaller search radii.

I found Q0 to be 0.78 and 0.95 for the r-band and 4.5µm respectively. With Q0 measured

I was able to compute q(m) in both bands and then smooth it with a Gaussian kernal
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with width 0.5mag (see figure 2.3). This smoothing was done to ensure that LR for bright

or faint sources were not unstable and ensure that the interpolation, for an individual

sources magnitude, did not change drastically for small changes in magnitude. The LR

for each source was calculated in the r-band and at 4.5µm and then compared to the LR

threshold to determine whether the source was a crossmatch. The threshold was taken as

the Q0∗100 percentile of the LRs in each band. If a source had more than one crossmatch,

whose LR was above the threshold, then its counterpart was taken to be the match with

the highest LR in either band. This gave us the first pass crossmatches that could be fed

into the estimation of q(m, c).
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Figure 2.3: q(m)/n(m) for the r-band and 4.5µm in Lockman Hole. The solid lines is

when n(m) and q(m) were measured using a cumulative distribution and the dashed line

is when the magnitude distribution was first smoothed with a Gaussian kernel with width

0.5mag.

These first pass crossmatches were divided into colour bins of width 0.25mag (r-4.5)

to provide an initial estimate of Q0(c) which is calculated as the number of sources in

the colour bin divided by the total number of sources. In addition to these colour bins

there were three additional bins for sources that were only detected in the r-band or at

4.5µm or in neither with S/N > 3. This final catagory is needed because of the nature

of χ2 image detection method which can result in sources being low S/N in the r-band
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Colour bin Q0(c) N

c ≤ −0.5 0.0013 34

−0.5 ≤ c ≤ −0.25 0.0012 33

−0.25 ≤ c ≤ 0.0 0.0041 111

0.0 ≤ c ≤ 0.25 0.0086 231

0.25 ≤ c ≤ 0.5 0.0154 415

0.5 ≤ c ≤ 0.75 0.022 594

0.75 ≤ c ≤ 1.0 0.0302 813

1.0 ≤ c ≤ 1.25 0.0393 1058

1.25 ≤ c ≤ 1.5 0.044 1186

1.5 ≤ c ≤ 1.75 0.0457 1231

2.0 ≤ c ≤ 2.25 0.045 1212

1.75 ≤ c ≤ 2.0 0.0491 1323

2.25 ≤ c ≤ 2.5 0.0486 1311

2.5 ≤ c ≤ 2.75 0.0481 1297

2.75 ≤ c ≤ 3.0 0.0498 1343

3.0 ≤ c ≤ 3.25 0.0484 1304

3.25 ≤ c ≤ 3.5 0.0493 1329

3.5 ≤ c ≤ 3.75 0.0496 1336

3.75 ≤ c ≤ 4.0 0.0463 1248

4.0 ≤ c 0.1359 3661

Optical-only 0.0068 182

4.5-only 0.1771 4773

No-magnitude 0.0061 166

Table 2.1: Q0(c) values in each r-4.5µm bin as well as the number of sources in each bin.
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Figure 2.4: q(m,c)/n(m,c) distribution in Lockman Hole across all colour bins (r-4.5µm).

The ratio was smoothed with a Gaussian kernal with width 0.5mag and the thickness of

the lines show the number of galaxies within that magnitude bin.

and at 4.5µm but bright in other bands. From here calculating q(m, c) is merely a case

of following the methodology outlined in Section 2.1.1, which are again smoothed with a

Gaussian kernal with width 0.5mag (Figure 2.4). In addition, a minimum value of Q0(c)

was set at 0.001 in each bin. Table 2.3.3 shows the Q0(c) values, as well as the number

of sources in each r-4.5µm colour bin. This prevents a negative feedback loop where low

Q0(c) values, in low population colour bins, cause low q(m, c) values, which in turn cause

sources in these colour bins to not be selected as crossmatches. This again drives down

Q0(c) in those bins, making q(m, c) even lower and so on. LR were then measured for all

potential counterparts within 10” and were considered potential real crossmatches if their

LR was above the threshold where the completeness and reliability crossover (Figure 2.5).

The iterative process to estimate q(m, c) was repeated five times and then there were no

changes in each source’s best crossmatch.
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Figure 2.5: Completeness and reliability curves used to calculate the LR threshold, above

which a match can be considered genuine. This threshold is taken as the crossover point

between the completeness and reliability and is marked by a dotted black line.

2.3.4 Unsuitable Sources

Once the LR was run I am then better able to determine which sources I could trust the

LR identification. Along with the limit on major axis the two other criteria considered

were whether the radio source was composed of multiple Gaussians and whether the source

was clustered. Clustered sources were excluded unless the source was very compact (very

point source like) and had a LR identified crossmatch with a high LR. Sources made up

of multiple Gaussians had the individual components crossmatched using the LR method

and if the components agreed on the counterpart then the LR crossmatch was taken.

Additionally if the combined source had a high LR then its LR crossmatch was trusted.

Sources whose LR crossmatch was not trusted I sent to the LOFAR galaxy zoo (LGZ).

More details on this can be found in Kondapally et al. (2021).

2.3.5 LR Results and Interpretation

In total 79.7% of radio sources had a crossmatch from the LR ratio. From Figure 2.4

I can see that the LR is preferentially selecting faint red galaxies or, relatively bright,
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blue sources as counterparts. This would agree with our expectations for radio galaxy

optical properties as these galaxies are either likely to be AGN (redder and more likely

at higher redshift, such as z > 1) or star forming galaxies (bluer). If we look at the

radio properties of the crossmatched galaxies we can see further evidence for this view.

Figure 2.6 shows that galaxies with a higher L150 are predominately crossmatched with

redder galaxies. These galaxies are likely AGN hosts due to their relatively high mid

IR emission that is typically produced by the dusty torus surrounding the SMBH. This

matches expectations that AGN make up the majority of high radio luminosity galaxies as

was found by comparing the luminosity function for AGN and SF galaxies (Sabater et al.,

2020). We also observe that redder galaxies are more likely to be crossmatched to radio

galaxies at higher redshift. At z=1 the faintest galaxy that LOFAR can detect in LH has

a luminosity of 1023.8W. Galaxies this bright are likely to be hosting AGN, which would

explain the fact that redder galaxies are observed at higher redshift (see fig 2.7).

These results are further supported by the results from the SIMBA simulation (Thomas

et al., 2021) which predict that the high end of the radio luminosity function is dominated

by AGN at z<2. Additional, the Tiered Radio Extragalactic Continuum Simulation (T-

RECS) found similar results (Bonaldi et al., 2019) with both agreeing that the crossover,

where SF galaxies are more numerous then AGN, occurs at '1022.5W Hz−1 at 1.4GHz

(≈ 1023.2W at 150MHz with a spectral index of -0.6). This crossover point increases at

higher redshifts, increasing to 1023W at z=1. This could explain the flattening in colour

we see at high and low luminosities as our galaxy population becomes dominated by AGN

at high luminosities and SF galaxies at low luminosities. The change over between these

two regimes occurs between 1023W and 1024W, which covers the crossover between the

AGN and SF dominated regions in the radio luminosity function according to both the

SIMBA and T-RECS simulations.

In conclusion, we can see that adding colour into the LR allows for a more accurate

crossmatching process. The agreement between the colour of our crossmatches and the

results from simulations supports this. In the future additional colours could be added into

the LR method to help identify galaxies that are radio galaxies but whose host properties

aren’t captured by the bands used in this work. In addition with the advent of large

scale spectroscopic surveys such as the Wide Area Vista Extragalactic Survey (WAVES)

spectral line intensities and ratios could also be included with this methodology to better

identify radio counterparts.
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Figure 2.6: Distribution of radio galaxies counterparts in the luminosity r-4.5µm plane

smoothed with a Gaussian kernel
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Figure 2.7: Distribution of radio galaxies counterparts in the redshift r-4.5µm smoothed

with a Gaussian kernel
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Chapter 3

Mass dependence of the FIRC at

150MHz

This chapter contains the paper I submitted to Astronomy and Astrophysics on the mass

dependence of the far infrared radio correlation at 150MHz. I have excluded the acknow-

ledgements and included the appendices at the end of the chapter. Some changes have

been made to the paper to better fit the thesis format

3.1 Introduction

It has long been known that radio emission from normal galaxies is mostly from synchro-

tron radiation produced by electrons in the interstellar medium (ISM) that are accelerated

by supernovae remnants (Condon, 1992). Emission in the infrared (IR) is produced by

dust heated by ultra-violet (UV) and optical radiation, which is then re-emitted in the IR

(Casey et al., 2014). As both supernovae and UV radiation are produced by massive stars

with short lifetimes, they are both tracers of recent star formation (SF). This provides the

theoretical underpinning of the well-known far-infrared radio correlation (FIRC) which

was first observed by van der Kruit (1971) and later by Condon (1992),Helou and Bicay

(2002),Yun et al. (2002), who found a tight correlation between radio and total infrared

(TIR 8 − 1000µm) luminosity in local galaxies. Since then, the FIRC has been observed

across a wide range of luminosities and redshifts (Murphy, 2009; Sargent et al., 2010;

Delhaize et al., 2017; Calistro Rivera et al., 2017). This relatively tight correlation has

been used as a boundary to identify radio-loud active galactic nuclei (AGN; Del Moro

et al. (2013); Calistro Rivera et al. (2017)) and as a tool to calibrate the star formation

rate (SFR)–radio luminosity relation (Davies et al., 2017; Gurkan et al., 2018). Radio



7th November 2022 48

surveys can play a unique role in studying SF in galaxies as they are not affected by

dust extinction, and can cover very wide areas of the sky with high angular resolution.

A well calibrated SFR–radio luminosity relation is therefore of vital importance for full

exploitation of the next-generation surveys with Square Kilometre Array (SKA) precurs-

ors (ASKAP and MeerKAT), as well as for the LOFAR all-Sky Survey (LoTSS; Shimwell

et al. (2019)), whose second data release will cover several thousand square degrees. Un-

derstanding whether the FIRC varies with the properties of galaxies, such as redshift or

stellar mass, can provide useful insight for creating a SFR–radio luminosity relation.

The FIRC is thought to originate from SF and is broadly explained by the ‘calorimeter’

theory developed by Voelk (1989), which proposes that cosmic rays (CRs) accelerated by

supernovae shocks lose all or most of their energy as synchrotron emission while they spiral

in the galactic magnetic field. The majority of UV emission from SF regions is reprocessed

by dust and emitted in the FIR, from where the supernovae also originate. However, this

model begins to break down when considering smaller galaxies with a lower mass, as you

would expect more CRs to escape the galaxy before they have radiated most of their energy.

Similarly, galaxies with a low dust mass would emit a higher amount of UV radiation as

less is reprocessed, which could lead to a break in the FIRC. More complicated models have

been developed to try and explain these discrepancies, such as the conspiracy model by

Bell (2003). The ‘conspiracy’ is that the ‘missing’ FIR and radio emission counterbalance

each other. While this preserves the FIRC, it affects its ability to calibrate the SFR–radio

luminosity relation. This theory was expanded by Lacki et al. (2010) to examine the range

of galactic parameters that would support a linear FIRC. These authors investigated how

the radio spectrum is modified by a number of different parameters including gas density,

the initial energy of CRs injected into the ISM, and the escape time of the CRs. The

authors also modelled the effect of CR protons produced by supernovae and their decay

products, and found that the majority of galaxies (with ρgas > 0.01g cm−3) are UV and

CR calorimeters and that below this the FIRC is maintained by the standard ‘conspiracy’.

However, starburst galaxies have a more complicated relationship. Their radio emission

is reduced by CRs losing the majority of their energy through inverse Compton scattering

and bremsstrahlung radiation. This is counteracted by the emission from secondary CR

electrons produced by the decay of CR protons. These findings are supported by those of

Magnelli et al. (2015) who found no change in the FIRC with specific star formation rate

(sSFR).

Whether or not the FIRC is redshift dependent is still a point of contention. Some
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theoretical works predict redshift evolution caused by inverse Compton scattering of cosmic

rays with the warmer cosmic microwave background (CMB; Murphy (2009)), leading to

higher flux ratios (qTIR defined as the FIR luminosity divided by the radio luminosity, to

calculate qTIR; see Eq. 3.4). Others suggest the FIRC should remain unchanged up to

z ' 1.5 (Lacki et al., 2010). Observational discrepancies exist as well, with some studies

finding that the median qTIR decreases with redshift (Delhaize et al., 2017; Calistro Rivera

et al., 2017) whilst others have found no significant evolution with redshift (Sargent et al.,

2010; Smith et al., 2014; Delvecchio et al., 2021). This topic is further complicated by

potential evolution in the FIRC with luminosity (either radio or IR). If the median FIRC is

different for more luminous galaxies, then when observing at higher redshift, where there is

a bias towards more luminous galaxies, an apparent redshift evolution would be observed

where none exists (unless steps are taken to account for this in sample selection). Using

InfraRed Astronomical Satellite (IRAS) data and DR1 of the LoTSS, Wang et al. (2019)

found the FIRC to be sublinear at 150MHz for the most IR-luminous galaxies (their sample

had a median redshift of z ∼ 0.05), lending evidence to this theory. Similarly, Heesen et al.

(2019) also found a sublinear relation between radio and SFR (which is correlated with IR

luminosity) for spatially resolved galaxies in the local Universe. In addition, the degeneracy

between redshift and luminosity evolution could result in a degeneracy between redshift

and other galactic parameters, such as stellar mass. Resolving these degeneracies requires

a sample of galaxies for which the selection effects are firmly understood with respect to

all these parameters. Then, the evolution of the FIRC with respect to each parameter

could be studied in isolation.

Recent studies found evidence that the FIRC is mass dependent, i.e. that for a fixed

IR luminosity, a galaxy with a higher stellar mass will have a greater radio luminosity.

Using deep COSMOS data at 1.4GHz, Delvecchio et al. (2021) found that qTIR is linearly

proportional to M∗ over a wide range of redshifts and stellar masses (0.1 < z < 4 and

8.5 < log(M∗) < 11.5). Due to the small area of COSMOS (< 2.0 deg2), the low-

redshift measurements made by these latter authors have a large uncertainty. In particular,

the high-mass, low-redshift galaxies (z¡0.4) have a higher normalisation than the higher

redshift (z > 0.4) galaxies. In addition, using the LoTSS deep field data in ELAIS-N1,

Smith et al. (2021) found that the radio luminosity–SFR relation is mass dependent, that

is, for a given radio luminosity a higher mass galaxy will have a lower SFR than a galaxy

with a lower stellar mass.

Smith et al. (2014) and Read et al. (2018) showed that, as dust temperature increases,
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the FIRC decreases for monochromatic fluxes (fluxes were measured at 100, 160, 250, 350,

and 500 µm). In addition, Molnár et al. (2018) showed that, for a sample of star-forming

galaxies, the FIRC decreases more sharply with redshift for spheroid-dominated galaxies

compared to spiral galaxies. This discrepancy could be attributed to possible low-level

AGN activity that is boosting the radio emission but is undetected at other wavelengths.

This is qualitatively supported by Sabater et al. (2020) who showed, using a mass-selected

sample, that all massive galaxies have low radio emission from AGN activity. In addition,

the recent discovery that the FIRC is mass dependent can help to explain these findings,

as for a given stellar mass a spheroidal galaxy will usually have a higher mass.

The majority of existing studies of the FIRC have been undertaken at 1.4GHz (Terzian

(1972); Bell (2003); Sargent et al. (2010); Delhaize et al. (2017); Delvecchio et al. (2021)

to name a few), whereas there are relatively few studies of the FIRC at lower frequen-

cies. Low-frequency (150MHz) observations have the advantage that they are not affected

by contamination from thermal emission from gas ionised by nearby massive stars. This

emission is more relevant at higher frequencies, and while both synchrotron and thermal

emission mechanisms are linked to massive stars, the interplay between these two mech-

anisms is not known. Using wide-area LOFAR data combined with SDSS, Gurkan et al.

(2018) found the radio–SFR relation was best fitted by a broken power law at 150MHz,

also finding that for a given SFR there is a mass dependence on the radio luminosity. A

further discovery by Gurkan et al. (2018) was that galaxies not classified as star forming

had a greater radio luminosity than would be predicted from their SFR, implying low-

level AGN activity. Read et al. (2018), Smith et al. (2021) expanded on this latter study,

finding that the FIRC varies explicitly with stellar mass and redshift. A redshift evolution

was also found by Calistro Rivera et al. (2017) using a radio-selected sample from LOFAR

data at 150MHz in Boötes.

This work expands on previous studies at 150MHz by using new, deep LOFAR ob-

servations in ELAIS-N1 (with an rms noise of 20µJy) that overlap with deep optical

data, covering 7.15deg2 in total, (Sabater et al., 2021) and new deblended Herschel fluxes

provided through the Herschel Extragalactic Legacy Project (HELP; Hurley et al. (2017);

Vaccari and Consortium (2015)). Here, we therefore cover three times the area of the

Jansky Very Large Array (JVLA) survey in COSMOS (Smolčić et al., 2017) while reach-

ing a similar depth (assuming a spectral index of -0.7) allowing us to probe brighter radio

and FIR luminosities, which are rarer (Gruppioni et al., 2013; Sabater et al., 2020). In

addition, making use of the XID+ tool (Hurley et al., 2017) to obtain more accurate
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deblended fluxes for the FIR allows us to push to fainter galaxies in the FIR. Finally,

new, aperture-matched optical and photometric redshifts, produced as part of the LoTSS

deep fields data release (Kondapally et al., 2021; Duncan et al., 2021), allow us to create

multiple mass-complete samples out to a redshift of one and investigate whether or not

the presence of low-level AGN activity biases the FIRC by observing the relation with

stellar mass. In Sect. 3.2 we discuss the optical, radio, and FIR datasets used and the

physical parameters that are estimated from them. In Sect. 3.3 we discuss how these

datasets are cross-matched to form a joint catalogue and give details on how FIR fluxes

were measured for each radio galaxy in the three deep fields (Boötes, ELAIS-N1 and Lock-

man). Section 3.4 details how our mass complete sample was constructed in ELAIS-N1

and how AGN were removed from this sample. In Section 3.5 we present our measurement

of the FIRC and validate our methods by comparing with the simulated infrared dusty

extragalactic sky (SIDES) simulation (Béthermin et al., 2017). In Section 3.6 we compare

our results with previous measurements of the FIRC and discuss the implications of the

FIRC dependence on stellar mass. In addition, we examine the non-linearity of the FIRC

at 150MHz and investigate the dispersion around the FIRC. Throughout this work, we

assume a ΛCDM cosmology with Ωm = 0.3, ΩΛ = 0.7, and Ho = 70km s−1Mpc−1.

3.2 Data

Here we present an outline of the datasets and data products used for this work.

3.2.1 150 MHz radio data

As part of the LOFAR all Sky Survey (Shimwell et al., 2017), deep radio observations have

been taken in selected fields (Boötes, ELAIS-N1, and Lockman Hole). A full description

of the method used to produce the radio image and source catalogue can be found in Tasse

et al. (2021) for Boötes and Lockman-Hole and Sabater et al. (2021) for ELAIS-N1. The

radio coverage extends well beyond the optical and FIR datasets, and so only a subset

of the radio sources can be used. The overlapping area and the properties of the radio

catalogues are summarised in Table 3.1. All radio observations have an angular resolution

of 6”.

3.2.2 Optical and near-infrared

To create a homogeneous catalogue from the UV to near-infrared (NIR), Kondapally

et al. (2021) produced new photometric catalogues in the ELAIS-N1 and Lockman-Hole
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Table 3.1: Description of the radio data available in each of the LoTSS deep fields
Field Overlap 150MHz rms No. 150MHz SPIRE PACS MIPS

area depth Sources limit limit limit

250, 350, 500µm 100, 160µm 24µm

[deg2] [µJy] [mJy] [mJy] [µJy]

Boötes 9.50 30 18766 5, 5, 10 12.5, 17.5 20

ELAIS N-1 7.15 20 31059 4, 4, 6 12.5, 17.5 20

Lockman 10.73 23 29784 4, 4, 6 12.5, 17.5 20
Overlap area is the area of the radio observations that overlaps with the ancillary multi-band

(Kondapally et al., 2021) data. Depth is the average rms noise in the overlap region (Mandal

et al., 2021). The SPIRE, PACS, and MIPS limit is the faintest a source can be and still have a

reliable flux measurement from XID+.

(Brown et al. (2008) have already created a homogenous catalogue in Boötes). In ELAIS-

N1 and Lockman Hole, this was done by first generating pixel-matched mosaics from a

range of deep, wide-area optical, NIR, and mid-infrared (MIR) surveys. Sources were

then detected using deep χ2 detection images (Szalay et al. 1999), which incorporated

multi-band information with photometry extracted using SExtractor (Bertin, 1996)

in UV to MIR bands at various apertures. The full details of the catalogue-generation

process are described in Kondapally et al. (2021). In Boötes, the existing I-band and

4.5-µm catalogues of Brown et al. (2007, 2008) were cross-matched to generate the multi-

wavelength catalogue.

3.2.3 Far-infrared

The FIR data used in this project are from three different instruments: Spectral and Pho-

tometric Imaging Receiver (SPIRE, Griffin et al. (2010)) and Photodetector Array Camera

and Spectrometer (PACS, Poglitsch et al. (2010)) taken from the Herschel Multi-Tiered

Extragalactic Survey (HerMes) project (Oliver et al., 2012) as well as the Multi-band

Imaging Photometer for Spitzer (MIPS Rieke et al. (2004)), taken from the Spitzer mis-

sion. These images have been collected and homogenised as part of the HELP (Herschel

Extragalactic Legacy Project) project. All FIR fluxes were measured using XID+ (Hur-

ley et al., 2017). XID+ is a Bayesian probabilistic deblending tool that measures the

contribution of galaxies detected at shorter wavelengths (with higher resolutions) to the

FIR images. This is done by modelling the observed maps as a combination of flux from

every source, as well as the contribution from instrumental and confusion noise (Σint and



7th November 2022 53

Σconf). Using Bayes theorem (Eq. 3.1), XID+ explores the flux posterior for every galaxy

in the prior list (si) with Hamiltonian Monte Carlo (HMC, Safarzadeh et al. (2014)),

P (si,Σint,Σconf |d) ∝ P (si,Σint,Σconf )P (d|si,Σint,Σconf ), (3.1)

where d is the map, si is the flux of the sources in the prior list, Σint is the instrumental

noise and Σconf is the confusion noise. There are several advantages of using XID+ to

measure the flux posterior for sources from a prior list instead of cross-matching blind

FIR catalogues to optical catalogues. Firstly, it allows multiple galaxies to be detected

within a single beam, including sources whose pixel S/N is below 3σ. In addition, the full

posterior allows us to accurately measure flux errors.

The prior list from the HELP XID+ run is constructed from galaxies detected at

optical wavelengths, which are less affected by confusion. Fluxes for each galaxy are taken

as the 50th percentile of the flux posterior and the 84th and 16th percentiles are taken

as the upper and lower errors, respectively. To ensure that the measured fluxes are not

dominated by the prior, we can look at the faintest sources. If a galaxy included in the

prior list does not contribute to the FIR maps, then its flux posterior will be dominated

by a convolution of the prior and the flux distribution of the map (a Gaussian skewed

towards zero). These faint sources would all have a high skew (defined here as the 84th-

50th percentile divided by the 50th-16th percentile as opposed to measuring the skew of

Gaussian fit to the posterior). By looking at the skew as a function of flux we can find

the flux at which the majority of galaxies become skewed (see Figure 3.1) by eye. The

flux posterior of galaxies whose flux is below these cutoffs are dominated by the uniform

prior, as the map is providing little to no information. As the posterior flux is dominated

by the uniform flux prior and noise level of the map, the posterior of these sources has

not been informed by the data and so XID+ flags these sources. These flags are included

in the FIR flux catalogues.

The FIR fluxes that are available from HELP are at 24 (from Spitzer MIPS obser-

vations), 100, 160, 250, 350, and 500µm (from Herschel PACS and SPIRE respectively,

Pilbratt et al. 2010) which required two different prior lists for XID+, one for 24µm and

one for the longer wavelengths (due to the differences in resolution between MIPS and

PACS + SPIRE). The prior list for 24µm was constructed from a subset of the HELP

masterlist. This was created by merging optical, NIR, and MIR catalogues that overlap

with the Herschel observations, the details of which can be found in Shirley et al. (2019).

This is necessary because if the 24µm prior list were instead comprised of the entire HELP
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masterlist then XID+ would find a large degeneracy in the galaxy fluxes due to the high

source density relative to the MIPS resolution. To remove this degeneracy, we exclude

sources from the prior list that are expected to have a negligible 24µm flux density. To

this end, a number of cuts were applied to the merged catalogue to select sources that

have significant emission at 24µm. The prior list used for deblending the MIPS obser-

vations was constructed by only including objects detected by Spitzer (3.6-8.0µm) and

at shorter wavelengths. These cuts select objects most likely to be bright at 24µm while

removing artifacts from Spitzer. The PACS and SPIRE prior list was constructed by only

considering objects from the 24µm prior list whose 24µm flux density was greater than

the cutoff flux (Figure 3.1; this is the same 24µm flux density cut used to define the PACS

and SPIRE prior list) as there is a correlation between flux at 24µm and flux measured

from PACS and SPIRE. A uniform flux prior was used for MIPS, PACS, and SPIRE.

For each galaxy, we can also examine the goodness of fit of the flux posterior. By

looking at the flux distribution of a pixel, we can evaluate how likely we are to draw the

measured pixel flux. If on average the pixels to which a given source is contributing are

more than 2σ away from the true value then we flag that source as having an unreliable

flux. This can be caused by missing a source from our prior list that is contributing to

the map or because the included source does not contribute to the map.

Additional FIR bands were available from MIPS (70 and 160 µm) and PACS (70 µm) as

well as 850µm from SCUBA-2. However, the additional data from PACS and MIPS are of

very low sensitivity and would therefore add very little value. The SCUBA-2 data typically

probe higher redshift galaxies while LOFAR predominantly observes lower redshift star-

forming galaxies. In addition, there are only several thousand galaxies detected in the

SCUBA-2 Cosmology Legacy Survey (S2CLS; Geach et al. (2017) survey in Lockman-Hole

and these can be cross-matched to the LOFAR catalogue by a simple nearest neighbour

cross-match. This was done by Ramasawmy et al. (2021) and found only tens of matches,

and so it has not been included in the data release.

3.2.4 Physical parameters and SED fitting

Photometric redshifts were measured for the full multi-wavelength catalogues using the

method outlined in Duncan et al. (2021), which is briefly summarised here. By com-

bining Gaussian processes and template fitting using a hierarchical Bayesian framework,

photometric redshifts were estimated from multi-band photometry spanning from the

near-ultraviolet (NUV) to NIR. The Gaussian processes were trained on galaxies with
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a spectroscopically confirmed redshift.

SEDs were computed for each radio source with a multi-wavelength cross-match using

five different SED fitting codes: bagpipes (Carnall et al., 2019), magphys (Da Cunha

et al., 2008), agnfitter (Calistro Rivera et al., 2016), and cigale using two different

AGN models: namely those of Fritz et al. (2006) and Stalevski et al. (2016). A full

comparison of the results of each of the SED-fitting codes is presented by (Best et al.

(2021); in prep). Here we give a brief description. Good agreement was found between

all the codes for the stellar mass, SFR, and dust luminosity, with some small scatter, but

no systematic offsets. The codes differ in their treatment of AGN; both bagpipes and

magphys do not contain any AGN components in their models whereas agnfitter and

cigale do. As a general rule, when there is no significant AGN activity in a galaxy,

magphys and bagpipes obtain better fits than either agnfitter or cigale as with

fewer parameters they are able to better explore their parameter space. On the other

hand, magphys and bagpipes do not provide good fits for the majority of AGN, which

are better fit by cigale and agnfitter. A comparison of the results of the different

codes therefore allows identification of sources with AGN features; a full description of the

AGN identification method is presented in section 3.4.2.

3.3 Cross-matching

3.3.1 Radio to multi-wavelength

The radio sources were cross-matched to the multi-wavelength catalogue using a combina-

tion of likelihood ratio (LR) and manual cross-matching as described in Kondapally et al.

(2021). Likelihood ratios are calculated using the formula from (Sutherland and Saunders,

1992):

LR = q(m, c)f(r)
n(m, c) , (3.2)

where q(m, c) is the combined magnitude colour distribution of the true radio counterparts,

n(m, c) is the normalised magnitude colour distribution of all multi-wavelength sources,

and f(r) is the probability of the separation between the radio and multi-wavelength

source.

Manual cross-matching was carried out for sources that were deemed unsuitable for LR

cross-matching and were then visually inspected using the LOFAR galaxy zoo platform.

Unsuitable sources included extended sources, sources with multiple Gaussian components,

and clustered sources. Members of the LOFAR consortium inspected the optical/NIR
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Figure 3.1: Skew of the XID+ fluxes for all MIPS, PACS, and SPIRE bands in the three

LOFAR deep fields. The contours show the density of the LOFAR sources whose multi-

wavelength counterpart was originally undetected in the FIR. The histogram beneath the

contours shows the distribution of all FIR sources in the LOFAR catalogues with higher

populated histograms having a yellower colour and less populated bins being bluer. The

vertical lines show the flux below which a source’s posterior is dominated by the prior.
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postage stamps around the radio source overlaid with the radio contours and made their

best interpretation in regards to the true multi-wavelength counterpart. Each radio galaxy

was inspected by five different members and then if a consensus had been reached on the

galaxy counterpart(s) then this was taken. If no clear consensus had been reached, then

either the galaxy would not be assigned a counterpart, or it would be sent to an expert

workflow where it was inspected in more detail. This choice depended on the reason for

no consensus being reached and is discussed in full in Kondapally et al. (2021).

3.3.2 Far-infrared cross-matching

We used the following procedure to measure the FIR flux from the radio sources. First we

cross-matched the LOFAR multi-wavelength counterparts with the HELP prior list using a

search radius of 0.5”, which corresponds to the positional uncertainty of the Spitzer IRAC

sources. If there is a source from the HELP prior list within 0.5” then the FIR fluxes

measured for that source were assigned to the radio counterpart. If the radio source has

no multi-wavelength counterpart or there is no HELP prior list source within 0.5” then

XID+ is rerun around each of these sources using the same prior list as HELP but with

the addition of the radio source (using the position of the multi-wavelength counterpart

if there is one, otherwise the radio position is used) and a uniform flux prior is used. For

the HELP XID+ run, the FIR maps were divided into tiles of equal area based on the

HEALPIX tiling system, which were individually run through XID+. As the XID+ run

for LOFAR uses circular regions (with a radius of 60”), because we did not need to rerun

XID+ across the entire deep fields, we compared the fluxes we measured for the non-

radio-galaxy counterparts to their fluxes measured in HELP. The results can be seen in

Figure 3.2 and show good agreement between the two measurements within their measured

uncertainty (i.e. ≈ 60% of sources agree within one σ). The results are symmetric about

the x = y line apart from a subset of sources that are brighter in HELP than in the

LOFAR run. These sources are all close to the new radio galaxy that was added to the

prior list. We would expect them to be fainter in the LOFAR run as the flux in the map

is being assigned to the radio source. In total we have FIR fluxes for 79,609 galaxies with

detections at 150MHz across the three deep fields.
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Figure 3.2: Comparison between the flux measured with XID+ using the HELP and

LOFAR prior lists. The colour shows the average distance from the LOFAR source for all

sources in that bin (and hence the centre of the rerun region). We note the asymmetry

about the x=y line on the right hand side of the plot where sources are brighter with the

HELP prior compared to the LOFAR prior. This discrepancy is caused by the inclusion

of the radio source in the LOFAR prior that causes sources in the HELP prior to have

less flux assigned to them. The flux measurement from the LOFAR prior list is consistent

with the measurement using the HELP prior list.
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Figure 3.3: Stellar mass–redshift distribution of the Smith et al. (2021) SED fits. The

red contours show the distribution for galaxies with a detection at 150MHz and the grey

histogram shows the distribution for the galaxies without a detection at 150MHz. The

dark blue lines show the region selected for our mass sample and the light blue lines show

the region selected for our redshift sample.

3.4 Sample creation

3.4.1 Mass selection

To investigate how the FIRC depends on redshift and stellar mass we need to construct

mass-complete samples, and we use the magphys SED fits from Smith et al. (2021) in

ELAIS-N1 to construct these. Smith et al. (2021) used magphys to measure the SED for

galaxies in the LOFAR catalogues with a 3.6µm flux density > 10µJy and estimated the

completeness in stellar mass as a function of redshift using the method from Pozzetti et al.

(2010). We created two samples using this information one with z < 1.0 and M∗ > 1010.45,

and the other with z < 0.4 and M∗ > 1010.05 to investigate the dependence of the FIRC

on redshift and stellar mass, respectively (Figure 3.3). We shall refer to these samples as

the redshift sample and the mass sample and the limits were chosen to be 95% complete

at 3.6µm (Duncan et al., 2021).

magphys uses energy balance to match UV/optical and FIR templates so that the
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energy attenuated by dust in the UV/optical is equal to the energy radiated in the FIR.

This energy balance allows an estimate of the TIR luminosity even when there are no

individual FIR flux measurements, which ensures that all galaxies in our sample have a TIR

luminosity measurement (Appendix 3.16 shows the distribution of galaxies with less than

one detection in SPIRE and PACS). The effect of using the energy balance approach when

a galaxy has no individual detections from PACS or SPIRE is validated in Appendix 3.16 to

ensure that no systematic bias is introduced from the SED fitting. In addition, Ma lek et al.

(2019) tested the use of energy balance in measuring TIR luminosities by measuring the

TIR luminosity for galaxies when their FIR fluxes were included and excluded and found

the results to be in good agreement. This analysis was carried out using CIGALE rather

than magphys but the energy balance principle used in both SED fitters is the same and

gives us confidence that there is no systematic bias in the TIR luminosity measurements

for galaxies with no PACS or SPIRE fluxes.

Not all galaxies have a radio detection and therefore an upper limit on the radio flux is

calculated (detailed in next paragraph). We then impose a cut on specific star formation

rate (sSFR, SFR/M∗) to select star-forming galaxies. For a galaxy to be considered as star

forming, it must be no more than 0.6 dex below the main sequence (MS). We calculate

the expected value of the main sequence (MS) for each galaxy using Eq. A1 from Sargent

et al. (2014) depending on its stellar mass and redshift. We use 0.6 dex as this corresponds

to two standard deviations away from the MS (the effects of changing the offset from 0.6

dex are discussed in section 3.6.1). This cut removes passive galaxies from our sample

while not excluding starburst galaxies. Lacki et al. (2010) showed that starburst galaxies

should theoretically lie along the FIRC and Magnelli et al. (2015) found this to be true

in COSMOS. Therefore, we do not apply a cut above the SF main sequence. Table 3.2

shows how the different cuts reduce the number of galaxies in our sample (we also remove

AGN from our sample and this is discussed in section 3.4.2).

For galaxies with a radio detection, we calculated their rest-frame luminosity at 150MHz

using

Lν1 = 4πD2
L

(1 + z)(α+1)
ν1
ν2
Sν2, (3.3)

Where Lν1 is the luminosity at the restframe frequency (or frequency you are converting to

in the case of converting between different frequencies), DL is the luminosity distance, α is

the spectral index between the frequencies ν1 and ν2 and Snu2 is the observed flux (or the

flux at the frequency you are converting from). To calculate the luminosity at 150MHz

we used ν1 as 150MHz and ν2 as the observed frequency, calculated using the galaxies
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Table 3.2: Number of galaxies in our sample after each cut is made

z, M∗ sSFR AGN

Mass sample detections (z < 0.4, M∗ > 1010.05) 3464 2417 2353

Mass sample limits (z < 0.4, M∗ > 1010.05) 10447 1798

Redshift sample detections (z < 1.0, M∗ > 1010.45) 10046 7190 6856

Redshift sample limits (z < 1.0, M∗ > 1010.45) 41763 9784

Each column shows the number of galaxies in our sample after each successive cut is made. The

cuts are made in z, M∗ plane, sSFR, and to remove AGN. The two rows for each sample show the

detections at 150MHz and limits at 150MHz. There is no number in the AGN column for the

limits because AGN are excluded automatically based on their magphys chi2 flag which

identifies bad fits, making it impossible to identify which of those galaxies are AGN.

redshift. We take the spectral index to be -0.60 which is the spectral index measured

between 150MHz and 325MHz in Calistro Rivera et al. (2017) which is appropriate to use

for our sample of z<1 galaxies as the highest rest frame frequency in our sample is 300Hz.

For the sources with no radio detection, we calculate a limit on their radio luminosity by

taking the flux at 150MHz to be 5σ, where σ is the rms noise in the pixel that contains the

galaxy. This assumes that the undetected radio sources are spatially unresolved, which is

valid due to the large angular resolution (6”) and is consistent with the threshold used to

detect radio sources with PYBDSF (Tasse et al., 2021; Sabater et al., 2021).

3.4.2 AGN identification

The FIRC is believed to originate from radio and FIR emission linked to SF. The removal

of AGN is essential for accurate measurement of this relation and its scatter. AGN can

contribute to a galaxy’s SED in the IR and radio and thus could contaminate the FIRC.

Galaxies in our sample were identified as AGN if they were flagged as AGN in Duncan

et al. (2021) —which includes AGN identified using their NIR colours following the criteria

in Donley et al. (2012)—, had bright x-ray counterparts, were spectroscopically identified

as AGN, or are part of the Million Quasar Catalog (Flesch, 2019). In addition, Best et al.

(2021) identified AGN in radio-detected sources (at 150MHz) using the four different SED

fits described in 3.2.4 as well as looking for evidence of excess radio emission based on

the SFR–radio relation or extended radio emission. Finally, as part of selecting galaxies

with a reliable magphys SED we excluded fits that had a poor χ2 (see Smith et al. (2012)
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for more details). Smith et al. (2021) found that 94% of galaxies flagged as AGN in Best

et al. (2021) are also flagged by this method, and so we can be confident that AGN have

been removed even if they are undetected in the radio.

3.5 Far-infrared radio correlation

We parameterise the FIRC using qTIR (the log ratio of the TIR to radio luminosity),

defined as

qTIR = log
(

LTIR
3.75× 1012Hz

)
− log

(
L150MHz

WHz−1

)
, (3.4)

noting that LTIR is divided by the central frequency of 3.75× 1012 to ensure that qTIR is

dimensionless, and calculate qTIR for every galaxy in our sample. If a galaxy has an upper

limit on its radio luminosity, then we calculate a lower limit of qTIR for that galaxy. We can

then measure the median qTIR of our sample of galaxies using a survival analysis to account

for the lower limits in qTIR. The survival analysis works by redistributing the lower limits

assuming they follow the same underlying distribution, without making any assumptions

as to the form of this distribution. This is implemented using the lifelines python

package (Davidson-Pilon et al., 2021), which uses the Kaplan Meier estimator (Kaplan E.

L. and Meier Poul, 1958), which in turn has had multiple applications within astronomy

(Schmitt, 1985). The median qTIR of our sample was measured by bootstrapping the

survival analysis. This was done by repeating the measurement of the median using

survival analysis 1000 times on a random 90% of our sample and the median measured

for each of these samples. The median qTIR was taken as the mean of the distribution of

medians from our bootstrapped samples and the error was taken as the standard deviation

of the samples.

In the following sections, we describe how we validated our methodology by adding

radio emission to the simulated IR dusty extragalactic sky (SIDES; Béthermin et al.

(2017)) simulation using a simple model. We then describe how the FIRC varies with

different physical parameters.

3.5.1 SIDES FIRC simulation

To validate our methodology, we created a simulation of our samples using the SIDES

simulation (Béthermin et al., 2017). SIDES simulates galaxies by generating their stellar

mass from stellar mass functions. These galaxies are then matched to dark matter halos

by abundance matching. Galaxies are then assigned to be either star forming or quiescent
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with the probability of a galaxy being star forming depending on its stellar mass and

redshift. The FIR properties of the galaxies are then calculated based on their SFR; if a

galaxy is quiescent then it has no FIR emission. It should be noted that AGN are not

included in the SIDES simulation.

To ensure that our sample selection does not introduce any significant bias, we selected

a mass-complete sample from the SIDES simulation using the same selection criteria as

those used to create our real mass sample (i.e. M∗ > 1010.05 and z < 0.4) and removed

galaxies based on their sSFR using the method described in section 3.4.1. As the SIDES

simulation does not include radio emission we created a simple model to add emission at

150MHz to the SIDES galaxies that have log(M∗) > 10.05 and z < 0.4. This was done

by first giving each galaxy a qTIR value drawn from a Gaussian distribution with mean

1.8 and standard deviation 0.35. These parameters were chosen to provide a reasonable

match to the qTIR distribution of the mass-complete sample. It should be noted that the

distributions do not completely match and it is clear that the real qTIR distribution is not

Gaussian. However, for the purposes of validating our method we do not need to perfectly

reproduce our data. As we are measuring the median q we are unaffected by the small

number of galaxies with low q values. As every galaxy has a qTIR value assigned to it, we

can compute its radio luminosity and flux at 150MHz and then determine whether or not

it would be included in our radio catalogue (i.e. if S150MHz > 0.1mJy). If a galaxy would

not have been detected then we computed the upper limit of its radio luminosity using Eq.

3.3 and taking the upper limit on its flux to be 0.1mJy (0.1mJy is the average 5σ rms noise)

and then recalculated its qTIR using Eq. 3.4. We then performed a survival analysis on

the simulated galaxies to measure the median of the ‘observed’ qTIR distribution, taking

lower limits of qTIR into account, and found it to agree with the true median within the

measured uncertainty (Figure 3.4).

We then modified our simple model to incorporate an evolution of qTIR with stellar

mass. To do this, we set the mean of the Gaussian distribution used to draw qTIR to a

function of stellar mass, µ = N(1 +M∗)γ .

To investigate whether qTIR evolves with stellar mass, we divided our simulated galax-

ies into ten stellar mass bins such that the bins had an equal number of galaxies in them.

The median qTIR in each bin was then measured using a survival analysis. We can then

fit a power law of the form,

qTIR = N(1 +M∗)γ , (3.5)

with N and γ as free parameters. To measure the value of the free parameters, we
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bootstrapped our data by taking a random 90% of our data and fitting the power law to

it using the method outlined above. We then took the value of the free parameters to

be the median of the 1000 individual values measured, with an uncertainty equal to the

standard deviation of the individual values. Using this method we were able to recover

the intrinsic (measured by using all the radio luminosities rather than a combination of

radio luminosities and upper limits for those with s150MHz > 0.1mJy) parameters of the

power law within 1σ (figures 3.5 and 3.6). Therefore, if qTIR evolves with stellar mass in

our LOFAR sample we are confident that we could recover the power-law parameters for

that evolution.

Additionally, we are able to check whether a dependence of the FIRC on stellar mass

would cause an observed evolution of the FIRC with redshift. We measured the evolution

of qTIR with redshift for a simulated sample of galaxies whose qTIR varies with stellar

mass. We found no observed evolution of qTIR with redshift in this scenario. This gives us

confidence that if we observe evolution of qTIR with redshift in our redshift sample, then

the evolution is genuine and not an artifact of any observed variation with stellar mass.

Finally, we investigated the case where we have more galaxies with upper limits on

their radio luminosity than measurements. To change this, we artificially raised the flux

limit (0.5mJy for the mass sample and 0.25 for the redshift sample, which gives a ratio of

detections to upper limits of ' 0.5) above which a galaxy is detectable at 150MHz, and

remeasured the evolution of qTIR with stellar mass and redshift. We found that having

significantly more lower limits on q than direct detections does not cause a significant bias

in our results. Even in the lowest mass bin, or highest redshift bin, respectively, where the

ratio of detections to upper limits is less than 0.5. These simulations give us confidence

that we can correctly measure the underlying parameters that describe the evolution of

qTIR with both stellar mass and redshift.

3.5.2 FIRC with stellar mass and redshift

For our redshift sample we measured the median q = 1.879 ± 0.002 (Figure 3.7) with

typical uncertainties on individual measurements of q of 0.1 − 0.2dex. We investigated

the evolution of qTIR with redshift within our redshift sample using the method outlined

in the previous section. By fitting a power law to measure the redshift evolution we can

compare with the results of Delhaize et al. (2017) and Calistro Rivera et al. (2017). The

fit parameters can be seen in Table 3.3 (we also fit a linear function). The results can

be seen in Figure 3.8 where we show how the median qTIR of our sample changes with
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Figure 3.4: Distribution of qTIR values from the SIDES simulation for galaxies with M∗ >

1010.45 and z<1. The blue histogram is for lower limits of qTIR and the black histogram

is for direct detections. The black vertical line (behind the dashed red line) marks the

median of the sample, as measured using survival analysis and the red dashed vertical line

shows the true median. The slight overestimation of the median is caused by the greater

number of lower limits compared to direct detections. The blue line is the CDF of the

entire sample, measured using survival analysis.

redshift. The orange line shows our measured relation which shows a much shallower

evolution compared to that foubd by Calistro Rivera et al. (2017) and Delhaize et al.

(2017) (red and green lines, respectively). We also investigated the evolution of qTIR with

stellar mass. This was done by repeating the above methodology with our mass sample

to investigate how qTIR depends on stellar mass and the results can be seen in Figure 3.9.

Finally, we investigated the joint evolution of the FIRC with redshift and stellar mass

using a sample of galaxies with z < 0.4 and M∗ > 1010.45 (giving 1171 galaxies detected at

150MHz and 281 galaxies with upper limits on their flux at 150MHz). The sample was split

into four redshift bins with an equal number of galaxies in each bin and then each redshift

bin is split into four stellar mass bins that all have an equal number of galaxies in them. We

then fit the combined evolution using the method described above and find an evolution

of the form qTIR(z,M∗) = (1.98± 0.02)(1 + z)0.02±0.04 + (−0.22± 0.03)log(M∗)− 10.45.
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Figure 3.5: Evolution of qTIR with M∗ for the SIDES simulation (M∗ > 1010.05 and z<0.4)

when qTIR is drawn from a Gaussian distribution whose mean is M∗ dependent. The

orange points are the measured medians in their bins and the orange line is the fit to the

medians. The red crosses and line are the true medians and fit; the red line is beneath

the orange line.

To further validate our results, we remeasured the median qTIR in our stellar mass

bins using two alternative methods. Firstly, we employed the method from Smith et al.

(2021). Briefly, in this method the PDF of the stellar mass versus qTIR plane is constructed

by sampling from the radio flux posterior and TIR luminosity posterior of an individual

galaxy. These posteriors, for galaxies detected at 150MHz, are taken to be Gaussian

distributions with mean equal to the measured value (for the TIR luminosity we used

to 50th percentile output from magphys) and standard deviation equal to the error on

that mean. For each posterior sample, we can calculate its radio luminosity and therefore

its qTIR. The 150MHz flux posterior for galaxies undetected at 150MHz is taken to be

a Gaussian with mean equal to the flux in the pixel where the galaxy is located, and

standard deviation equal to the error of the flux in that pixel. Samples with a negative

150MHz luminosity are set to the arbitrary limit of 1017WHz−1 , and similarly, negative

TIR luminosities are set to 106L�. The samples are then summed in the stellar mass

versus qTIR plane to measure the combined PDF. Within each of our stellar mass bins
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Figure 3.6: Evolution of qTIR with redshift for the SIDES simulation (M∗ > 1010.45 and

z < 1.0) when qTIR is drawn from a Gaussian distribution whose mean is M∗ dependent.

The orange points are the measured medians in their bins and the orange line is the fit to

the medians. The red crosses and line are the true medians and fit.

we can then measure the median qTIR from the combined PDF and compare it to the

median qTIR measured using survival analysis (Figure 3.9). The second method employed

is stacking. Instead of measuring the upper limit of the flux at 150MHz of each undetected

radio galaxy, we measured the average flux at 150MHz for all galaxies within the same

stellar mass bin. This was done for all galaxies regardless of whether they were detected

or not as the vast majority of our sample is unresolved at 150MHz, and so the pixel flux

is equal to the total flux. This was done by taking the mean of the fluxes in the pixels

in which the undetected galaxies (undetected at 150MHz) were located (we tested using

the median flux instead of the mean and found the answers to be within one standard

deviation of each other). This mean flux was converted into a radio luminosity using the

mean redshift of those galaxies. The mean qTIR was similarly calculated using the mean

TIR luminosity and the results can be seen in Figure 3.9. We note that our crude stacking

method does not account for any bias caused by clustering. Therefore, our stacked radio

luminosities are likely higher than the true value, which would cause the median qTIR to

be lower than the true value and could explain why stacking produces a systematically
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Figure 3.7: Distribution of qTIR values for the redshift sample with M∗ > 1010.2 and z¡1.

The black histogram is the qTIR distribution for galaxies that are detected at 150MHz.

The blue histogram is the distribution of lower limits of qTIR for galaxies that have an

upper limit at 150MHz and therefore their qTIR is a lower limit. The vertical line marks

the median of the sample, as measured using survival analysis and the purple line shows

the median qTIRfrom Molnár et al. (2021), measured at 1.4GHz and converted to 150MHz

using α = −0.78.

lower qTIR. The good agreement between all three methods give us further confidence

that our method (survival analysis) is able to accurately measure the true evolution of our

samples.

Taking the error of our fit parameters as the standard deviation of our bootstrapped

parameter distribution will cause us to underestimate the error due to the correlations

between the bootstrapped samples. The standard deviation of the bootstrapped distri-

bution is the standard error of the true distribution so the true standard deviation is

equal to the standard deviation of the samples multiplied by a factor of root N where

N is the number of samples. From Figure 3.11 we can see how the error change when

this factor of
√
N is applied. While the size of the error increases giving a relation of

q(M∗) = 1.98 ± 0.02 − 0.15 ± 0.04M∗ this increase in the uncertainty doesn’t change the

conclusions we reach in the discussion.
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Table 3.3: Fit parameters for different samples

Sample Function Assumptions Power Law Params Linear Fit Params

γ N β1 β0

z < 0.4,M∗ >

1010.05

q(M∗ −

1010.05)

α325
150 = −0.60 −0.16 ±

0.01

1.99±0.01 −0.22 ±

0.01

2.00±0.01

z < 1.0,M∗ >

1010.45

q(z) α325
150 = −0.60 −0.04 ±

0.01

1.94±0.01 −0.06 ±

0.01

1.93±0.01

Delvecchio 2020 q(M∗−1010) ν = 1.4GHz −0.12 ±

0.02

2.59±0.01

Rivera 2017 q(z) −0.22 ±

0.05

1.72±0.04

The sample column shows the sample considered and where it originates from. The Function

column the variables which qT IR is a function of. The Assumptions column lists any extra details

the reader should know about the fit, such as the frequency of the observations and the spectral

index used. The slope and normalisation of the power law fit are shown in the γ and the N

columns respectively while the slope and intercept of the linear fit are shown in β1 and β0.
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Figure 3.8: Variation of the FIRC at 150MHz with redshift for the redshift sample. The

black points are direct detections in the radio and the blue points are undetected in the

radio and are therefore lower limits in q. The orange points are the median qTIR measured

using survival analysis in each redshift bin and the orange line is the power law fit to those

points. The red line is the fit from Calistro Rivera et al. (2017) and the green line is the

fit from Delhaize et al. (2017) converted to 150MHz with a spectral index of -0.78.

3.5.3 FIRC non-linearity

There has been little research done into whether the FIRC is non-linear at 150MHz. Wang

et al. (2019) found a sublinear relation between radio luminosity for a sample of low-

redshift galaxies with high IR luminosities. To test whether the slope of the FIRC is 1, we

binned the galaxies from our redshift sample (as this has more galaxies in it) into ten dust

luminosity bins, spaced so that there is an equal number of galaxies in each bin. In each

bin, we found the median qTIR using the method detailed in Sect. 3.5.2 and converted that

median qTIR to a radio luminosity using Eq. 3.4 and taking LTIR to be at the centre of the

bin. We then fit a linear relation to these data points of the form LTIR = β1L150MHz +β0

and found β1 = 0.90 ± 0.01, β0 = −9.8 ± 0.3 (Figure 3.12). This shows a statistically

significant deviation from a linear FIRC. However, due to the variation of qTIR with mass,

it is difficult to disentangle the two relations and say whether the variation with mass

causes the non-linearity or vice versa, as our sample is not complete in LTIR (we consider
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Figure 3.9: Variation of the FIRC at 150MHz with stellar mass for our mass sample. The

blue points are upper limits of radio luminosity (lower limit on q) and the black points

are for direct detections. The orange points are the median qTIR measured using survival

analysis in each stellar mass bin and the orange line is the linear fit to those points.

The light blue crosses are the median qTIR within each bin measured using the method

described in Smith et al. (2021), while the yellow points are the median qTIRs measured

with stacking. The red lines are the linear fit from Eq. 6 of Delvecchio et al. (2021) at

the median redshift of our sample converted to 150MHz with three spectral indices (see

legend).

this in more detail below). Smith et al. (2021) found a non-linear relation between SFR

and L150 (Eq. 1 in their paper) with slope 0.945±0.07 (when substituting SFR with LTIR
and converted to the same form as our relation). While the slopes are > 5σ apart, the

difference can be attributed to the assumption that LTIR ∝ SFR. Any slight deviations

from this assumption would cause a difference in the slopes between our work and that of

Smith et al. (2021). In addition, we find a shallower slope than that observed by Wang

et al. (2019) who found a slope of 0.77. However, their sample was constructed from IRAS-

detected galaxies across the Hobby-Eberly Telescope Dark Energy Experiment (HETDEX)

region (∼400deg2) that by construction will be bright in the IR and have a median redshift

of ∼0.05. It is hard to match their sample selection as we have few galaxies with such a
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Figure 3.10: Variation of the FIRC at 150MHz with stellar mass for our mass sample. The

blue points are upper limits of radio luminosity (lower limit on q) and the black points are

for direct detections. The orange points are the median qTIR within each stellar mass bin

measured using the survival analysis on only SF galaxies, and the orange line is a linear

fit to these medians. The light blue crosses and line are the same but when AGN are

included in the sample. We note how the blue crosses overlap with the orange points.

low redshift because of the smaller area covered by the LoTSS observations in ELAIS-N1.

3.6 Discussion

Here we present our results in the context of past studies (section 3.6.1), how our sample

selection and assumptions affect the observed variation of qTIR with stellar mass (section

3.6.2), whether or not the FIRC being non-linear at 150MHz is consistent with the main

sequence (section 3.5.3), and the causes for the dispersion around the FIRC (section 3.6.4).

3.6.1 Comparison with past measurements

Our results have a similar normalisation to those of Delhaize et al. (2017) (study done in

COSMOS at 3GHz) but show a shallower evolution, which is likely caused by the observed

evolution in stellar mass that results in galaxies with lower stellar masses having higher
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Figure 3.11: Variation of the FIRC at 150MHz with stellar mass for our mass sample. The

blue points are upper limits of radio luminosity (lower limit on q) and the black points are

for direct detections. The orange points are the median qTIR within each stellar mass bin

measured using the survival analysis on only SF galaxies, and the orange line is a linear

fit to these medians. The errors have be corrected by a factor of
√

1000 to account for the

correlations between the bootstrapped samples.

qTIR. The sample used by Delhaize et al. (2017) did not have a cut in stellar mass, and so

they would expect to see higher qTIR values at low redshift, where low-mass galaxies are

observable and conversely lower qTIR at high redshift. This would explain their apparently

stronger evolution with redshift. Similarly, Calistro Rivera et al. (2017) did not use a

mass-complete sample. This similarly biased their results towards lower qTIR values and

explains the majority of the differences between our results and theirs. We can directly

confirm this by modifying our sample to match the selections used in Calistro Rivera et al.

(2017). To do so, we only included galaxies with a peak flux at 150MHz > 0.6mJy and

then reran the analysis described in section 3.5.2, with α1400
150 = −0.63; the results are

shown in Figure 3.13. Using a radio-selected sample brings us into much better agreement

with Calistro Rivera et al. (2017). In conclusion, the evolution in redshift observed in

most other studies appears to be a result of their incomplete sample selection with respect

to stellar mass.
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Figure 3.12: Total-infrared luminosity (8 − 1000µm) measured using magphys vs. radio

luminosity at 150MHz for all galaxies. The horizontal lines show the bins that the galaxies

were divided into such that each bin contains an equal number of galaxies. The orange

points are the median qTIR measured using survival analysis in each LTIR bin and the

orange line is the linear fit to those points (we note that the orange points are often behind

the cyan and red crosses). Blue data points are upper limits on radio luminosity and black

points are direct detections at 150MHz. The red line is the linear relation we would expect

if our galaxies followed the main sequence measured by Schreiber et al. (2015) and the

light blue line is that expected if they followed the main sequence measured by Leslie et al.

(2020).

This contrasts with the results of Delvecchio et al. (2021) (Figure 3.9), who used a mass-

complete sample measured at 3GHZ and then corrected to 1.4GHZ with α3
1.4 = −0.75,

showing relatively little evolution with redshift but a clear dependency on stellar mass.

These authors found good agreement between their sample and the results of Delhaize

et al. (2017) when considering high-redshift galaxies. These are dominated by high-mass

galaxies, and so the sample used in Delhaize et al. (2017) is close to the mass-complete one

used in Delvecchio et al. (2021). Meanwhile, we found a steeper relation between qTIR and

stellar mass and a higher normalisation than Delvecchio et al. (2021). Our tests with the

SIDES simulation showed that our use of the survival analysis is able to accurately recover
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the true relation of our sample. So, unless some of the underlying assumptions used in our

work are incorrect (such as choice of spectral index, which is examined in the following

section) then we are confident that the differences are caused by the different frequencies

used in our works. We expect to have a different ratio of thermal to synchrotron emission

at the respective frequencies of our study and that of Delvecchio et al. (2021), and these

differences could result in a different normalisation and slope.

Finally, Figure 3.7 shows a reasonable agreement between the median qTIR of our

redshift sample and that of Molnár et al. (2021). Their sample was constructed from low-

redshift SDSS galaxies at 1.4GHz, and so some differences are expected. We converted

their median to 150MHz using a spectral index of -0.73 and a higher spectral index would

also explain the difference (see the following section for a more in-depth discussion on the

choice of spectral index).

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
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Calistro Rivera et al 2017

Figure 3.13: Evolution of qTIR with redshift only using radio sources with peak flux

> 0.6mJy to mirror the sample selection of Calistro Rivera et al. (2017). We note the

improved agreement between our fit (orange line) and the fit from Calistro Rivera et al.

(2017) (red line) compared to using a mass-complete sample (Figure 3.8)



7th November 2022 76

10.2 10.4 10.6 10.8 11.0 11.2 11.4 11.6
log(M * (M )) 

1.6

1.7

1.8

1.9

2.0

2.1

q

a = -0.6
a = -0.63
a = -0.73
a = -0.75
a = -0.78

Figure 3.14: Effect of different spectral indices on the linear fit of the FIRC with stellar

mass and how our fits compare to those of Delvecchio et al. (2021). The solid lines show

our relation depending on the choice of spectral index (see legend) and the dashed line

shows the fit from Delvecchio et al. (2021) when converted to 150MHz with the same

spectral index. The black points show galaxies that are detected at 150MHz and the blue

points show galaxies that have upper limits on there flux at 150MHz. The large coloured

points show the median q in each stellar mass bin depending on the chosen spectral index

used.

3.6.2 Mass evolution robustness

Our results are based on several choices and assumptions made during our analysis and

sample selection. Here we examine how changing those assumptions affects our results,

focusing on: choice of spectral index, different FIR versus radio depths, removal of AGN,

and selection of SF galaxies.

We used the spectral index measured in Calistro Rivera et al. (2017) of α325
150 = −0.60±

0.05, the mean of a Gaussian fitted to the observed distribution. Alternatively, we could

have taken the mean of the distribution itself (-0.63), but Figure 3.14 shows that the choice

of spectral index makes little difference to the normalisation of our measured relation and

no difference to the slope (solid lines). This is due to the small redshift range that our

stellar mass sample was constructed in (z < 0.4), meaning that any correction to the rest
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Figure 3.15: Top: Difference of linear fit parameters compared to Delvecchio et al. (2021)

depending on the limit applied to the TIR flux. The red and blue points show the norm-

alisation and slope of the linear fit, respectively, for all galaxies with a TIR flux density

to the right of the point. It can be seen that imposing increasingly strict cuts on the TIR

flux density does not cause any significant bias in our results and does not explain the

difference between our fit and that of Delvecchio et al. (2021) until the TIR flux cut starts

to significantly cut into our radio-detected galaxies. Bottom: TIR flux density calculated

by dividing the TIR luminosity by 4πD2
L, against flux density at 150MHz. The black

points are galaxies that are detected at 150MHz and the blue points are galaxies with an

upper limit at 150MHz. It can be seen that the limit at 150MHz (∼ 100µJy) has a greater

effect on our sample than the limits of the TIR flux.
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frame frequency will be minor even at z = 0.4. However, when comparing to Delvecchio

et al. (2021), the choice of α1400
150 has a big impact on the difference in normalisation between

our results. We used α1400
150 = −0.78 as it is the mean of the α1400

150 distribution measured in

Calistro Rivera et al. (2017). These latter authors also fit a Gaussian to the spectral index

distribution with a mean of -0.73. Regardless, even if we use the higher spectral index

we still find that their q1.4 = 2.53 becomes q150 = 1.82 which is still 0.2 dex below our

results and can only explain 0.07 dex of the difference. Alternatively, Calistro Rivera et al.

(2017) show α1400
150 as a function of redshift and find a large variation at low redshift, with

results varying between -0.85 and -0.59 for z<0.5. Taking the highest spectral index would

put our results and those of Delvecchio et al. (2021) in good agreement (shown in Figure

3.9). In addition, we investigated whether the different choices of spectral index used to

convert to rest frame frequencies of 150MHz and 1.4GHz respectively could account for

the difference. We converted their relation back to the observed frequency of 3GHz using

their assumed spectral index of -0.75 and then reconverted to 1.4GHz. The subsequent

conversion from 1.4GHz to 150MHz and converting our results from the observed frame

to 150MHz were all done with the same spectral index and the results can be seen in

Figure 3.14. This shows that the choice of spectral index only has a minor effect on the

normalisation of our fit, which is to be expected due to the low redshift of our stellar mass

sample. However, if the spectral index is closer to -0.6 then our normalisation would be

in better agreement with that of Delvecchio et al. (2021). Overall, we are confident that

varying α325
150 within reasonable values has little to no impact on our measured relations but

the choice of α1400
150 does greatly affect comparisons with work done at higher frequencies.

Next we consider the difference in FIR versus radio depth. Our sample is created from

an IRAC-selected sample and then limited to a mass-complete sample of star-forming

galaxies. As the measurements of IR luminosity are done using magphys and an energy

balance, there are many galaxies with a TIR luminosity measurement that are not detected

in any individual FIR bands. This makes our sample deeper in the IR than the radio,

in contrast to the sample used by Delvecchio et al. (2021) whose radio data were deeper

than their IR data. We investigated whether this difference in depths could explain the

measured discrepancy between our results. This was done by imposing a cut on the IR flux

(calculated dividing the IR luminosity by 4πd2
L) and then increasing this cut over a range

of 2.0 dex. The greatest change in normalisation was ∼ 0.1dex, obtained by imposing a

harsh cut in our sample (Figure 3.15) that has no physical motivation. In addition, such

a harsh cut in TIR flux would likely be introducing significant bias towards lower qTIR
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values. Finally, it is worth emphasising that the maximum effect this can have on the

normalisation of our linear fit is to decrease it by ∼ 0.1dex which still leaves us with a

significant disagreement with Delvecchio et al. (2021) when taking the nominal value of

α1400
150 = 0.73.

We consider the impact that removing AGN has on our results. We remeasured the

evolution of qTIR with stellar mass but with AGN host galaxies included in the sample

(all AGN were re-added to the sample) to see how they affect our results (Figure 3.10).

We can see that the inclusion of AGN does not significantly affect our results. This is

due to the fact that we are fitting to the median qTIR within each redshift or stellar mass

bin and so we are not as affected by outliers or the relatively low fraction of AGN within

our sample (< 10%). The galaxies with the lowest qTIRvalues are potentially unidentified

radio-loud AGN or galaxies with a low dust mass (and therefore the TIR luminosity does

not map the full SFR).

Finally, we investigated the impact of how we remove passive galaxies from our sample.

Both our mass sample and redshift sample define a passive galaxy as one that is more

than 0.6 dex below the main sequence. This offset below the main sequence was chosen

to match ' 2σ where σ is the dispersion in the main sequence. However, choosing to set

the offset between 0.3 and 0.9 dex would be equally justified. We investigated the effect

that changing this offset has on our results and found that the slope and normalisation of

the linear fit to qTIR(M∗) vary by 0.02 and 0.01 respectively. The change in normalisation

is the same as our uncertainty on the normalisation and the variation in slope is only

marginally greater than our uncertainty. While varying our SF galaxy criteria does have

a minor impact on the measured relation, the impact is similar to the random error of our

measured distributions.

3.6.3 Main-sequence prediction of FIRC

The SFR of a galaxy is known to be correlated with its mass and this MS has been observed

many times (Schreiber et al., 2015; Leslie et al., 2020). For a given galaxy in our redshift

sample, we know its radio luminosity (or upper limit), mass, and redshift, and so we are

able to calculate its predicted SFR using the MS relations measured in Schreiber et al.

(2015) and Leslie et al. (2020) and therefore its TIR luminosity using the relation from

Kennicutt, Jr. (1998). We can then bin our galaxies on their predicted TIR luminosity

so that there is an equal number of galaxies in each bin. In each bin, we can compute

the median qTIR using a survival analysis and see how we would expect the slope of the
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FIRC to vary based purely on predictions from the MS relations. We can see from Figure

3.12 that the predicted non-linearity is in agreement with our observed non-linearity. This

could imply that the physics causing the observed non-linearity is the same that causes the

MS. This in turn could help calibrate the SFR–radio luminosity relation. However, if the

relation between SFR and stellar mass, which in turn causes a change in TIR luminosity,

results in a change in the relation between radio and TIR luminosity, we would expect the

radio luminosity to be similarly affected, but this does not seem to be the case. Resolving

such issues is beyond the scope of this work. However, we hope to address such topics in

the near future.

3.6.4 FIRC dispersion

A little-explored property of the FIRC is the cause for the dispersion. While the FIRC is

surprisingly linear, with the standard deviation being 0.2, qTIR values still span a range

of 1.5 dex when considering only the detected galaxies. Understanding what affects the

deviation of a galaxy from the median qTIR can provide some insight into the underlying

physics behind the FIRC. For high-mass galaxies, stellar mass does affect the median qTIR,

and it could also affect the dispersion. These galaxies are most likely to have low-level

AGN emission (Sabater et al., 2020) and a large low-mass stellar population. Either of

these could boost the radio or FIR emission of the galaxy through mechanisms that are

unrelated to SF. Other parameters that could affect where a galaxy lies on the FIRC are

SFR and sSFR, as the mechanisms governing the FIRC may begin breaking down for

starburst galaxies (though this was not observed by Magnelli et al. (2015) or predicted

by Lacki et al. (2010)). Finally, the steepness of the radio spectrum is indicative of how

recent the SF in a galaxy has occurred and may cause a galaxy to lie off the FIRC as the

FIR and radio may be less sensitive to SF that has occurred more or less recently.

In order to investigate for this effect, we also included proxies for the angular and

physical size of the galaxy. These were taken as the ratio of the total radio flux divided

by the peak radio flux and as the difference in magnitude in the r band between 1-2, 1-3,

and 1-6”. These proxies for angular size were converted to a measure of physical size by

multiplying them by the distance to the galaxy. Finally, a proxy for gas surface density

was created by dividing SFR by physical size as this is one of the key parameters used in

Lacki et al. (2010). All of these parameters were fed into a neural network to predict the

difference between a galaxy’s qTIR value and the median qTIR (∆q). We found that the

neural network had no significant ability to predict ∆q when compared to the intrinsic
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scatter of the ∆q distribution.

The lack of predictive power of the neural network could be caused by several factors.

Firstly, the parameters that govern the radio and FIR emission, such as magnetic field

strength, are difficult to directly measure. Without a way to proxy these measurements, it

is difficult to constrain exactly the qTIR value that a given galaxy should have. In addition,

the measurements of SFR from magphys measure the combined SFR detected in the UV,

optical, and FIR. If the measured SFR is imperfect because of the dust geometry of the

galaxy, then the galaxy may lie off the FIRC.

Further work is required to explain the scatter in the FIRC. We are unable to accurately

assess the error in LTIR caused by unusual dust geometry. In addition, we have no measure

of the radio spectral index, which may explain a portion of the scatter.

If some of the SFR is unobscured, either due to lower-than-expected dust mass or the

geometry of the galaxy, then the galaxy may not lie on the FIRC and we would be unable

to measure this from the features we provided to the neural network.

3.7 Conclusions

In this work, we measured FIR fluxes for all radio sources in the LoTSS deep fields. These

fluxes were then used to derive the FIRC at 150MHz using data from LoTSS (Shimwell

et al., 2019) and Herschel (Oliver et al., 2012) used in combination with a mass-complete

sample (Kondapally et al., 2021; Duncan et al., 2021) of star-forming galaxies to measure

the FIRC. The TIR luminosity is measured using magphys (Da Cunha et al., 2008), which

uses energy balance to infer the IR luminosity when FIR fluxes are not measured, enabling

IR luminosity measurements for all galaxies in our sample. To account for non-detections

in the radio and FIR we use survival analysis and upper limits on the radio flux for galaxies

that are undetected at 150MHz. We investigate the evolution of qTIR with redshift and

stellar mass and compare to the recent results from Delvecchio et al. (2021) using the

JVLA. Our main results are listed below.

1. We measured fluxes at 24, 100, 160, 250, 350, and 500µm for 79609 galaxies across

the LoTSS deep fields. In addition, we provide flags to identify sources whose flux is

unreliable. The flags are based on the goodness of fit of the flux posterior to the map

and whether it is dominated by the prior. The fluxes are available in the LOFAR

deep fields data release (column descriptions can be found at https://github.com/H-

E-L-P/dmu products/tree/master/dmu26).
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2. We validated our methods by creating a simple model based on galaxies created as

part of the SIDES simulation (Béthermin et al., 2017). Radio luminosities were ad-

ded to star-forming galaxies by generating qTIR values from a Gaussian distribution,

whose mean evolved as a power law that mimicked the observed distribution from

our mass-complete sample. We determined whether a galaxy would be detected in

the radio or not. We found that we were able to recover the true distribution para-

meters (the true mean and power-law parameters) from the simple model when we

had more detected galaxies then undetected galaxies (at 150MHz).

3. The FIRC was measured at 150MHz with a mass-complete sample of star-forming

galaxies. We also examined the evolution of qTIR with redshift and stellar mass,

finding a power-law relation for both, of the form q(z) = 1.94±0.01(1 + z)−0.04±0.01.

Similarly the evolution with stellar mass was found to have a linear relation, of the

form q(M∗) = (2.00± 0.01) + (−0.22± 0.02)(log(M∗)− 10.05).

4. Comparing with previous results we found a significant difference between our evol-

ution with stellar mass and that of Delvecchio et al. (2021). Neither our different

treatment of AGN nor the different radio versus FIR depths can explain the differ-

ence. However, our choice of spectral index from Calistro Rivera et al. (2017) could

affect our result as we used the median α1400
150 = −0.78 instead of α1400

150 = −0.59

which was observed at low redshift. More work is needed to better understand the

radio spectra in order to know whether or not using a higher spectral index would

explain the discrepancy between our results. We also observe a significant difference

between our redshift evolution and that of Calistro Rivera et al. (2017). However,

this can be explained by our different sample selections.

5. We investigated the non-linearity of the FIRC at 150MHz and found that LTIR(M∗) =

(0.90 ± 0.01)L150 − 9.8 ± 0.3. This relation is in good agreement with that found

by Smith et al. (2021) in the SFR–radio luminosity plane and Molnár et al. (2021)

at 1.4GHz. In addition, the non-linearity observed agrees with predictions from the

MS (Schreiber et al., 2015; Leslie et al., 2020). Future work is needed to explore

whether both relations originate from the same physical processes.
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Figure 3.16: How galaxies are distributed, split by their observed fluxes and which sample

they are in. The black line shows how the galaxies that are detected at 150MHz are

distributed and the blue line is for galaxies undetected at 150MHz. If the line is dotted

then it shows galaxies that have one unflagged (see section 3.2.3) flux from PACS or SPIRE

and if solid then it has more than one unflagged flux from PACS or SPIRE. We can see

that in no part of parameter space are we dominated by galaxies that have one or less

unflagged flux in PACS or SPIRE.

3.8 Appendix

3.8.1 Energy Balance Assumption

Using the SED fits from Smith et al. (2021) we are relying on the energy balance approach

used by magphys when there are no PACS or SPIRE fluxes to help constrain the FIR.

Firstly, Figure 3.16 shows that in no part of parameter space are we dominated by galaxies

that are dependent on the energy balance, so the affect of any systematic bias, if any

exist, would be minimal. As a second check we can compare the νLν at 24µm with the

SFR measured from magphys. νLν at 24µm is a tracer of SF Rieke et al. (2004) so by



7th November 2022 84

38 39 40 41 42 43 44 45
L  / SFR magphys

0

200

400

600

800
N

No FIR
FIR

Figure 3.17: Comparison of νLν/SFR measured from magphys for the 3.6µm selected

sample in ELAIS-N1. The blue histogram shows the results for galaxies with one or less

unflagged flux from PACS or SPIRE while the red histogram shows the results for galaxies

with more than one unflagged flux from PACS or SPIRE.

comparing their ratio for different sub samples we can see whether there are any significant

deviations in this ratio between the subsamples. To calculate νLν at 24µm we k corrected

the measured Lν using the red galaxy template from Berta et al. (2013). Figure 3.17 shows

the comparison between galaxies with one or less detection from PACS or SPIRE compared

to galaxies with more than one detection. We can see that the peak of both distributions

are within ' 0.2dex of each other, lending further evidence that relying on the energy

balance from magphys does not cause a bias in measurements of SFR (and hence TIR

luminosity as the two are tightly correlated). The small offset is likely caused by faulty

choice of SED template for the k correction. The subsample with few FIR detections are

more likely to be fainter galaxies or at higher redshift and a different template may be

needed to accurately measure their νLν at 24µm.
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Chapter 4

FIRC as a prior for measuring

150MHz and FIR fluxes

In this thesis I have shown how radio catalogues can be crossmatched to optical/NIR

catalogues (Chapter 2) and then how this can be used to improve the prior for XID+

(Chapter 3). However, this method presents a couple of problems:

• Galaxies within our sample for the FIRC (Section 3.4.1) that are undetected in the

radio, forcing us to rely on upper limits of the radio luminosity that do not utilise

the data available to us from the radio image.

• Biases from XID+ measurements of FIR fluxes towards splitting the flux equally

between sources.

Our use of survival analysis in Chapter 3 was necessitated by lacking any measurement

of the flux from galaxies within our sample that were not included in the LOFAR catalogue.

While our simulations showed that survival analysis was able to recover the true evolution

parameters of our sample I also found that the correct answer was recovered when our

upper limits on a galaxy’s flux were calculated from random pixels, rather than the pixel

the galaxy was located in. This indicates that survival analysis is making use of the error

distribution of the LOFAR map rather than flux from each individual galaxy (even if the

flux doesn’t have a SNR above 5). Similar results were found when treating the individual

pixels as Gaussian posteriors with the final results being independent of the pixels used.

What would be ideal is to model the flux from our undetected galaxies using the PSF of

the LOFAR map while modeling the background. This would avoid negative fluxes, which

were possible when treating the flux posterior as a Gaussian whose mean and standard

deviation were determined by the pixel value and error.
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In cases where two sources in our prior list for XID+ were within the same pixel the

solution becomes degenerate, with XID+ preferring to split the flux between the sources

rather than assign the majority to one source. With the current data available to XID+

this is the best it can do. However, I know that TIR luminosity and radio luminosity are

correlated so this information could be used to break the degeneracy in the FIR fluxes.

In this chapter I will discuss how expanding XID+ to run on the FIR and radio maps

simultaneously can be used to measure the FIRC and provide better constraints on the

individual galaxy’s FIR and radio fluxes. I will start by describing how XID+ works in

detail. Next I will show the work I have done to extend XID+ to run on the LOFAR map.

Finally I will discuss the expanded hierarchical model needed by XID+ to measure the

FIRC, FIR and radio fluxes.

4.1 XID+

XID+ has been discussed in this work already and a brief description of how it works

can be found in Section 3.2.3. Here I will describe in detail how the model XID+ uses is

constructed as well as how the parameters for the model are measured.

4.1.1 Bayes Theorem

Bayes theorem is a probability law discovered by the Reverend Thomas Bayes in 1763

that is used to calculate the probability of an event happening given the occurrence of a

separate event. This can be generalised to calculate the probability of a model (θ), where

θ represents the model itself as well as the parameters that make it up, given a vector of

data (D)

P (θ|D) = P (D|θ)P (θ)
P (D) , (4.1)

where P (θ|D) is the posterior probability, P (D|θ) is the likelihood of our data occurring

given our model, P (θ) is the prior probability of our model and model parameters and

P (D) is the evidence. The prior is the probability of our model occurring. In this case

the model refers to both the general form of the model as well as the parameters that

make up the model, such as the mean and standard deviation. By form of the model we

refer to the equations used to describe the data. For example if we measured the heights

of 10,000 men we could model this as a Gaussian or log normal distribution. Our prior

could be uniform if we have no preference between the two distributions or could be used

to prefer a Gaussian distribution over a log normal. Our prior may explicitly state the
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allowed values for the model’s parameters (we may know that the mean is positive) as

well as implicitly state that the probability of certain models is zero (we may implicitly

state that our data is represented by a normal distribution only by not considering other

distributions). The evidence is normally not calculated as with a fixed dataset P (D) is

constant and we can simplify Bayes Rule to

P (θ|D) ∝ P (D|θ)P (θ) (4.2)

so that to find the ideal model and model parameters we only need to compare the likeli-

hood multiplied by the prior. Finally the likelihood is calculated by selecting parameters

for our model, in the example of a normal distribution this would be the mean and stand-

ard deviation, and then compare our observed data to the predicted results. We repeat

this process, selecting different parameter values each time, until the difference between

the observed data and the model predictions is minimised (how the model parameters are

selected is discussed in the next section).

4.1.2 Posterior Sampling

We have seen that Bayes theorem gives us a way to find the probability distribution of

a model and model parameters to explain our data. However, to do this we need to

evaluate our likelihood at different parameters values to effectively explore the posterior

of our model parameters. To do this there are several methods we can use. The simplest

method is to simply create a grid of parameters and evaluate the likelihood at each of

the grid points. However, this method becomes computationally impossible when dealing

with complex models with a large number of parameters. Instead we can use Markov

Chain Monte Carlo (MCMC). The principle behind this is that a number of walkers are

initiated at some random part of the parameter space. Each walker then takes a step

in parameter space in a random direction and evaluates the likelihood at its location. It

then decides whether to remain at this new point or to return to the old point. How this

decision is made varies depending on the exact MCMC algorithm used. For example the

Metropolis algorithm makes this decision based on the ratio of Lnew/Lold, where L is the

Likelihood. If Lnew/Lold > 1 then the new location is accepted and if Lnew/Lold < 1

then the probability of accepting the step is inversely proportional to the ratio. A key

parameter of the Metropolis algorithm is the step size. If the step size is too large then

depending on the shape of the posterior some details may be missed. If too small then

sampling the posterior will take too long. At the end of the MCMC algorithm the chains

are combined to create a map of the posterior (the likelihood multiplied by the prior)



7th November 2022 88

An alternative MCMC algorithm is Hamiltonian Monte Carlo (HMC). This works on

the same principle as described above, however, it has a few key differences. The first is

that HMC uses the likelihood and the gradient of the likelihood to decide on the direction

to move each chain. It also uses the gradient to help adjust the step size. This allows the

algorithm to quickly move to regions of interest in the posterior.

It is worth noting that not all MCMC algorithms use the gradient of the likelihood.

For example, emcee uses the position of all the other walkers to update the position for

an individual walker.

4.1.3 XID+ model

XID+ is a Bayesian probabilistic deblending software designed to measure the FIR flux

from sources (Hurley et al., 2017). This is done by modelling the FIR maps as a combin-

ation of flux from sources, instrumental and confusion noise using the following model

d =
N∑
i=0

Pfi +N(0, σinstrumental) +N(B, σconfusion), (4.3)

where d is the map, N is the number of sources, P is the PSF of the telescope, fi is the

flux of the ith source and σ is the instrumental and confusion noise. In practice the PSF

is gridded into a higher resolution grid than the map (for SPIRE images a 1 arcsecond

grid is used) and then the contribution of each source to the nearby pixels is calculated by

interpolating this PSF grid. In the map the noise in nearby pixels is correlated, however,

modelling this effect would require calculating the entire m ×m matrix (where m is the

size of the map in pixels). This would significantly increase the computational time so

instead the noise is treated as constant across the map.

4.2 XID+ radio extension

Here I will set out how the LOFAR images are created and how XID+ needs to be modified

to function on these images.

4.2.1 LOFAR image creation

To extend XID+ to work on the LOFAR image we need to understand the differences

between the LOFAR image and the FIR images that it was designed on. Creating the

LOFAR image from all the signals received by the LOFAR antennae across all LOFAR

stations is a complicated process that is unnecessary to fully understand. What we need to

know is what makes up the finished image that XID+ will be running on. Once the LOFAR
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Figure 4.1: Cutout of the ELAIS-N1 LoTSS deep field image. Note the artifacts around

the bright sources caused by slight inaccuracies when modelling the sky to create the

image.

image is calibrated (Tasse et al., 2021) sources are deconvolved using CLEAN (HöGBOM,

1974). This deconvolution algorithm assumes that the image is built from multiple point

sources that are convolved with the dirty beam. By looking for the brightest pixel in the

image we can assign a source to that pixel of some brightness (typically 10% of the pixel’s

flux) and subtract its flux from the map, once it has been convolved with the dirty beam.

This process is repeated until no pixel above a chosen threshold remain. Then all the

removed sources are convolved with the ideal beam (normally chosen to be a Gaussian

with FWHM calculated from Equation 1.15). This model image is then added to the

leftover residual image giving the radio image that will be used for science. This means

that some of the sources in the LOFAR map will be convolved with this ideal beam while

others will be convolved with the dirty beam (Figure 4.1).
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4.2.2 XID+ radio model

With the radio map being made up as a combination of sources convolved with the ideal

beam and others with the dirty beam the first obvious change is that each source needs

its own PSF. The second difference is that the assumption that the correlations in the

error matrix are negligible is invalid. The dirty beam is large and complex (Figure 4.2)

and bright sources can create artifacts in the surrounding region that increase the noise.

These artifacts are caused by assumptions made to simplify the LOFAR image calibration,

which would involve inverting a N ×N matrix, to reduce the computational time but can

cause inaccuracies when deconvolving the brightest sources. Additionally, any errors in

measuring the dirty beam would causes artifacts when deconvolving the brightest sources.

Fainter sources would have the same artifacts but they will be fainter than the background.

However, I have not been able to account for these correlations due to computational

constraints. But this is something to consider when interpreting our results.

Figure 4.2: Cutout of the LOFAR dirty beam within one facet.

The biggest difference between the LOFAR maps and the FIR maps is the presence of

extended sources. In the FIR maps, due partly to the low resolution of the images and
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the nature of FIR emission, nearly all sources can be considered to be point like and any

deviations from this are minor. However, radio sources can be some of the most extended

sources in the sky, especially outside of the local group. Modelling these sources in XID+

would either require adding more sources into the prior list or directly modifying the

pointing matrix (Pfi). Both methods present problems, adding sources into the prior list

may be inaccurate as some extended radio emission is produced from a single source, such

as radio jets. Such radio sources have been known about for decades and as such other

software already exists to detect and measure the brightness of these sources (for example

PyBDSF Mohan and Rafferty (2015)). Directly modifying the pointing matrix presents

its own problems. To automate the process I would either need a model for the extended

emission that I could parameterise, or iteratively modify the pointing matrix as part of

the posterior mapping. A generic model for extended radio emission is extremely hard to

create due to the huge range of shapes that radio jets can take. Iteratively modifying the

pointing matrix would require running XID+ multiple times in the same region, which

could quickly become computationally unfeasible depending on how complicated the source

was. It would likely result in a large degeneracy between the form of the pointing matix and

the flux of the source unless significant constraints were put into the form of the pointing

matrix. With all these difficulties it is unlikely that XID+ will be able to accurately

measure the flux of bright radio galaxies with extended emission. However, the majority

of radio galaxies are near point like so this may not have a large effect. This is investigated

in more detail later.

4.3 XID+ results

Here I detail how XID+ was run on the LOFAR deep field image in ELAIS-N1. First I ran

the modified XID+ on the radio image from ELAIS-N1, using the radio catalogue created

by PYBDSF as the prior list. I then ran XID+ with a prior list constructed of fake sources

injected into the LOFAR map at random positions. In addition XID+ was run on the

same prior list of fake sources without the sources being injected (so it is run on the image

background). Finally I ran the modified XID+on the radio image from ELAIS-N1, using

the entire ELAIS-N1 radio catalogue (created with PYBDSF) plus additional sources that

have a high radio flux based on the FIRC. I then remeasured the FIRC using these results.
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4.3.1 PyBDSF prior catalogue

To test the efficacy of XID+ I started by running XID+ on the ELAIS-N1 deep field image

with the prior list constructed from the PyBDSF radio catalogues. These catalogues were

constructed by fitting multiple Gaussians to peaks of radio emission in the map. The

orientation, major and minor axis were varied in the Gaussian to obtain the best fit to the

map. If multiple Gaussians were required to fit the observed emission then the Gaussians

were grouped into one source if their centers were separated by less than half the sum

of their FWHMs along the line joining them and there was continuous emission linking

the two Gaussian centers. In these cases the source position was taken as the source

centroid as determined by moment analysis. This essentially takes a weighted average of

the source’s pixels. I used both the catalogue of sources and components as a prior and

ran on a random subset of 2443 sources (to save computation time as this was just being

run as a test). The flux measured with XID+ was compared to the flux measured by

PyBDSF (Figure 4.3). I compared to both the total and peak flux from PyBDSF. The

peak flux is the peak flux of the Gaussian and the total flux is the integrated flux of the

Gaussian. I can see that XID+ does a good job at recovering the peak flux but has an

offset from the total flux. This is expected as XID+ is fitting a symmetric Gaussian to the

source’s position, so I expect a good agreement with the peak flux. The fact that XID+

is systematically lower than the total flux fits with the total flux being the integrated

flux and therefore captures any additional flux that isn’t perfectly fit by the Gaussian.

There seems to be a slight trend for XID+ to underestimate the flux of the individual

Gaussian components compared to source’s flux. From these results I decided to include

the source catalogue as part of our prior catalogue when running XID+ across the entire

field. Partly because the results are less affected by systematic error but also so that I am

measuring the flux of the source and not the flux of an individual Gaussian component as

these components likely originate from a single galaxy and therefore all the flux should be

assigned to that galaxy.

4.3.2 Injected sources

In the previous section I have confirmed that XID+ is able to measure the flux of sources

that have been deconvolved with the dirty beam. However, if I want to measure the flux of

fainter sources that may not have been deconvolved when the dirty image was CLEANed

I need to check whether XID+ can measure the flux of sources that are convolved with

the dirty beam. To investigate this I injected fake sources into the LOFAR image and



7th November 2022 93

0.3 0.2 0.1 0.0 0.1
log( PYBDSF flux / XID+ flux )

0

20

40

60

80

100

120
N

Peak Flux
Total Flux

Figure 4.3: Ratio of the PyBDSF flux to the flux measured with XID+. The red lines show

the comparison between the total flux while the blue line is for the peak flux. The solid

and dashed lines are when comparing to the source and component PyBDSF catalogue.

convolved them with the dirty beam.

We injected 10000 sources whose fluxes are split between 100 equally spaced values in

log space from 0.1mJy to 100mJy. I then looked at the shape of the flux posteriors to see

at what flux they began diverge from a symmetric Gaussian. This was assessed by looking

at the ratio of the 84th-50th divided by the 50th-16th percentile. I can see that sources

have a symmetric posterior when their flux is > 0.1mJy. This corresponds to five times

the average rms noise of the map so is reasonable that the flux posterior would start to be

influenced by the error distribution at this level. This can be understood by considering

the case of a prior list source that doesn’t correspond to a galaxy (such as when the prior

list contains unidentified artifacts). In this case XID+ will try to find a flux which best

explains any background emission around the fake sources position. As the background

has a Gaussian distribution with a mean of 0 and a rms of 20µm it will find a flux posterior

that matches this distribution (only the right hand side of the distribution as the prior

prevents a negative flux). This half gaussian flux posterior will have a high skew which

allows us to identify the flux below which we are influenced by the background emission.

It also indicates that I am limited by the background noise and am not dealing with many
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confused sources (as I expect for injected sources).
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Figure 4.4: Skew of the flux posterior varying depending on the median flux. Above

∼ 0.1mJy the posteriors begin to diverge from a symmetric form. Skew is defined as the

ratio of the 84th-50th percentile and the 50th-16th percentile.

This gives us confidence that I can detect sources that have not been deconvolved

provided they are sufficiently bright to be above the background.

4.3.3 New sources

We ran XID+ across the entire ELAIS-N1 field with the PyBDSF source catalogue as the

prior. In addition, multiwavelength sources were added into the prior catalogue if their

predicted radio flux is above 0.1mJy (predicted from the TIR luminosity and the FIRC).

I calculated the predicted radio flux from the FIRC relation I measured in Chapter 3

from Table 3.3 given the source’s TIR luminosity from the magphys SED fit. I removed

sources from this category that were found to be crossmatches for the radio sources. The

image was split in HEALPIX tiles and each tile was run in parallel. I found that tiles

containing a bright source had an issue with the MCMC chains becoming stuck and not

exploring the posterior. This was caused by the bright source having extended emission

that is not well modelled by a point source. Most samples from the posterior will have an

incredibly low likelihood because of this, in practice this likelihood was zero as it was so
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low the computer was unable to store it correctly. This means that if the starting points

for the chains isn’t near the peak of the likelihood then the gradient will be zero in all

directions in parameter space. This will prevent the chains from moving as they cannot

select a direction to move in. The only time the chain will move is when it is randomly

kicked to a new location. These false posteriors will provide incredibly inaccurate fluxes.

To solve this issue I place a circular mask around sources with a flux of > 50mJy with a

radius of 30 arcseconds. This removes the majority of the bright extended emission that

significantly affects the posterior while being unlikely to remove other LOFAR sources due

to the low source density. However, this doesn’t cover the very brightest sources that have

very large extended emission as well as potential artifacts around them. In addition, some

fainter sources can still have extended emission such as radio AGN that can extend for

arcminutes while simultaneously being fainter than 50mJy.
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Figure 4.5: q measured using the 150MHz flux from XID+ against the lower limit of q

measured with the upper limit on the 150MHz flux. The blue points show all sources that

weren’t part of the PyBDSF catalogue while the red points are the subset of blue points

whose p value residual statistic is less than 0.5 (i.e we trust the fit that the measured flux

provides to the map).

With bright sources masked we reran XID+ on the whole image with the same prior

list. We evaluated the flux posterior of each source to determine whether we can trust
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the flux measured by XID+. This was done by creating 1000 maps by sampling from the

flux posterior of the sources in the map as well as the noise posterior. For each source

the surrounding pixels (pixels within one FWHM of the source position) were compared

to the 1000 sample pixel counterparts and the proportion that were more than twice the

pixel error from the true pixel flux was measured. This proportion is called the p value

residual statistic and source where this was above 0.5 were flagged as having an unreliable

flux. Using the new 150MHz flux I recalculated their q values and compared them to the

upper limit on q I would measure from the error on the pixel the source is in. I find the

majority of sources have a higher q than the lower limit of q I measured (figure 4.5), giving

further confidence in the accuracy of these fluxes. The subset of sources whose measured q

is lower than the limit expected from the error on the pixel they are located in are located

near to bright sources whose extended emission or artifacts are being incorrectly assigned

by XID+.

We can use these new 150MHz fluxes to remeasure the FIRC to see the effect of

these new sources on the relation between q (see section 3.5 for the definition) and stellar

mass. We use the methodology described in section 3.6.2 as well as accounting for the

underestimation in the uncertainty caused by bootstrapping. This reduces the number of

lower limits on q from 1793 to 1585 and adds 208 detected galaxies (on top of the 2353

previously detected galaxies). The new relation was found to be q = 2.01± 0.02− 0.17±

0.03M∗ (figure 4.6) which is of minimal difference to the relation measured in section

3.6.2. This is to be expected as we only added a small number of detected galaxies to our

sample (≈10% increase in sample size) which is unlikely to significantly affect the median

of our sample. In addition, the use of survival analysis is designed to account for the non

detections.

4.3.4 Low SNR radio sources

Our first run only included sources whose predicted 150MHz flux was five times greater

than the average noise in the radio image. However, this is unlikely to detect a significant

number of sources (sources whose flux is trusted based on both their posterior skew and

Pval residual statistic). When we consider only the sources whose predicted SNR> 5 the

sources density of our prior list will be very low and therefore we will not be able to detect

faint sources whose fluxes are below the background and confusion noise. We created a

prior list that includes all galaxies whose predicted radio flux is greater than two times the

average background flux. We chose this limit to increase the source density to the point
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Figure 4.6: FIRC at 150MHz for LOFAR detected galaxies (black dots), galaxies whose

150MHz flux is measured using XID+ (red dots) and galaxies undetected at 150MHz (blue

dots represent lower limits on q). The orange dots are the median q in each stellar mass

bin measured using survival analysis and the orange line is the linear fit to these medians.

where confusion would become a relvant factor but not so high that the flux posteriors

would become degenerate with their neighbours. This would occur when two sources are

so close together that XID+ could assign the majority of the flux in the map to either

source with equal likelihood. We masked bright sources in the same manner as described

above.

From figure 4.7 we can see that the flux posteriors are symmetric below 0.1mJy, which

corresponds to 5σ. This is an improvement compared to only considering the brighter

sources. Figure 4.8 shows the evolution of the FIRC with stellar mass with the addition

of these extra sources, 804 lower limits now have direct detections (≈ 33% of the previous

sample size in section 3.6.2). With these new detections the relation is q = 2.00± 0.02−

0.18± 0.04M∗ again showing little to no difference with my previous results. This implies

that survival analysis is measuring the underlying relation accurately and measuring the

flux of previously undetected galaxies has little impact on the relation. However, it is

worth investigating the reliability of these measured fluxes in more detail so they can be

used for other purposes.
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Figure 4.7: Skew of the flux posterior varying depending on the median flux for galaxies

with a low predicted SNR. Above ∼ 0.02mJy the posteriors begin to diverge from a

symmetric form. Skew is defined as the ratio of the 84th-50th percentile and the 50th-

16th percentile.

XID+ measures the flux posterior of galaxies within the prior list. This posterior is

then used to measure the flux and flux error for these galaxies to create a traditional

catalogue. These fluxes are measured by taking the median of the flux posterior and the

error is the 84th-16th percentile divided by two. However, this approach is only valid when

the flux posterior is roughly symmetric and has a single peak. I plotted the flux posterior

(figure 4.9) for a random 10% of sources after dividing each of them by their median.

We excluded sources within tiles that are affected by unmasked extended emission. This

was done by examining the p value residual statistic. If the majority of sources in a tile

have a p value residual statistic > 0.5 we consider the tile to be contaminated by extended

emission and the fluxes of sources within that tile cannot be trusted. This allows us to spot

any patterns in the sources flux posterior and validate whether the assumptions of a single

peak and symmetric flux posterior are true. From figure 4.9 we can see that there are three

major shapes of flux posterior. Firstly there are sources with a single peaked distribution,

with varying width, at a normalised flux of one. Fluxes and flux uncertainties measured

from these distributions will be accurate, providing the p value residual statistic is less

than 0.5. Secondly there is a smaller subset of sources with a heavily skewed distribution

whose peak is close to zero. The median flux for these sources does not represent the peak
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Figure 4.8: FIRC at 150MHz for LOFAR detected galaxies (black dots), galaxies whose

150MHz flux is measured using XID+ on a low predicted SNR prior list (red dots) and

galaxies undetected at 150MHz (blue dots represent lower limits on q). The orange dots

are the median q in each stellar mass bin measured using survival analysis and the orange

line is the linear fit to these medians.

of the flux posterior and therefore cannot be relied on. However, when checking for the

skew of the flux posterior these sources will be flagged as the distribution is not symmetric.

Finally we have a large group of sources whose posterior has a double peak. In these cases

the median has absolutely no relation to either peak while we have no idea which peak

to use as they are equally likely. In addition, these distributions are symmetric and will

not be picked up by examining their skew. The majority of these flux posteriors provide a

good recreation of the map (as can be seen by their colour) meaning they are not caught

by any of the checks we use to validate XID+ fluxes. One way around this would be to

use the full posterior and sample fluxes from it that can be used for whatever purpose is

required. This would account for the double peak or would allow limiting the posterior to

just one of the peaks if there is a physically motivated reason for doing so.
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Figure 4.9: Normalised flux posterior for a random 10% of sources. The redder the line

the lower its p value residual statistic (a value of 0 shows an excellent agreement between

the flux posterior and the observed data) while bluer lines have a p value residual statistic

closer to one, purple lines are somewhere in between. The more opaque regions show

where more sources reside.

4.3.5 Comparison to other methods

XID+ is not the only software that can measure the flux of galaxies at known positions,

each of which have their own advantages and disadvantages depending on how they are

used. One example is the ”Super-Deblended” method from Liu et al. (2018). This method

measures the flux in successive bands independently, while using SED fitting to create the

prior list in each band. Starting with a prior list of sources selected at 24µm and 20cm they

used SED fitting to predict the emission in the FIR bands (100, 160, 250, 350 and 500µm).

If the emission was deemed negligible then its predicted emission was subtracted from the

image and the sources was excluded from their prior list. It should be noted that each

band was fitted independently so if a sources emission at 100µm is deemed negligible it will

still be considered at redder bands as high redshift sources could have negligible emission

at shorter wavelengths. The fluxes are then measured for each of the prior list galaxies

by fitting the PSF to the map using Monte Carlo simulations that enable reliable error
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estimates. The major advantages of this method over XID+ are in the method of creating

a prior list in a physically motivated manner. In comparison the prior lists used for XID+

are created in a more ad hoc manner for example the prior lists I used above were created

by selecting galaxies based on their predicted 150MHz fluxes. There was no physically

motivated reason for the flux limit used here other then to limit the source density to

prevent degeneracies in the measured flux posteriors. However, ”super-deblended” suffers

from the same degeneracy problem as XID+ and as such their prior list was selected to

give a source density of < 1 per beam. However, as discussed later, XID+ can be extended

to incorporate hierarchical models that will provide additional constraints on the FIR and

radio fluxes. The final issue with the ”super-deblended” method is in the SED fitting

used to create the prior list. The inherent assumptions made when SED fitting can result

in unmeasured biases and errors. Though their selection of SED components is doe to

minimise these biases they are impossible to avoid and difficult to quantify.

Alternatively Malefahlo et al. (2020) used a Bayesian stacking approach to detect

galaxies below the background noise. This was done by modelling the stacked flux as a

combination of flux from sources plus the background noise. This method allows detections

of groups of galaxies whose individual flux is well below the 5σ limit but doesn’t provide

individual flux measurements for each galaxy.

In conclusion, the current implementation of XID+ provides few advantages compared

to other methods. However, the potential addition of hierarchical models to XID+ would

allow it to provide additional constraints on the flux of individual galaxies. These con-

straints could allow XID+ to break the degeneracy that occurs when two sources lie within

one beam width.

4.4 Future Work

Looking forward there are several directions that this work could take. Here I will outline

three of these options and discuss the scientific implications and hurdles each will have

4.4.1 Deblending radio maps

As radio surveys push to greater and greater sensitivity they will detect an increasing

number of confused galaxies. Using the LoTSS deep fields as an example, deblending is

done by examining LOFAR sources that are made up of multiple Gaussian components

which have different crossmatches from LR. The LOFAR source is examined by eye and

the source is split into multiple sources if whoever is examining it thinks it is a blended
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radio source. This is done by an expert user, so their time is valuable and the number of

expert users is limited so finding a way to automate the majority of this process would

be ideal. Using XID+ to carry out this deblending uses a different procedure. Instead

of crossmatching the radio sources, that have already been detected and had their fluxes

measured, to known optical galaxies it would instead measure their radio flux. Currently

XID+ has been run with the radio positions as priors rather than the position of the

optical crossmatches. The first check that would be needed is to run XID+ on these

blended sources with the optical positions as the prior catalogue.

The potential problem with this approach is that the density of optical sources may be

too high. This would lead to a degeneracy between the radio flux of the optical galaxies,

making it difficult to determine which galaxy is contributing. Overcoming this would

require selecting which galaxies to include/exclude form the prior list. To do this I would

need some way to determine which galaxies are most likely to be hosts of radio galaxies.

Luckily the likelihood ratio (LR) provides a way of determining the relative likelihood of

a galaxy being a radio host. This information could be included in the XID+ model to

penalise galaxies with a low LR if they are assigned more flux than galaxies with a higher

LR.

The alternative method for constructing the prior list would be to include galaxies

based on their physical properties. Galaxies could be included if they are likely AGN hosts

or are actively star forming. However, selecting galaxies that fall into these categories is

not simple and any selection method will come with some inherent bias.

4.4.2 Hierarchically measure the FIRC

Even using XID+ to measure the 150MHz flux posterior to reduce the number of lower

limits of q is not ideal for measuring the FIRC. What would be ideal is to include the FIRC

in our model of the FIR and radio maps and measure the flux in the maps simultaneously.

This would be done by modifying the model of XID+ to draw samples from a galaxy’s

total infrared (TIR) luminosity and radio flux. Then for a given TIR luminosity the FIR

fluxes can be estimated using a SED fitting code (or a neural network to emulate the SED

fitter). These fluxes can then be used to construct a model map for the sample and be

compared to the observed map. I can include a hierarchical model for the FIRC, either

a power law or linear fit is fine, that can provide an additional constraint on the FIR

luminosity and radio flux for each galaxy (see Figure 4.10 for a visual representation of

the model).
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Figure 4.10: Extension of the basic XID+ model to include hierarchically measuring the

FIRC by incorporating radio data. Squares represent repeated values, open circles corres-

pond to random variables and variables without open circles are pre determined. The red

line shows where the SED emulator is used.

There are some computational issues that will need to be overcome to modify XID+

to run with this model. The first is the computational time requires to run XID+ on

all the FIR and radio maps simultaneously. You can see easily that the computational

time will increase, especially since each iteration now requires running a SED (or SED

emulator). Not a lot can be done about this other than running on smaller areas of the

sky and therefore reducing the number of sources and pixels to fit. However, this brings

us onto the other problem, namely the challenges of fitting the hierarchical model. If I

am only able to run this version of XID+ on a small area of the sky I am likely to have a

small number of sources in each region. This will make constraining the FIRC difficult if

I only have a limited amount of data. I can potentially overcome this by combining the

posterior from each of the separate areas with XID+ run on it.
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4.4.3 Improving the current model

There is still work that can be done to improve the current model. As mentioned in 4.3.3

I have excluded the region around bright sources to enable the MCMC chains to converge.

However, I only removed a circular region around each source which is unlikely to effectively

remove the extended emission from these sources that isn’t circularly symmetric (such as

radio jets). Finding a better way to remove the extended emission will allow XID+ to

run, without issue, on a larger area. One potential way of doing this would be to use the

model image created during the radio image creation and then subtracting these bright

sources from the image.

The other improvement would be to modify the background and confusion noise terms

in XID+. In particular the assumption that the confusion noise is constant across the

map will definitely be invalid. Furthermore the error matrix is assumed to be diagonal

with no correlations accounted for. This assumption is valid for FIR maps but is not true

for radio maps where the error around bright sources will be much greater do to emission

that has been incorrectly modelled. Work could be done into better estimating the error

matrix, potentially modelling the full error matrix as a sparse matrix.

4.5 Final thoughts

Overall XID+ shows a lot of promise when run on the LOFAR deep field. I found that

XID+ is able to measure the same flux as PyBDSF (figure 4.3) giving evidence that the

majority of fainter sources are point sources that are well fit by the clean beam. I was able

to test the ability to recover sources that are convolved with the dirty beam by injecting

fake sources convolved with the dirty beam. In addition I was able to test how well XID+

can measure the flux for faint sources whose flux is less than fives times the rms noise

of the map. Next I ran XID+ across the entire ELAIS-N1 map while including galaxies

whose predicted 150MHz flux, predicted from the FIRC, was more than five times the

rms noise. I found that the new q values measured using the new 150MHz flux were

consistently above the previous lower limits in q we measured based on the upper limit

on the 150MHZ flux, giving confidence that the measured fluxes were reasonable. When

XID+ was run on a lager prior list containing sources whose predicted flux at 150MHz was

greater than twice the rms noise it was able to identify sources whose flux had a SNR< 5.

When these new fluxes were used to measure the FIRC no significant difference was found

compared to using upper limits on these sources flux.
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Moving forward I believe that the best step forward is to setup XID+ to measure the

FIRC hierarchically. This would provide better constraints on the FIR fluxes of galaxies

when they are correlated with the higher resolution radio map. These accurate FIR fluxes

could be used to measure the TIR luminosity and provide constraints on the density of

Luminous InfraRed Galaxies (LIRGs) and Hyper Luminous InfraRed Galaxies (HLIRGs).

Meanwhile deblending the radio maps is less crucial currently as the majority of radio

images aren’t close to confusion limited based on the source density. In addition many

radio telescopes have access to long baselines that can provide high resolution images

that would reduce the need for deblending. The most urgent work that must be done is

to change the way fluxes are measured from the posterior. Either the posterior should

be directly sampled multiple times to propagate the uncertainties measured with XID+.

Alternatively instead of taking the flux to be the median of the posterior a peak finding

algorithm could be used to identify if multiple peaks are present and both fluxes could be

recorded in any created catalogues.
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Chapter 5

Conclusion

In this thesis we have examined how combining radio and FIR observations can enable a

deeper understanding of galaxy evolution than considering the two separately. Here I will

outline the main findings in this thesis as well as improvements that could be made to

those results in the future.

Chapter 2 presents work done to crossmatch the LoTSS deep field catalogue in Lock-

man Hole to a multiwavelength optical and NIR catalogue. The purpose of which is to

enable study of the physical properties traced by radio emission, such as AGN activity

and SF, and link them to physical properties tied to the optical and NIR, such as stellar

mass and redshift. This crossmatching was done with a combination of automated likeli-

hood ratio (LR) analysis and visual inspection for sources unsuitable for the LR. In total

30402 (97.6% of the full radio source catalogue) radio galaxies were crossmatched. the LR

incorporated the colour and magnitude in the r-band and at 4.5µm. Counterparts were

predominately found to be redder galaxies that are likely to be massive early type galax-

ies that are hosting AGN. Additionally bright blue galaxies were a common counterpart,

likely corresponding to the fainter star forming galaxies which the LoTSS deep fields are

sensitive enough to detect. These results show the importance of including colour in the

LR calculation. In addition, the colour of the crossmatches matches the expected results

predicted by radio simulations such as SIMBA (Davé et al., 2019) and T-RECS (Bonaldi

et al., 2019).

Of the 30402 galaxies with an identified crossmatch only 79.7% were found with the

LR. Unfortunately this still leaves 5551 galaxies that needed to have their counterparts

identified by eye. As radio surveys cover larger and larger areas with increasing sensitivity

having to identify a similar fraction of galaxies by eye will become infeasible. To make

matters worse, as the sensitivity increases the source density will also increase leading
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to more blended radio galaxies and more clustered sources that will be unsuitable for

crossmatching with the LR. Work is being done to investigate the feasibility of using

machine learning algorithms to automate the crossmatching process and reduce the need

for visual inspection. An alternative approach would be use deblending software, such as

XID+, to identify which sources are producing the observed radio emission in the case of

blended sources. This approach is discussed more in chapter 4

Chapter 3 presents my work done to study the far infrared radio correlation (FIRC)

at 150MHz. The FIRC is believed to originate from star formation. Massive stars, that

primarily emit in the UV and trace recent star formation due to their short lifespans,

are responsible for heating dust in the ISM and producing supernovae that accelerate

electrons which emit synchrotron radiation at radio frequencies. This leads to the observed

correlation between a galaxies IR and radio luminosity. Thoroughly understanding the

processes that affect this relation is an important step towards developing a comprehensive

radio luminosity-star formation rate relation that could take full advantage of upcoming

radio surveys such as LoTSS and the SKA.

We used the LoTSS deep field data in ELAIS-N1 to construct two mass complete

samples to investigate the dependence of the FIRC on redshift and stellar mass. We

found that the FIRC has a stronger dependence on stellar mass, with a relatively minor

dependence on redshift. The FIRC was found to follow the relation qTIR(z,M∗) = (1.98±

0.02)(1 + z)0.02±0.04 + (−0.22 ± 0.03)log(M∗) − 10.45. We investigated the possibility of

AGN activity being the cause of either dependence and found no evidence to support this.

My thoughts on the best avenue for continuing our study of the FIRC would be to

investigate the spectral index of the radio emission for these galaxies. As seen in Calistro

Rivera et al. (2017) there is a large dispersion radio spectral index and the choice of

spectral index will have a big effect on rest frame luminosity. If we had measurement for

each galaxies spectral index it could explain some of the dispersion seen in the FIRC.

In Chapter 4 I show the results of running XID+ on the LoTSS deep field ELAIS-N1. I

found that XID+ was able to measure the same peak flux as PyBDSF when the PyBDSF

source position was used as the prior. Next, by injecting fake sources into the map we

were able to measure an unbiased flux posterior when the flux of the injected source was

above 0.1mJy. Fluxes lower than this were found to have a non Gaussian posterior, likely

indicating that they were being significantly affected by our flux prior convolved with

the error distribution of the map. Finally XID+ was run across the entire ELAIS-N1

image with the PyBDSF source catalogue as a prior plus source from the multiwavelength
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catalogue whose predicted radio flux was greater then 0.1mJy (radio flux was predicted

from the galaxies TIR luminosity and the FIRC). These new 150MHz fluxes were used

to compute q for these galaxies and nearly all values were greater than the lower limits

previously measured by calculating an upper limit on their 150MHz flux.
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L., Doré, O., Daddi, E., and Lapi, A. (2017). The impact of clustering and angular

resolution on far-infrared and millimeter continuum observations. Astron. Astrophys.,

607:89. 51, 62, 82

Birzan, L., Rafferty, D. A., McNamara, B. R., Wise, M. W., and Nulsen, P. E. J. (2004). A

Systematic Study of Radio-induced X-Ray Cavities in Clusters, Groups, and Galaxies.

Astrophys. J., 607(2):800–809. 17

Bonaldi, A., Bonato, M., Galluzzi, V., Harrison, I., Massardi, M., Kay, S., De Zotti,

G., and Brown, M. L. (2019). The Tiered Radio Extragalactic Continuum Simulation

(T-RECS). Mon. Not. R. Astron. Soc., 482(1):2–19. 45, 106

Bondi, H. (1952). On Spherically Symmetrical Accretion. Mon. Not. R. Astron. Soc.,

112(2):195–204. 20

Boquien, M., Burgarella, D., Roehlly, Y., Buat, V., Ciesla, L., Corre, D., Inoue, A. K.,

and Salas, H. (2018). CIGALE: a python Code Investigating GALaxy Emission. Astron.

Astrophys., 622:103. 9

Bouwens, R. J., Illingworth, G. D., Oesch, P. A., Franx, M., Labbé, I., Trenti, M., Van
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Sabater, J., Shimwell, T. W., Tasse, C., Bonato, M., Bondi, M., Jarvis, M. J., Leslie,

S. K., Prandoni, I., and Wang, L. (2021). The LOFAR Two-metre Sky Survey Deep

Fields. Astron. Astrophys., 648:A6. xi, xii, 49, 50, 59, 62, 66, 71, 82, 83
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