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ABSTRACT

This thesis presents a search for the production of supersymmetric gauge bosons decaying via
scalar tau leptons into a final state of at least two same-sign hadronically decaying tau leptons.
This search has been performed analysing 13 TeV proton-proton collision data recorded by the
ATLAS detector at the CERN Large-Hadron-Collider during the years of 2015-2018. A total of
139 fb~! of data has been analysed. No significant excesses have been observed with respect
to the Standard Model expectation, therefore exclusion limits have been set at 95% confidence
level. Masses of the lightest chargino (f] ), equivalent with the mass of the next-to-lightest
neutralino ( )Zg ), up to 960 GeV for massless lightest neutralinos ( )Z? ) have been excluded. Mass
differences between the y7 and )Z(l’ as little as 30 GeV have been excluded for a ¥ mass of 80
GeV. A statistical combination with an ATLAS analysis using an opposite di-tau final state has
been performed, leading to an exclusion of J] / )Zg masses up to 1160 GeV for massless )Z(l’ .
Dedicated studies on the performance of electron triggers are also presented within this thesis
that have been part of the author’s qualification task and continued involvement within the
ATLAS trigger community. These studies have hinted towards the need of dedicated electron
trigger correction factors in the ATLAS fast simulation framework and the author has provided

a first set of such scale factors to the ATLAS Collaboration.
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INTRODUCTION

Within the last decades of particle physics research there have been many milestones and dis-
coveries, narrowing in on the building blocks of matter and leading to the development of the
Standard Model (SM) of particle physics as we know it today. This has been achieved through
extraordinary efforts and interplay between experimental measurements unravelling hints and
evidence of new particles, and theoretical effort of tying this to an overarching theory and
achieving more precise predictions: from the discovery of the electron in 1897 [1], to the dis-
covery of the tau lepton in 1975 [2], to the most recent success of the theoretical predictions
lying in the experimental discovery of the Higgs boson [3, 4]. In the last ten years since the
Higgs boson’s discovery, its properties have been measured to high precision [5] and the Stand-
ard Model’s predictions have been put to stringent tests. In various measurements, tensions
with predictions of the Standard Model have been appearing, hinting towards a larger under-
lying theory. The limitations of the Standard Model have become more and more evident. The
Hierarchy problem [6], questioning the difference in scales between the Higgs mass and the
Planck scale, raising the need for unnatural fine-tuning, is only one of the hints for the need
for a larger principle. The evolution of our universe into a matter-dominated universe is so
far unexplained, with no mechanisms within the Standard Model to sufficiently generate this
asymmetry with anti-matter [7-9]. Lastly, one of the most striking hints connects the limita-
tions of the theoretical model describing the smallest building blocks in our universe to the
largest structures known to humankind. The presence of Dark Matter [10-15] in galaxies and

galaxy clusters can not be explained through a composition of Standard Model particles.

An additional symmetry between bosons and fermions called Supersymmetry (SUSY) could
offer solutions to many of these limitations. Not only could SUSY avoid the need for fine-tuning
of the Higgs mass, but also Weakly Interacting Massive Particles (WIMPs) predicted by SUSY
could make up a component of Dark Matter. This striking connection of two problems at length
scales varying from the size of a fundamental particle to galaxies and galaxy clusters is known
as the WIMP miracle.

Supersymmetric particles have been searched for in many ways at the Large-Electron-Positron
collider, the Large-Hadron-Collider as well as through a variety of non-collider experiments.
Up to the moment of writing this thesis, there has been no direct detection of Dark Matter

particles and no evidence of supersymmetric particles at colliders.
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According to definitions of science historian Thomas Kuhn and discussion thereof of Gian
Francesco Giudice ( [16, 17]) particle physics can currently be described to be in a period of
"krisis". Krisis has to be understood in its original meaning - a period of change and anticipa-
tion. This period can be frustrating and confusing, with a lack of direction to a new underlying
principle, but should be seen as a privilege. A period preceding a paradigm change, with room
for creativity for new ideas but also the need for diligent exploration of limitations in current

experiments.

At the time of writing, a new data-taking period at the LHC has just begun. In preparation for
this new data taking, it is crucial to thoroughly analyse the Run-2 data set, find its limitations
and uncovered areas of new physics searches in order to prepare for the new challenges to

come.

In this thesis, a search for SUSY has been performed, looking for a production of the lightest
chargino and next to lightest neutralino (supersymmetric partners of SM gauge bosons), de-
caying via a scalar tau lepton into a final state with hadronically decaying tau leptons. This
search has been performed with data collected by the ATLAS detector at the LHC, as part of
the ATLAS Collaboration. This final state with hadronically decaying tau leptons belongs to the
‘paths less walked’ within the ATLAS Collaboration, due to its challenging reconstruction. This
offers an interesting window to determine and overcome the limitations of the ATLAS Collabor-
ation’s search program for SUSY. This analysis has been the author’s full responsibility. Next to
this main effort within this thesis, the performance of electron triggers within ATLAS have been
studied as part of the author’s qualification task as well as continued commitment to ensure the

successful operation and good performance of ongoing ATLAS data-taking.

The structure of this thesis is as follows: A brief overview of the theoretical concepts of the SM
as well as its limitations, motivating SUSY is given in Chapter 1. This is followed by a concep-
tual description of LHC proton-proton collisions and the ATLAS detector in chapter 2. Further
details on the data collection and reconstruction of collision events as well as the simulations
used to study the events is given in Chapter 3. A detailed view on the electron trigger and its
performance is given in Chapter 4. The search for supersymmetric gauge bosons in all its ne-

cessary details is given in Chapter 5.



THE STANDARD MODEL AND
BEYOND

"Nothing in life is to be feared. It is
only to be understood. Now is the
time to understand more, so that we

may fear less"

Marie Curie

This thesis covers a search for new particles predicted by SUSY an extension to the SM of
particle physics. In the following chapter, the foundations for this search will be laid. A sum-
mary of the core concepts of the SM will be given in section 1.1, discussing how quantum field
theory in combination with gauge symmetries can explain and predict a large set of phenom-
ena in our universe. This is followed by a short discussion on the limitations of this current best
theoretical description of fundamental particles and their interactions in section 1.2. Super-
symmetry is an extension to the SM that can resolve some of these shortcomings, motivating
an extensive search program within experimental particle physics. An overview of SUSY, focus-
sing on the phenomenological consequences allowing for a search at hadron colliders, is given
in section 1.3. The search presented in this thesis is brought into context in the broader field in

a discussion of the bigger picture in section 1.4.

1.1 The Standard Model of Particle Physics

The Standard Model of Particle Physics is an extremely successful theory, able to predict particle
interactions to high precision. This year (2022) marks the 10th anniversary of one of the biggest
successes in particle physics to date - the discovery of the Higgs boson [3, 4]. With the SM as it
is today, including the Brout-Englert-Higgs mechanism, we can put its predictions to stringent
tests through precision measurements of its couplings, masses and interactions. Searches for
new physics like those described in this thesis are a crucial way to put the SM to a test and

increasingly go hand-in-hand with precision measurements.
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1.1.1 Quantum field theory and Gauge symmetries

The SM is a theory of quantum fields. Similar to classical field theory, a Lagrangian formalism
is used to describe the components of the theory. The basis of the Lagrangian formalism is
presented through its connection with the action S = [ d*x.%, expressed through a Lagrangian
density £ [18]. Connecting this with the principle of least action (6S = 0), postulating that
every physical process is minimising its action, leads to the Euler-Lagrange equation in (1.1).

This is describing the equation of motion for a field y with space-time indices u:

- = 1.1
00.y)| oy a-b

0Z 0L

U
Noether theorem [19] connects symmetries of a Lagrangian with conserved charges. In the SM,
these symmetries are in the form of local phase transformations 1 (x) — e!*™y (x) or gauge
transformations. The transformations are connected with rotational symmetries of Lie groups

and can be summarized through the group structure [8]:

UDyeoSUR2)LeSU@B)c (1.2)

Every local gauge transformation can be absorbed within a gauge field, with the excitations of
the gauge fields called gauge bosons. The conserved charges connected with the transforma-
tions of each group are indicated through the group subscripts. The SU(3)¢ part of the overall
Standard Model symmetry group is the symmetry group of quantum chromo dynamics, C rep-
resenting the strong interactions with conserved colour charge. The gauge symmetry generates
eight gauge bosons, representing the eight possible gluons. The hypercharge Y presents the
conserved charge under U(1) transformations of the Lagrangian and can be expressed through

the Gell-Mann-Nishijima formula (here in one of its forms, based on discussions in [20-22]):

Y =2(Qem —13) (1.3)

This connects the electromagnetic and weak interaction, including the electromagnetic charge
Q as well as the third component of the Isospin, I3 and allows for the direct product of the
U)y ® SU(2); symmetry groups. The gauge boson of the U(1)y group is a neutral gauge bo-
son, By, whereas the SU(2);, symmetries are absorbed in a set of three gauge fields, W(D, Wliz), Wf’).
These four massless gauge fields form eigenstates of the electroweak interaction [8], connected

through the weak mixing angle 0yy:

Ay =B, cosby + Wf’) sinf,,

Z,=—Bysin,, + W cosf,, (1.4)

1
w* = E(Wﬁl) Fiw?)
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The discovery of the Z-boson and its interactions in comparison with, and together with, the
photon offer experimental proof of the above-described field configurations. If the Z boson
would be a gauge boson of the weak interaction in itself, a W9, it would only couple to left-
handed particles. This would lead to an asymmetry in polarised electron-positron collisions,
the so-called left-right asymmetry. This has not been observed, confirming the right-handed
coupling component in these interactions in measurements performed at the Stanford Linear

Accelerator Center [23].

1.1.2 The Higgs mechanism

The gauge groups discussed above describe particle interactions under electroweak and strong
interactions through gauge invariant principles. Particle mass terms in the Lagrangian, ac-
counting for heavy bosons and massive particles observed in experiments, would break these
gauge invariances. Therefore an additional mechanism needs to be responsible for the genera-
tion of observed particle masses. Similar to the Meilsner-Ochsenfeld effect [24,25] in supercon-
ductivity, where a background field of scalar Cooper pairs [26] can lead to a photon appearing
massive, a background field could be the origin of particle masses. Such a background field
in combination with spontaneous symmetry breaking, in which the ground state of a system
does not include the symmetry of the system, is the foundation of the mechanism developed by
Brout, Englert, Kibble and Higgs [27-29]. A short overview of this mechanism is first given in a
simplified case, followed by a short discussion of the mechanism within the SM. The discussion

closely follows [8].

To introduce a background field into the SM, a Lagrangian term describing both its potential
as well as a kinematic term has to be introduced. In the case of a complex scalar field as in

equation (1.5), its Lagrangian is described by equation (1.6).

¢= %(dﬁ +i¢o) (1.5)
L= 0uP)* (0Hp) — 1P (P* ) — A ™ P)* (1.6)

The last two terms in the Lagrangian (1.6) define the potential of the complex scalar field, which

can be illustrated in dependency of its two real components, ¢; and ¢, as shown in Figure 1.1.

This potential is often named as wine-bottle potential or Mexican-hat potential. The parameter
A needs to be positive for this potential to have a minimum. The Lagrangian described has a
global U(1) symmetry and has a multitude of possible minima, which is defined through its

vacuum expectation value v. This can be visualised through the dashed circle in Figure 1.1.

2 2_‘_”2_ 2
P1+¢y = TV (1.7)



1.1 The Standard Model of Particle Physics 6

Figure 1.1: Illustration of the complex scalar potential, adapted from [8] for the case of y? < 0

Through the selection of a specific ground state (e.g. (¢1,¢p2) = (v,0)), the global symmetry is
spontaneously broken. Any field can be expressed as an expansion around its ground state.
When expanding the complex scalar field with respect to two fields n and &, with ¢ = %2 n+v+

i¢), the Lagrangian in equation (1.6) can be expressed like:

1 1 1 1 1 1
_1! oy L 2y, 2 1 Lry 3, 1,4 1o 2 1, 2.0
< 2((3#17)(6 n) 2(2/111 )n +2(6#€)(6 ) fAvn +4)Ln +4/1§ + Avné +2/117 6{ (1.8)
2 =~
" Vinem,6)

m;

This presents a Lagrangian density for a massive field n as well as a massless field &, as well
as interaction terms. The massless field ¢ is a so-called Goldstone boson, originating from the

spontaneous symmetry breaking.

In the SM, this mechanism of symmetry breaking is embedded within the electroweak sym-
metry. This is based on two complex scalar fields in a weak isospin doublet (see equation (1.9)).
Similar to the simplified case with one complex scalar field, the spontaneous symmetry break-
ing of the Higgs field, with its vacuum expectation value v = —p?/A and free parameter u and A

of the potential leads to the generation of mass terms.

* 1 +i
b= ‘po _ L [orrien (1.9)
¢°) V2 \ds+ida
This spontaneous symmetry breaking of the electroweak symmetry generates mass terms for

the two W-bosons, the Z-boson, and a massless boson in agreement with the photon (here

denoted as A) with weak mixing angle 8y and weak coupling constant gy (see equation (1.10)).

1
mw =—8wvl
w 2g’w
1 gw
My == ” (1.10)
z 2 cosOy

ma=0
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The excitation of the Higgs field, the Higgs boson (with mi = 2Av?), was discovered by the
ATLAS and CMS collaborations in 2012 [3, 4]. In the last 10 years, there have been extensive
precision measurements of not only the Higgs mass but a multitude of its production and de-
cay modes. A most recent discussion on developments and a detailed summary of the latest
measurements of the Higgs bosons properties throughout the last ten years since its discovery
can be found in [5,30]. An overview of the production and decay modes of the Higgs boson can

be found in Figure 1.2.
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Production process Decay mode
(a) Higgs Production mechanisms and their cross section  (b) Higgs decay modes and their branching ratio

Figure 1.2: Overview of most recent ATLAS Higgs results on the production cross sections (a) as well as decay mode
branching fraction (b) [5]. The dominant production processes include gluon-gluon Fusion (ggF) and Vector Boson
Fusion (VBF), with Higgs production associated with other particles at smaller cross section values.

1.1.3 Particle spectrum and interactions of the Standard Model

With the Higgs boson as the latest part of the SM, this sums up its particle content as shown
in Table 1.1. This includes three generations of neutrinos and leptons, as well as three gen-
erations of quarks. As can be seen, for neutrinos, an upper limit on the masses is included.
Massive neutrinos in itself present an extension to the SM and are necessary through evidence

of neutrino oscillations [31].

Below an energy scale of the order of 246 GeV (the electroweak scale), the interactions of the

SM can be split into electromagnetic, weak and strong interactions:

Electromagnetic interactions are mediated through massless photons. The underlying sym-
metry group is the U(1) symmetry of Quantum Electrodynamics (QED). The conserved charge
associated with this gauge symmetry is the electric charge. The neutral photon does not self-

interact. Photons couple to left- and right-handed particles irrespectively.

Weak interactions are mediated through W- and Z-bosons. The SU(2); symmetry only ap-

plies to left-handed particles and is able to transform isospin states, therefore creating weak
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Particle electric charge \ spin \ colour \ weak I3 (L) \ mass
electron e -1 1/2 - +1/2 0.511 MeV
electron neutrino v, 0 1/2 - -1/2 <l.leV
muon y -1 1/2 - +1/2 105.66 MeV
muon neutrino v 0 1/2 - -1/2 <0.19 MeV
taut -1 1/2 - +1/2 1776.86 MeV
tau neutrino v, 0 1/2 - -1/2 < 18.2 MeV
up quark u +2/3 1/2 r,gb +1/2 2.2 MeV
down quark d -1/3 1/2 | rgb -1/2 4.7 MeV
charm quark ¢ +2/3 1/2 | rgb +1/2 1.27 GeV
strange quark s -1/3 1/2 r,gb -1/2 93.4 MeV
top quark ¢ +2/3 1/2 r,gb +1/2 172.69 GeV
bottom quark b -1/3 1/2 r,gb -1/2 4.18 GeV
photon y 1 - 0 0 0
gluon g 0 1 8 0 0
W boson W +/-1 1 - +/-1 80.377 GeV
Z boson Z 0 1 - 0 91.1876 GeV
H boson h 0 0 - 0 125.25 GeV

Table 1.1: Overview of all SM particles and their properties, with the third weak isospin component I3 [32]

isospin doublets of up type quarks (u,c,t) and down type quarks (d,s,b). Through its left-handed

only coupling, the weak interaction is parity and charge-parity violating.

Strong interactions are mediated through massless gluons, described by Quantum Chro-
modynamics (QCD). They are gauge bosons of the SU(3). symmetry group, with conserved
colour charge. Values of the colour charge can be red (r), green (g) and blue (b). Gluons are
self-interacting. This has two interesting phenomenological consequences (discussed in detail
in [18]): the coupling constant increases for low energies and gets close to one, therefore quarks
and gluons are confined. They will form a bound state through strong interactions and have not
been observed free. Moreover, at high energies, quarks become asymptotically free, due to the
decrease of the coupling constant with energy. Consequently, at high energies perturbation

theory can be used to predict QCD interactions.

1.2 Shortcomings of the Standard Model

The Standard Model as described above can account for a wide spectrum of phenomena and
has been put to a stringent test by various experiments. Nevertheless, there are open questions
and unexplained phenomena that cannot be explained by the SM, hinting to a need for an

extension of our current best model beyond the SM.

1.2.1 Dark Matter

A hint towards the incompleteness of the SM is the presence of Dark Matter (DM). First hints

to the presence of non-luminous matter in galaxies has been found by Zwicky in 1933 [10], who
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found that the mass of the galaxies in the Coma cluster based on luminosity calculations was
not providing enough gravitational pull to prevent galaxies from escaping the cluster. Rubin
and Kent’s observation of rotation curves in galaxies [11] in dependence to the distance to the
galaxy’s centre was important in 1970. The velocity of galaxy components on the outer arms
of the galaxy exceeded the expected rotational velocity in their measurements. This can be
explained through the presence of non-luminous, gravitational matter in a halo around the

galaxies centre, as illustrated on an exemplary galaxy, NGC 3198 in Figure 1.3.

An additional hint for the presence of Dark Matter in our universe is offered through analyses
of the Cosmic Microwave Background (CMB), as done by the Planck Collaboration [13], show-
ing a 27% Dark Matter composition in our universe. Lessons about the properties of DM can
be gained by analysing colliding galaxy clusters and specifically their interaction. The bullet
cluster is a prominent example of such an analysis, offering limitations on the self-interaction
of DM, hinting to Dark Matter consisting of weakly interacting, massive particles (WIMPs)
[14, 15]. An alternative possible theoretical approach apart from the presence of Dark Mat-
ter would be the modification of gravity models, governed by general relativity. A discussion of
this group of theories in comparison with the Dark Matter approach is outside the scope of this

thesis.

1.2.2 Matter-Antimatter asymmetry

Our visible universe is dominantly made up of matter, which can be measured through obser-
vations of the CMB, for example through the Wilkinson microwave anisotropy probe, whose
measurements result in a matter-antimatter asymmetry of 6 x 1071° [7, 8,33]. To achieve such
an asymmetry between matter and antimatter in a theory describing our universe, Sakharov

defined a set of conditions necessary [9]:
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1. Presence of at least one process violating baryon number conservation
2. CPviolating aspects in the overall theory

3. Interactions outside of equilibrium

These three conditions are all fulfilled within the SM: The first condition can be met in SM
quantum effects associated with weak interactions. A CP violating phase is present in the CKM
(Cabibbo-Kobayashi-Maskawa) matrix, connecting the quark mass and gauge eigenstates. An
interaction outside the equilibrium is given through electroweak phase transitions. Despite the
presence of all three Sakharov conditions, the matter-antimatter asymmetry resulting from the
SM processes is not enough to explain the observed matter-antimatter asymmetry. This is a

further limitation of the current SM, motivating extensions BSM.

1.2.3 Hierarchy Problem

The matter-antimatter asymmetry as well as Dark Matter present phenomenological motiv-
ations of physics beyond the current SM. A theoretical, as well as experimentally motivated
question, is the nature of the Higgs mass. As discussed in section 1.1.2, the Higgs-boson has
been observed at 125 GeV [32]. The Hierarchy problem connected with the Higgs-bosons mass

here describes the following consideration (adapted from [6]):

Since the Higgs boson couples to both fermions as well as bosons, its mass itself, given through
its propagator and all loop corrections to it, is influenced by the fermion and boson masses. The
correction terms of these contributions are given in equation (1.11) and (1.12) for fermion and
boson (scalar) contributions, respectively. If the SM is assumed to only be valid until a certain
energy scale Ayy, this cut-off scale is entering the Higgs loop corrections. A well-motivated
cut-off scale would be the Planck scale, at which gravitational effects reach similar orders of

magnitude to the interactions governed within the SM.

2 I/lflz 2
An/LH,fermion =- 8772 AUV"""(cx mf) (1.11)
A
2 S 2 2
AWlH,scalar = 1672 [AUV - 2”nSln(AUV/I’T’ZS) +...] (1.12)

With this cut-off at the Planck scale, corrections to the Higgs mass would include multiple or-
ders of magnitudes. This would require artificial fine-tuning to generate the Higgs boson ob-

served mass of 125 GeV.

1.3 Supersymmetry

This artificial fine-tuning necessary to resolve the hierarchy problem could be avoided if there

would be a symmetry in the SM, connecting fermions and bosons. This symmetry can be
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provided by an extension of the SM called supersymmetry. A discussion of supersymmetry and
its phenomenology relevant to this thesis will be given in the following, based on discussions
in [6]. Supersymmetry is generated through a fermionic generator Q, transforming a fermion

|f) into a boson |b) and vice-versa:

Qlb)y=£)

(1.13)
Q|f)=|b)

Following from the properties of the SUSY generator, and namely its commutation with space-
time translations, the masses of the connected fermion and boson are equal. Supersymmetry
would connect each mass correction to the Higgs-boson originating from fermionic loop cor-
rections to a bosonic loop correction and vice-versa. Given the opposite sign in the terms in

equation 1.11 and (1.12), thus cancelling the quadratic divergences.

1.3.1 Soft SUSY breaking

Supersymmetry would be an unbroken symmetry if the supersymmetric partners to the SM
particles would have the same masses as their counterparts. Since we have not yet observed
any hints for supersymmetric particles at colliders, SUSY particles must be heavier than their
SM partner. Therefore SUSY needs to be a broken symmetry. An additional SUSY breaking term

can be introduced in the Lagrangian [6]:
£ = Lsysy + Lsoft (1.14)

This Lagrangian is only including soft terms to avoid quadratic divergences in the Higgs mass
loop corrections. The soft breaking is introducing new parameters determining the supersym-
metric particles’ masses into the Minimal Supersymmetric Standard Model (MSSM), leading to
alarge number of free parameters. The spontaneous breaking of supersymmetry is assumed to
happen in a hidden sector with different assumptions on the mediators between this breaking

in the hidden sector to lower energies.

1.3.2 Particle spectrum of the MSSM

The smallest possible supersymmetric extension of the SM is the Minimal Supersymmetric
Standard Model (MSSM). In this model fermions and bosons are paired into supermultiplets,
each SM particle acquiring a supersymmetric partner. Chiral multiplets pair SM spin 1/2 fer-
mions with a supersymmetric complex scalar field. SM bosons with spin 1 are forming a gauge
supermultiplet with supersymmetric fermions. The SM vector bosons (W*, W~, W, and By)
SUSY partners are referred to as gauginos (Wino, Bino). In table 1.2, an overview of the super-

symmetric particles in the MSSM is given. Here a differentiation between their gauge and mass
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Names Spin | Pr | Gauge Eigenstates | Mass Eigenstates
Higgs bosons | 0 | +1| HY HY HF H; | h® H® A° H*
ur, ug dr, dg (same)
squarks 0 -1 51, Sr CL Cr (same)
tr tr by bp t1 1o by by
€1, €R Ve (same)
sleptons 0 | -1 AL AR Dy (same)
TL TR Ur TL To Uy
neutralinos 1/2 | -1 BY WO ﬁg ﬁg N, N, Ng N,
charginos 1/2 | -1 W* HF Hj CE Cf
gluino 1/2 | -1 g (same)
é‘ﬁi‘i?ﬁﬁ% (éﬁ) —1 G (same)

Table 1.2: Particle content of the MSSM, with the sfermion mixing of the first two families assumed to be negligible,
from [6] . Here N1 2,3 4 is equivalent to 19,2,3,4 and C’fz to )"(fz. The R-Parity Pp as defined in equation (1.15) is listed
highlighting its different values for SM particles and SUSY particles.

eigenstates is made, since the gauge eigenstates are in some cases not equivalent to their mass

eigenstates. Some of these cases are discussed below.

In table 1.2 Pg, called R-parity is introduced. This is defined as given in equation (1.15), with

the baryon number B, lepton number L and spin s.

Pg = (—1)3B-D+2s (1.15)

If R-Parity conservation is assumed within the MSSM this has the following phenomenological
consequences:

e Each SUSY particle must eventually decay into an odd number of LSPs.

e SUSY particles are pair produced.

e The LSP is stable and cannot further decay into SM particles. If the LSP is only interacting
weakly with other particles and is electrically neutral, it can provide the right relic DM

density and can therefore be a potential DM candidate.

The decision to conserve R-parity is well motivated phenomenologically since it is preventing

proton decay, which has not been experimentally observed.
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The gaugino fields of the MSSM mix with each other since their quantum numbers are identical.
This leads to neutral and charged mass eigenstates (called neutralinos and charginos). This
mixing is visible in the MSSM Lagrangian ((1.16), (1.17)) in the mixing matrices, given in (1.18)
and (1.19) [6].

neutralino mass = () pYtec,
2 ] (1.16)

with ¢ = (B°, W°, H,Hj)

1
ZLehargino mass = __(Wi)TMZﬂ//i +c.c,
2 ’ (1.17)

with y* = (W*, Y, W, H))
The parameters of the mixing matrices originate from the soft SUSY breaking Lagrangian, L.
M, and M, are the bino and wino mass parameters respectively, u the higgsino mass parameter.
The vacuum expectation values (Hg / d> are noted as v,,4, g and g’ describe the SM coupling

constants.

Ml 0 —g'l)d/\/i glvu/\/z
0 M. valv2 —guvylv2
M0 = g gralvz  —guulv2 (1.18)
b -g'valv2  gualv2 0 [T
gvulv2  —guylv2 —H 0
0o x’ M. v
M- =  withx=| 2 &% (1.19)
I gua W

Depending on the comparable size of the MSSM parameters M;, M, and y, neutralinos can be
bino-dominated (’bino-like’), wino-dominated ('wino-like’), higgsino-dominated ("higgsino-

like’) or mixed with no clear dominating component.

Similar to the gaugino mixing described above, the third generation sleptons 71,7, can have

mass eigenstates differing from their gauge eigenstates (T, Tg).

1.3.3 Interactions in the MSSM

Gauginos can be produced at hadron colliders through the following interactions, depending

on their field content:

Gauginos are pair-produced as a consequence of R-parity conservation. The pair production
relates to SUSY particles in general, therefore also a chargino-neutralino production as shown
in Figure 1.4 (last row). These feynman diagrams showing example production modes are gov-
erned by the same interaction vertices as the decay of gaugino particles and leptons. This would
for example allow for the decay of a T particle into a bino-like neutralino as well as a SM tau

lepton, which can be constructed using the B vertex shown in figure 1.5.
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Figure 1.5: Wino and bino field vertices in the MSSM [34].

1.4 The bigger picture

As discussed in section 1.3, the MSSM has a large set of free parameters. Most notably, the
masses of all particles in the MSSM are free. This significantly impacts the expected signatures
within particle detectors as well as the cross sections. A multitude of searches for supersym-
metric particles are carried out at the LHC with the help of simplified models. These models
present a slice of parameter space of the MSSM, often assuming 100% branching ratios in their
decay chains as well as expecting particles not participating in the process to be decoupled.
The parameter space is reduced to parameters accessible to collider experiments such as the
particle masses and cross sections. The concept of simplified models serves multiple pur-
poses (a comprehensive discussion can be found in [35]): determine the limits of search sens-
itivity, study the properties of new physics signals and derive limits on more general models.
When considering results of a search based on simplified models, identifying the boundaries
of sensitivity such as reconstruction efficiencies helps experimentalists and theorists realize
uncovered and unaccessible detector signatures and serve as a reference to other theoretical
models with similar decay topologies. In the case of an observation of a new physics signal,
simplified models help understand the properties such as particle masses of such a new sig-
nal, leading to broader model development. Lastly, search results of simplified models can be
used to be interpreted in more general models. This can be done through upper limits on ob-
servable signal events and compared to predictions of other models. Using simplified models,
the ATLAS Collaboration has a wide search program for supersymmetric particles. Given that

the LHC is a hadron collider, the production of squarks and gluinos is an initially most prom-
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ising window into SUSY searches. An overview of the most recent limits (as of March 2022) on
the production of gluinos (g) and their consecutive decay into the lightest SUSY particles, here

either the lightest neutralino, )Z(l) , or the gravitino, G are given in Figure 1.6.
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Figure 1.6: Latest summary of gluino mass exclusion limits by ATLAS for various simplified models . Shown are
exclusion limits at 95 % Confidence Level in a lightest neutralino ()Z(l) ) versus gluino (£) mass plane. Different
simplified models are shown in different coloured lines [36].

Different simplified models are shown in different colours. As can be seen for example in the
light blue line, showing a simplified model of § — qgW Z )Z(l), different consecutive decays of
the SM bosons, leading to different final states (here either = 7 — 12 jets, one or at least two
light leptons) can be investigated. These analysis results can be combined to lead to results
in a simplified model considering all consecutive SM boson decays. Gluino masses up to 2
TeV have been excluded for the assumption of a massless )Z(l’ , for various decay modes. Similar
searches for the production of gluinos have been carried out by the CMS Collaboration, result-
ing in comparable exclusion limits on gluino masses up to around 2 TeV [37], as displayed in
Figure 1.7.
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Figure 1.7: Latest summary of gluino mass exclusion limits by CMS for various simplified models [37]. The excluded
mass scale for the gluino is given for light LSPs on the x-axis, with the associated simplified model and final state
highlighted in each bar.

A further example of extensive SUSY searches with the ATLAS detector are the searches for
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the scalar top quark. Due to the top quarks’ large coupling to the Higgs boson, its scalar, the
supersymmetric partner is of particular interest for naturalness arguments. In Figure 1.8, a
summary of the latest searches for the pair production of the top squark and consecutive decay
to the )2(1’ is given. Three simplified models with different consecutive decays of the stop are
considered, therefore showing 3 different kinematically forbidden regions. Stop masses up to
1250 GeV are excluded for a massless LSP. Comparable stop masses for the same simplified
model have been excluded by the CMS Collaboration [37] (see Figure 1.9).
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Figure 1.8: Latest exclusion plots summarising searches for pair production of stop particles by ATLAS [36]. The
limits shown are given at 95 % confidence level, with the stop mass on the x-axis and the QZ? mass on the y-axis.
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So far, we have not observed hints for SUSY through these production mechanisms. As will be
further discussed in section 5.1, the high masses excluded for these strong interaction produc-
tion mechanism motivates investigations into electroweak production of SUSY, which will be

the main topic of this thesis.
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EXPERIMENTAL SETUP

Ignore the glass ceiling and do your
work. If you're focusing on the glass
ceiling, focusing on what you don’t
have, focusing on the limitations,

then you will be limited.

Ava DuVernay

The work in this thesis has been performed using data from the ATLAS detector, one of the
particle detectors recording collisions of protons accelerated by the LHC particle accelerator at
CERN. In the following chapter, an introduction to the LHC is given in section 2.1, followed by a
discussion of the ATLAS detector in section 2.2. The discussion is focused on aspects important

to the analyses of this thesis.

2.1 LHC

The LHC [38,39] is the largest particle accelerator in the world. It is located at the European Or-
ganization for Nuclear Research (CERN), in Geneva, Switzerland. With its 27 km circumference,
the accelerator ring is partially located in Switzerland and partially in France, between 50-175
meters underground. The LHC was designed to accelerate protons in two separate beam pipes
up to a centre of mass energy of 14 TeV. It is also capable of accelerating heavy ions. To keep the
protons and heavy ions on the accelerator ring, overall 9593 magnets are used. These magnets
include superconducting dipole and quadrupole magnets, cooled down to 1.9 K (-271 °C). The

dipole magnets generate a magnetic field of 8.3 T.

Before the protons enter the LHC, a chain of accelerators is used (see Fig. 2.1): starting from a
hydrogen bottle, negative hydrogen ions are fed into the Linear Accelerator 2 (LINAC2) and are
accelerated up to 50 MeV. Before getting inserted into the Proton Synchrotron Booster (PSB) the
ions are stripped of their electrons only leaving protons. The up to 2 GeV accelerated protons

are then inserted into the Proton Synchrotron (PS), followed by the Super Proton Synchrotron
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Figure 2.1: Overview of the CERN accelerator facilities, including the acceleration chain leading up to the LHC [40].

(SPS) which accelerates the protons from 60 GeV to 450 GeV before feeding the LHC. Overall 8
radiofrequency cavities can push the energy of the protons in the LHC up to 14 TeV.

The LHC so far provided proton and heavy ion beams for two data-taking periods. Between
2009 and 2013 (known as Run-1), the LHC was operating with a centre-of-mass energy (v/s)
of 7 TeV and 8 TeV. After a long shutdown (LS1) , the second run (Run-2) started in 2015 and
ended in 2018, providing 13 TeV collisions to the experiments around the LHC ring. In Figure
2.1 visualised yellow dots, there are four interaction points, housing the ALICE [41], LHCb [42],
CMS [43], ATLAS [44], LHCT [45] , TOTEM [46], MoEDAL [47] experiments, among many other

experiments.

The instantaneous luminosity [39] is a measure of the accelerator:

Nznb
L = MF 2.1
4dme, B*

With N, the number of particles per bunch, the bunches per beam ny, revolution frequency
frev, the relativistic gamma factor y;, €, normalised transverse beam emittance as well as %,
the beta function at the collision point, determining the transverse spread of the particle beam.

The correction term F takes into account the beam crossing angle.

Nevent = LintOevent = Ueventfgdt (2.2)
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A measure for the recorded data is the integrated luminosity over time, (see equation (2.2)),
connecting the luminosity with the number of events. This can be seen for each month during
Run-2 in Figure 2.2. This illustrates the overall 156 fb~! of a proton-proton collisions delivered
to ATLAS by the LHC as well as the 139 fb~! of data collected by ATLAS with detector conditions

good enough to use the events in data analysis.
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Figure 2.2: Summary of the luminosity delivered by the LHC, recorded by the ATLAS detector as well as the overall
data good to use for physics analyses [48].

As already hinted to in equation (2.1), protons in the acceleration chain are accelerated in so-
called bunches to generate high instantaneous luminosity. As a consequence, many proton-
proton interactions can happen during one crossing of bunches. In Figure 2.3, the mean num-
ber of interactions per bunch crossing is given for all years of Run-2 data-taking. This so-called

pile-up reached above 70 number of interactions per bunch crossing in 2017.
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Figure 2.3: Pileup conditions throughout Run-2 [48].

2.2 ATLAS

The ATLAS detector is located at Point 1 along the LHC. This is the only CERN site along the
LHC ring with access to a main experiment, the SPS as well as the LHC. The overall structure is
comparable to a barrel, leading to the centre part of the detector being referred to as the barrel,
as well as the large, 25m in diameter, wheels on each side referred to as endcaps. With its 25
meters tall and 44 meters length, ATLAS is the largest particle detector built on a collider so far.
It consists of multiple sub-systems and sub-detectors, all built with different purposes in mind,
targeting momentum and energy reconstruction. ATLAS provides hermetic coverage around
the beam axis, enabling detection of all charged particles generated in the collisions in the
plane orthogonal to the beam axis. This is particularly important in searches for new physics,
relying on analyses of momentum balances in the orthogonal plane such as discussed within
this thesis. An illustration of the design of ATLAS is given in Figure 2.4. It is built up of multiple
layers, starting from the innermost component, the Inner Detector (ID), providing tracking
hits close to the beam pipe. Surrounding the ID is a system of two calorimeters. The outer-
most parts of ATLAS are built by the muon spectrometer, providing momentum reconstruction
for muons passing through the inner detector layers. Arguably one of the most striking fea-
tures of ATLAS is given through its magnet system. Three superconducting Niobium-Titanium
(NbTi) magnets span an overall length of 26m. The first magnet system, the central solenoid, is
wrapped around the ID, providing a 2 T axial magnetic field to curve the ID tracks of charged
particles. The largest magnet parts are the eight barrel toroid coils, intertwined with the outer
muon system, providing a total magnetic field of4 T (0.5 T per coil) to measure the momentum
of muons. The toroid magnetic field is completed by the end-cap toroids, also generating a

magnetic field up to 4T for muons leaving ATLAS close to the beam pipe.

Every component in ATLAS working together enables the reconstruction and identification of
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Figure 2.4: Overview graphic of the ATLAS detector design , with two people illustrated for scale reference [49].

a variety of particles with high precision. An overview of the design capabilities of ATLAS in
terms of the momentum and energy resolution is given in Table 2.1, adapted from [44]. Here the
resolution given lists first a stochastic term, measuring the uncertainty based on the statistically
dominated interaction of a particle with the material, followed by a noise term, which accounts

for uncertainties due to electronic noise in the readout process.

Detector component Required resolution N coverage
Measurement Trigger
Tracking Op, /pr = 0.05% pr H1% +2.5
EM calorimetry ok /E = 10%/vE ©0.7% +3.2 4+2.5
Hadronic calorimetry (jets)
barrel and end-cap o /E =50%/\E @ 3% +3.2 +3.2
forward or/E =100%/VE®10% | 3.1<|n| <49 |3.1<|n| <49
Muon spectrometer Oy, /pr=10% at pr = 1 TeV +2.7 +2.4

Table 2.1: Performance goals of the ATLAS detectors’ subsystems. Units are given in GeV. @ indicating a sum in
quadrature of the single terms for the total uncertainty [44].

In the following, a brief overview of the detector is given; a more comprehensive description
can be found in [44] as well as the Technical Design Reports of the subsystems, as cited through-

out the description below.

2.2.1 ATLAS Coordinate system

The coordinate system used within ATTLAS is used throughout this thesis and shortly described
in the following [44]. The origin of the right-handed coordinate system is at the nominal inter-
action point, with the positive x-axis pointing towards the centre of the LHC. The x-y plane is

perpendicular to the beam axis, defining the z-axis. Towards the surface defines the positive
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y-axis. An azimuthal angle ¢ is defined around the beam axis, and a polar angle 8 is the angle

from the beam axis. Instead of 8 the rapidity y is used for heavy objects:
1
y =5 Inl(E+pz)/ (E - p2)] (2.3)

Differences in Rapidity are invariant under boosts along the beam axis. For massless objects or

relativistic objects (m << p), the pseudorapidity is used:
n= —ln(tan(G/Z)) (2.4)

To quantify the distance between two objects, AR is defined:

AR =\/A¢? + Ar? (2.5)
The transverse momentum and energy are defined in the x-y plane, with the transverse mo-

mentum given as pr = \/ p% + p5.

2.2.2 Inner Detector

A cross-section of the ID system [50] is shown in Figure 2.5, highlighting the distance of each
subsystem from the beampipe. The innermost part of the 1D is the IBL, followed by three layers
of pixel detectors. At 299 mm radial distance from the beam pipe, four layers of SemiConductor
Tracker (SCT) modules are located before the Transition Radiation Tracker (TRT), which ex-
tends the overall ID detector size to a radius of 1082 mm. The ID allows for particle track recon-

struction within |n| < 2.5.
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Figure 2.5: Slice view of the Inner Detector, highlighting each sub-detectors distance to the beampipe [51] (a) and
cut-out view of the barrel and endcap components, not including the IBL [44] (b).

IBL - Insertable B-layer After Run-1, during along shutdown in 2013-2014, the pixel detector
system was subject to maintenance and upgrades. Within this set of upgrades, a 4th pixel layer

at a 3.3 cm distance from a new, smaller beam pipe (33 mm outer radius, originally 36 mm). A



2.2 ATLAS 23

fourth pixel layer was a first in particle physics experiments [52, 53] and has led to significant

improvements in interaction vertex reconstruction and identification of b-hadron jets.

Pixel Detector The innermost pixel layer, the IBL, is surrounded by three layers of pixel de-
tectors, arranged in barrels around the beam pipe [54,55]. The first layer is at a distance of 50.5
mm from the beam pipe’s centre. As can be seen in Figure 2.5b, the end caps of the pixel layer
consist of 3 disks around the beampipe, stretching the length of the pixel component of the 1D
to 1.4 m length along the beam axis. The pixel detector consists of overall 1744 pixel modules
with a nominal size of 50umx400um in the (¢, z) plane (¢, r for the disk panels), comprising
over 80 million readout channels. The pixel and IBL part of the ATLAS detector is crucial for

tracking, providing 4 pixel hits over the entire ID pseudorapidity coverage (|n| < 2.5.).

Semiconductor Tracker The pixel detector and IBL are located within SCT modules [56].
Similar to the pixel detector modules, the SCT modules are semiconductor-based, arranged
into cylindrical layers around the beampipe in the barrel region, forming disks in the endcap.
Since the SCT modules only provide precise location along one axis, two modules are combined
back-to-back and rotated against each other to gain two dimensional spacial information. Four
layers are arranged in the barrel, nine disks in each endcap side (see Fig. 2.5b). Including the

endcap disks, the SCT extends up to |z| < 2735mm.

Transition Radiation Tracker The last part of the ID is the TRT [57], in the barrel stretching
from 554 mm to 1082 mm radial distance. This detector is composed of 4 mm diameter straw
tubes, arranged in parallel to the beam pipe or radially in the barrel and end-cap, respectively.
Within |n| < 2.0, three barrel rings and 18 end-cap units provide typically 36 hits per track. The
straws are intertwined with polypropylene fibres for passing through particles to create trans-
ition radiation. Inside the straws is a thin tungsten wire, collecting charges drifting through the
straws gas mixture (Xe, CO2 and O2). The level of radiation and collected charges in each straw
can be used to discriminate between electrons and charged pions. The TRT only offers spatial
information in the (R — ¢b) plane, no information in the z-direction can be extracted due to the

straws orientation.

2.2.3 Calorimeter System

The overall ID system is surrounded by two sets of calorimeters [44]. An Electromagnetic Calor-
imeter (ECAL) [58] in the inner most part, followed by a Hadronic Calorimeter (HCAL) [59] (see
Figure 2.6). Both systems are designed to record the energy deposits of mainly electromag-
netically interacting particles (electron, photons) or the energy of hadrons, based on hadronic

interactions.

Both calorimeters are so-called sampling calorimeters with alternating layers of absorber and
active material. The absorber layer triggers a shower development of consecutive interactions

with the detector material, the active layer is detecting the signal. The shower development
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Figure 2.6: Illustration of the ATLAS calorimeter system [44].

and properties can be a helpful characteristic in particle identification. Overall, the calorimet-
ers cover the || range below 4.9. Two important quantities in connection with the calorimeters
are the radiation length, Xy, and the interaction length A. The radiation length refers to the
distance after which an electrons energy has been reduced to 1/e of its initial energy. The inter-

action length describes the mean free path before the occurrence of an hadronic interaction.

Liquid Argon Calorimeter Liquid Argon (LAr) calorimeters [58] are used in multiple parts
of the calorimeter system. First, it is comprising the ECAL, with two half barrels covering the
central detector region, with a small (4 mm) gap at z = 0 and one end-cap on each side of the
beamline (see Fig. 2.7a). Additionally, the LAr technology is used for the hadronic calorimeters
end-caps as well as a Forward Calorimeter (FCAL) (3.1 < n < 4.9). The active material is LAr,
with copper and kapton electrodes for readout. The absorber is made oflead with stainless steel
sheets. As can be seen in Figure 2.7a, an accordion symmetry is used to ensure homogeneous

coverage all over ¢.

Infront of the ECAL between || < 1.52 in the barrel region and 1.5 < || < 1.8 in the end cap,
there is an additional layer of instrumented Liquid Argon, the presampler. This is included
in order to account for energy losses of particles before entering the ECAL. The first layer of
the ECAL has the finest granularity, comprising 4.3 Xj, followed by the second layer of 16 Xj
radiation lenghts in depth and a third layer with coarse granularity. The total thickness in the
barrel of the ECALis over 22 Xj, over 24 Xj in the endcap. In Figure 2.7b, the amount of material
infront of the presampler as well as the accordion part of the calorimeters is given in radiation
lenghts. Within the region of 1.37 < |n| < 1.52, a large amount of material is present. This is
due to the transition between the barrel and end-cap cryostats, housing the calorimeters. This

region is knowns as the crack region or transition region.
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Figure 2.7: Visualisation of an ECAL slice at n = 0 (a), next to an overview of the material in terms of radiation lengths
infront of the presampler and main ECAL (b). Both from [44].

Tile Hadronic Calorimeter The hadronic calorimeter is built of a tile calorimeter technology
[59] in the barrel and extend barrel region (between 0 < |n| < 1.7, see Figure 2.6). Similar to
the Liquid Argon (LAr) calorimeter the tile calorimeter is a sampling calorimeter, with a steel
absorber material as well as plastic scintillator tiles as active material. The scintillator tiles are
combined with optical fibres and photo-multipliers for signal readout. In the barrel, the tile

calorimeter has an overall depth of roughly 9.7 interaction lengths.

2.2.4 Muon System

The outermost part of the ATLAS detector is the Muon Spectrometer (IVIS) [60]. It is embedded
within the 4 T magnetic field generated by the barrel and endcap toroid magnets. In Figure 2.8,
a quarter of the muon system is visualised, highlighting the different subsystems. Monitored
Drift Tubes (MDTs) and Resistive-Plate Chambers (RPCs) form three layers around the barrel,
Cathode Strip Chambers (CSCs) are used close to the beam pipe. The Big Muon wheels, forming
the "lids" of the ATLAS barrel structure, are comprised of Thin-Gap Chamber (TGC) and MDT

subdetectors. A short overview of the subsystems is given in the following.

MDT - Monitored Drift Tubes The MDT subdetectors of the muon spectrometer are drift
tubes with a diameter of 29.97 mm. They are filled with 93% Ar, 7 % CO2 and have a tungsten-
rhenium wire in the middle. There are in total 1171 MDT chambers, each layer with up to eight
layers of drift tubes. Overall 354240 tubes cover a pseudorapidity range up to |n| < 2.7, providing
high precision track coordinates perpendicular to the magnetic field. In the innermost end-cap

layer, the MDT chambers are replaced by CSC's.

CSC - Cathode Strip Chamber In the endcap in a pseudorapidity range of 2.0 < || < 2.7,
the CSC detectors provide a fast response and high spatial resolution, similar to MDT’s. Since
MDT reach their maximum operational radiation tolerance close to the beampipe, CSC are

used at the high radiation environment close to the beampipe. CSC detectors are multiwire
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Figure 2.8: Overview of a quarter of the muon spectrometer, showing all subsystems [61].

proportional chambers filled with the same gas mixture as MDT’s. They provide both r and ¢
coordinates. Both MDT and CSC detectors are used for precision momentum measurements,
whereas RPC and TGC detectors are used to provide fast information to the ATLAS trigger sys-

tem (see section 2.2.5).

RPC - Resistive Plate Chambers In combination with MDT’s , RPC detectors are used to
provide a coarse, quick, secondary coordinate measurement. Each RPC consists of two de-
tector layers orthogonal to each other, providing ¢ and 1 coordinate measurements. The RPC
covers an overall pseudorapidity region up to || < 1.05. The detectors are named after the two
resistive parallel plates of phenolic-melaminic plastic laminate within each chamber, enclosing

a gas mixture.

TGC - Thin Gap Chambers The last component of the MS are TGC. They are multi-wire pro-
portional chambers similar to CSC’s, but with a coarser granularity. The gas filling is a mixture
of CO2 and n-pentane (n-C5H12). Similar to RPC detectors, TGC are able to provide a sig-
nal faster than 25 ns, allowing for a matchin of a signal to a specific bunch crossing. Their
fast readout time is used in the trigger system, additional to MDT, s they provide a secondary

measurement of the azimuthal angle.

2.2.5 The Trigger System

With all the components of the ATLAS detector described above, any interactions and elec-
trical signals from the entire detector convolute into a large set of read-out information. Even
without any proton-proton collisions provided by the LHC, ATLAS can detect feedback from
the detectors through for example cosmic muons. Storing every single interaction within AT-
LAS during collisions would exceed the storage capabilities of the CERN computing centres and
simultaneous would not provide any differentiation between high energetic collision interac-

tions and low energy scattering of the protons. The ATLAS trigger system has been designed
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to select collision events of interest to the multitude of physics analyses performed with ATLAS
data. To do so, a two-stage trigger system was used during Run-2. A visualisation of the trigger

system, as well as the flow of data through this system, is given in Figure 2.9.
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Figure 2.9: Overview of the ATLAS trigger system during Run-2. Adapted from [62].

The first trigger level is based in hardware. This Level-1 trigger is built of processors digitizing
the calorimeter readout and information from the muon spectrometers (TGC, RPC), identifying
electrons, photons, tau leptons, jets, and can calculate missing transverse energy. The L1Topo
component of the Level-1 system allows for topological requirements such as invariant mass
selections and distance measures to be taken into account in the Level-1 decision. The final
decision to keep or discard an event at Level-1 is made by the Central Trigger Processor (CTP).
This Level-1 trigger step reduces the 40 MHz collision rate down to a maximum rate of 100
kHz [62] and passes on Regions-of-Interest in 1 and ¢ to the next trigger step, the High Level
Trigger (HLT). Regions-of-Interest consist of neighbouring calorimeter cells in the ECAL and
HCAL, a detailed discussion in connection with electron triggers is given in Chapter 4.

The HLT is a software-based trigger, a computing farm allowing for sequences of algorithms.
The HLT is designed to reduce the event rate from 100 kHz to around 1 kHz that is saved. The al-
gorithms run on the HL'T farm have access to higher granularity calorimeter information as well
as tracking information from the ID. A typical trigger sequence includes fast algorithms, de-
signed to quickly reject events not targeted by the trigger, followed by more precise algorithms
that can run more time-consuming reconstruction and identification similar to events stored
offline. The exact sequence and type of algorithms considered at the HIT are defined in the
trigger menu. This comprises a database of triggers, each trigger defining a sequence of al-
gorithms and requirements on these algorithms for an event to pass the HLI. The overall set

of triggers targeting various detector signatures associated with particles, such as electrons,
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muons or photons as well as missing transverse energy. The trigger requirements are designed
and budgeted in a way that the overall HLT rate does not exceed 1 kHz. In some cases, even the
reduction in event rate achieved through the HLT algorithms for desired trigger requirements,
such as low momentum triggers, is too high. To keep the overall HLT rate below 1 kHz in these
cases, triggers can still be included in the menu, but with a prescale. A prescale is an artificial
scaling of the trigger, only accepting every Nth trigger decision if the prescale factor is N. This

allows triggers with an otherwise high rate to still collect events.
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DATA ACQUISITION,
RECONSTRUCTION AND
MONTE CARLO SIMULATION

“Champions keep playing until they
get it right.”

Billie Jean King

A crucial step in the recording of collision events with ATLAS is the selection through dedicated
signature triggers. These trigger decisions are emulated in Monte Carlo simulation in order to
replicate the selection in data. After events have been selected by the ATLAS trigger system and
saved to disk, further detailed reconstruction and identification algorithms can be performed.
In the following, a short overview of the signature triggers of importance to this thesis as well
as a summary of the reconstruction and identification processes for the particles and physics
objects used in this thesis is given. Additionally, a brief description of Monte Carlo concepts

and ATLAS detector simulation is given.

3.1 Signature triggers

An introduction to the ATLAS trigger system was given in section 2.2.5; in the following an over-
view of the trigger signatures of importance to this thesis are discussed. All the trigger signa-
tures combined form a trigger menu, a selection of triggers simultaneously active in ATLAS in
order to select all events of interest to the multitude of physics analyses in the ATLAS collabor-
ation. A trigger is a unique identifier for a sequence of trigger algorithms and the requirements
that have to be fulfilled after each algorithm step, including a specification of the Level-1 hard-
ware trigger requirements. A signature here refers to the combination of specific interactions

that different SM particles have with the various ATLAS detector layers.

3.1.1 Electron triggers

The electron trigger signature uses signals from the electromagnetic and hadronic calorimeters
at Level-1 to select high energetic clusters of calorimeter towers. Based on that decision, a

fast selection, followed by precision algorithm-based selections at HLT are performed. Very



3.1 Signature triggers 30

detailed work on the electron trigger has been part of the PhD work of the candidate, therefore
a detailed discussion of the electron trigger signature as well as its performance in Run-2 is

discussed in chapter 4.

3.1.2 Muon triggers

The muon trigger signature relies on signals from the MS and tracks from the ID. In the Barrel of
the detector, the Level-1 muon trigger signal consists of coincidences of hits in two or three RPC
segments for high and low p7 momentum muons, respectively. In the End-Cap region (1.04 <
|n| < 2.4), the Level-1 muon decision is based on coincidences in the TGC segments of the Big
Muon Wheel. After this first Level-1 step, information on ID tracks is accessible at HL.T. Multiple
isolation requirements on the muons at trigger level can be applied. The lowest unprescaled
single muon trigger uses a lower momentum threshold of 20 GeV in 2015, raised to 26 GeV from
2016 onwards. The efficiency of the lowest unprescaled single muon trigger between 2016 and
2018 is shown in Figure 3.1. An extensive description of the muon trigger and its performance
in Run-2 can be found in [61], here only a short overview can be given. The efficiency of the
trigger is calculated on recorded collision events with selections targeting events with Z-bosons
decaying into a opposite-sign di-muon final state. A selection of muons from this decay, is
used as unbiased probe sample to test the trigger’s selection efficiency. The trigger efficiency is
defined as a ratio of the selected probe muons fullfilling the trigger selections over all available
probe muons. The trigger in Figure 3.1 shows a fast turn-on of its efficiency in dependency of
the probe muon’s momentum, reaching almost 70% efficiency in the barrel regions and 90%
in the detector end-caps, with a close agreement between data and Monte Carlo simulation

visible in the lower panels. The lower trigger efficiency observed in the barrel region compared
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Figure 3.1: Efficiency of the lowest unprescaled muon trigger in data collected between 2016 and 2018 in the de-
tector barrel (|n]| < 1.05) and end-cap (1.05 < |/etal < 2.5) regions, from [61]

to the end-cap is due to a smaller geometric coverage at the Level-1 trigger stage.

3.1.3 Missing transverse momentum triggers

Missing transverse energy (E I:Fiss ) in the detector is one of the essential features in many Beyond

Standard Model (BSM) searches in ATLAS. In connection with R-parity conserving SUSY, the



3.1 Signature triggers 31

lightest neutralino particle is stable and can escape the detector without being detected. This
detector signature is similar to neutrinos escaping the detector. Triggering on missing trans-
verse momentum in this thesis is used in combined triggers with taus. The E;nisstrigger is solely
based on calorimeter information; multiple algorithms are available on the High-Level-Trigger
to calculate the missing transverse momentum, varying in the definition of used calorimeter
clusters and their calibration. In essence, a projection and summation of the clusters as de-

scribed in equation (3.1) [63] is performed.

. |Elements|
E=— ) Esinf;cos¢;
i=1
3.1
. |Elements| ( )
E;,mss =- Z E;sinf;sin¢;

i=1
A detailed explanation of the E%nisstrigger and its performance in Run-2 can be found in [63].
For data analysis and selection discussed in this thesis, only the most rudimentary missing
transverse energy HLT algorithm is used. This is extracting E‘;ﬂss from a sum of all calorimeter
cells with their uncalibrated energy above a noise threshold. This noise threshold is included

to avoid electronic noise and pile-up contributions.

3.1.4 Tau Triggers

The tau trigger signature is based on a fast selection of electromagnetic and hadronic clusters
at Level-1, followed by reconstruction and identification algorithms run at the HLT. A detailed
description can be found in [64]; a summary is given below.

The applied selections are based on hadronic tau decays happening before traversing the active
detector region. These signatures are showing as narrow calorimeter energy deposits with a
small number of associated tracks. At Level-1, a core region made of 2 x 2 trigger towers ( each
0.1 x 0.1 in A¢ x An) is defined, with the E7 of the hadronic tau candidate made up of the two
most energetic consecutive cells. Around this core region, an isolation region of 4 x 4 trigger

towers is used to determine the isolation in the electromagnetic calorimeter.

The tau energy reconstruction at Level-1 does not include any calibrations or clustering al-
gorithms and has a worse energy resolution than observed in the offline tau reconstruction.
This leads to a signal efficiency loss for low transverse energy tau candidates. Regions-of-
Interest selected by the Level-1 are passed to the HLT. The tau selection here includes three
steps: a calorimeter only selection, a track preselection, and an offline-like selection. The
calorimeter-only selection step uses the full detector granularity, making use of the topological
clustering algorithm [65]. This algorithm, generating so-called Topo-Clusters considers the sig-
nificance of the electronic signal of each calorimeter cell and removes calorimeter cells if they
are not close to cells with a large signal. This topological clustering includes information about
the shape and location of the cluster, allowing for calibrations to be applied. In the tau trig-
ger case described here, a simplified tau energy calibration is applied. The track preselection
step makes use of a two-stage fast-tracking reconstruction. At first, tracks within a narrow area

along the beam axis are reconstructed, finding the tau vertex. In a second step, tracks in a larger
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AR window are considered, but in a narrow interval around the tau vertex. This allows for fast
reconstruction of the vertex and significantly reduces the CPU usage compared to a reconstruc-
tion of tracks in a large AR and z window. Eventually, an offline-like selection is applied. The
tracks reconstructed in the previous step are now passed through precision tracking and there-
fore available with higher accuracy. Together with the calibrated clusters, multiple kinematic
variables are used as input to a Boosted Decision Tree. This BDT is similar to an identification
method previously used to identify offline taus. The BDT is trained to distinguish taus from
jets, using features such as the maximum distance in AR of the tracks associated to the tau,
with tracks associated with jets expected to be more wide-spread than tau associated tracks. A
detailed description of the BDT can be found in [66]. Multiple tau identification working points
are defined based on fixed cuts on the BDT output score. At trigger level, a medium working

point is used.

3.2 Object Reconstruction

After the selection of events through the signature triggers described above, the particle sig-
natures are reconstructed and identified offline, after they have been saved to storage. This
reconstruction is done event by event with the same procedure applied to Monte Carlo simula-
tion and recorded ATLAS data. Each particle has its reconstruction and identification proced-
ure and can have additional algorithms to help with the specification of its properties. Since
the event is already recorded, less limitations on the CPU consumption and timing constraints
governing the online reconstruction can be used. In the following, a brief overview of the offline

reconstruction and identification of the objects used in this thesis is given.

3.2.1 Electrons

The main features of an electron or positron (in the following both referred to as electron) in
ATLAS is a cluster of energy deposits in the ECAL, tracks in the ID as well as a close match
between the clusters and tracks in terms of 77 x ¢p. These three main features present the three
consecutive steps in reconstructing electrons: first, a seed cluster is reconstructed: Based on
a sliding-window algorithm, looking at collections of energy towers with at least 2.5 GeV of
summed transverse energy. Here an energy tower is the sum of collected energy in all three
layers of the ECAL, including the presampler, in a An x A¢ = 0.025 x 0.025 segment. This mimics
the granularity of the second layer of the ECAL. In Figure 3.2, the path of an electron through
the different detector components is illustrated, also highlighting the three different layers in
the ECAL.

After the seed cluster is identified, tracks are reconstructed. This is based on pattern recogni-
tion of hits in the SCT and Pixels, followed by an ambiguity resolution step, resolving ambiguity
of hits associated with multiple tracks, and an extension of the tracks to the TRT. For the fit-
ting of tracks, a global y? fitting procedure is used, with either a pion hypothesis or an electron

hypothesis in the presence of significant Bremsstrahlung. Consecutively, a Gaussian Sum Fil-
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Figure 3.2: Tllustration of an electron path through the Inner Detector and Calorimeters of ATLAS, highlighting
the layer granularity in the electromagnetic calorimeter. The dashed line presents a photon produced through
interactions of the electron with the ID material. Taken from [67].

ter (GSF) [68] is applied to account for energy losses in the ID material. As the last electron
reconstruction step, a matching of the GSF-track and calorimeter cluster is performed. This
matching is based on a geometric distance between the clusters and tracks and is described in

detail in [67]. The electromagnetic energy clusters are further calibrated as described in [69].

After the reconstruction, a further identification is necessary to distinguish prompt electrons
from electrons originating from misidentified hadrons, non-isolated electrons from heavy-flavour

decays or electrons from photon conversion.

This identification is based on a likelihood discriminant construction. The likelihood discrim-
inant d’L is given in equation(3.2) [67], where a fixed factor 7 = 15 is used to achieve a smooth

discriminant distribution.

Ls
LS+LB (32)
dy=-7"'In(d;' 1)

dr =

Here Lg describes the likelihood function of signal, prompt electrons. Whereas Lp is the like-
lihood of non-promt, fake electrons. The likelihoods Ls and Lp are a product of probability
density functions for a large set of kinematic variables. The distributions and the likelihoods
are binned in the p7r and 7n of the electron candidate. A complete set of the variables con-
sidered in the likelihood definition is included in [67], as well as a detailed description of the
pdf and likelihood extraction. Using a multi-variate technique can help where a simple cut
on single variables would not offer strong discriminating power. Based on the output of the
discriminant, several working points are defined. These are designed to have a given signal-
electron selection efficiency in each (pr,n) bin. Therefore a cut on the discriminant is defined
in each (pr,n) bin. In addition, to stabilise the performance at high pileup (to avoid getting
too much increase in background passing the selection), the cut on the discriminant is done

such that it depends linearly on a pileup variable. Effectively, the cut gets tightened as pileup
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increases. The number of primary vertices in the event is used as the pileup variable for offline
electrons. For online electrons, this is too computationally intense, so the number of inelastic
collisions per bunch crossing (i) is used instead as a measure of the amount of pileup. Addi-
tional to the electron likelihood based identification, isolation requirements can be applied to
distinguish between prompt electrons and electrons from heavy-flavour decays. Two isolation
criteria for offline electrons are defined, FCTight and FCLoose. These isolation working points
include a restriction on the transverse energy sum in a AR < 0.2 region around the electron in
the calorimeter (Ei]?") to be below 0.06 and 0.2 times the electrons energy (ET), for FCTight and
FCLoose, respectively. The calorimeter based isolation requirement is combined with a track-
based isolation, restricting the momentum. The radial distance has a maximum value of 0.2
and decreases with the electrons momentum. For the FCTight working point, the momentum
fraction within the isolation cone is restricted to be smaller than 0.06 times the electrons mo-

mentum, for FCLoose it is below 15% of the electrons momentum.

3.2.2 Muons

Muon candidates as minimum ionising particles in ATLAS are reconstructed using track seg-
ments from the Muon Spectrometer that have been matched to ID tracks. Energy loss in the
calorimeters is taken into account in a combined fitting of MS and ID tracks. Multiple identi-
fication working points in varying levels of prompt muon selection efficiency and background
rejection are defined, designed to satisfy the large varying needs of physics analyses. Additional
to identification criteria, an isolation requirement can be applied [70]. Similar to the electron
isolation working points, a muon isolation based on calorimeter and track-based isolation cri-
teria is defined, FCLoose. The transverse energy in a AR < 0.2 isolation cone around the muon
is restricted to 30% of the muons momentum. Addtionally, the momentum in a variable size,

maximum AR < 0.3 cone around the muon should not extend 15% of its momentum.

3.2.3 Jets

The particle-flow jet reconstruction [71] makes use of calibrated Topoclusters as well as track-
ing information from the ID. The topological clustering algorithm has been previously intro-
duced and discussed in section 3.1.4 in relation to tau triggers. The anti-kr sequential re-
combination algorithm [72] is used to form jet objects based on particle-flow objects. To re-
move pile-up jets, a multivariate discriminant based on vertex information, the Jet vertex Tag-
ger (JVT) [73] can be used.

3.2.4 Taus

As briefly highlighted within the description of the tau trigger in section 3.1.4, hadronic tau
decays have a distinct detector signature that can be used to trigger on events containing had-

ronic taus. In the following, a brief discussion of the tau decay is given to provide a baseline of
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the features important to this thesis, before summarizing the hadronic tau reconstruction and
identification within ATLAS. Tau leptons have a mass of 1776.86 MeV and a mean lifetime of
290.3 x 10715 5 [32]. With their proper decay length around 87um [32], taus decay before inter-
acting with active detector layers of ATLAS. As can be seen in Figure 3.3a, tau leptons decay
via a W boson and a tau neutrino. The hadronic or leptonic decay of the tau is determined
through the consecutive decay of the W-boson, Figure 3.3a, highlighing a leptonic decay into
an electron. Leptonic decays of the tau make up 35% of tau decays, with hadronic decays mak-
ing up 65% [32]. Examples of hadronic tau decays are given in Figure 3.3b, highlighting the
calorimeter systems in which the decay products will leave the majority of their energy. Not ex-
plicitely shown in the sketch is the W-boson, only its decay products. In 72% the hadronic tau
decay includes one charged pion, in 22% of the cases the decay includes three charged pions.
These charged pions leave tracks in the ID, presenting a distinct identfication feature of taus,
the number of charged tracks or prongs associated with their decay. The hadronic decay of a
tau lepton is determined through the quarks and intermediate mesons built in the W-boson

decay. Examples thereof are shown in Figure 3.3b.

Vr

(@) (b)

Figure 3.3: Feynman diagram of a leptonic tau decay, highlighting its decay via a W-boson (a). Examples of hadronic
tau decays into (from left to right) one charged pion, one charged and one neutral pion as well as three charged pion
(b) [74], highlighting in which detector systems the participating particles will be detected.

Hadronic tau candidates are seeded from jets that have been reconstructed using the anti-kr
algorithm, with a distance parameter of AR = 0.4 [75]. Additionally, jet seeds are required to
have pr > 10 GeV and |n| < 2.5. ABDT is used to categorize all tracks associated to the tau can-
didate within AR = 0.4 of the tau axis to be core or isolation tracks. The number of core tracks
is used to define the prongness of taus, indicating the number of charged particles involved in

the tau’s decay.

To distinguish tau particles from jets, a recurrent neural network (RNN) identification is used.
For this, multiple kinematic variables are used for the training of an RNN [76]. Variables include
specifications of the cluster depth, the longitudinal extension and the radial cluster extension
as well as fractions of momenta in the core or isolation region of the tau cluster, to highlight a
few of them. The performance of the RNN identifier is shown in Fig. 3.4 for its 1-prong and 3-
prong decay modes. This is also compared with the performance of a BDT identifier previously

used in the 7 identification in ATLAS. The improved network architecture of the RNN identifier



3.3 Monte Carlo Simulation 36

provides rejection of jets by up to a factor of two better than the previous BDT approach.
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Figure 3.4: Performance of the tau RNN identification working points in comparison with previously used BDT
based identification [76]

3.2.5 Missing transverse energy

The reconstruction of missing transverse energy after an event has been stored by a trigger is
similar to the procedure at trigger level described in section 3.1. In contrast to the trigger re-
construction, the offline missing transverse energy reconstruction is not based on uncalibrated
clusters, but fully calibrated physics objects. Additionally to this part of the E‘]‘E‘iss reconstruc-
tion considering physics object, a soft term comprised of low momentum tracks is taken into

account [77].

3.3 Monte Carlo Simulation

To evaluate any measurements taken with the ATLAS detector, simulations of physics processes
and their decay within the ATLAS detector are necessary. This is achieved through the use of
Monte Carlo event generators. In the following, a brief description of the essentials of Monte
Carlo simulations are given, based on pedagogic introductions given in [78]. Followed by a
short overview of the Monte Carlo generators used in this thesis. For the production of a final

state X through the collision of two hadrons (h;, hy), the inclusive cross section can be factor-

ised like the following:
A6 ap (@ ap—x, 42)
Onm—x= ), | dxa f dxp [ ar M) fy (0, 1) f Aoy x—— ————  (3.3)
a,beq,g ab—X

With fah1 (Xq, ,u%) fbh2 (xp, ,u%) representing the parton distribution functions. Here ur presents
the factorisation scale. This scale is the cutoff between processes that are considered perturb-

atively and the non-perturbative regime. An important part of this inclusive cross section is
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presented by the Matrix element describing the hard scattering process, this is included in the
last integral of equation (3.3). After the inclusive matrix element calculation as described in
equation (3.3), the parton showering takes into account the additional particles that can con-
tribute to the production. The parton showering here is considering that a parton can originate
from a splitting of other partons. To not consider the additional particles twice, a matching of
the matrix element and the parton showering has to be performed. The produced partons in
such a showering will form colourless hadrons, which in turn can further decay. A last aspect
to be taken into consideration for event simulations is the underlying event. This is caused by

spectator partons, not directly participating in the hard scattering.

3.3.1 Monte Carlo generators

Sherpa One of the general purpose event generators used in this thesis is SHERPA [79]. It
includes matrix element generators as well as a built-in parton showering. In this thesis, simu-
lated events with SHERPA include Multi-boson processes as well as the associate production of

vector bosons and jets.

Powheg The POWHEG [80] framework is a matrix element generator at next-to-leading per-
turbative order. The matrix element generation is interfaced with generators like PYTHIA or
HERWIG++ in order to simulate the parton shower. This kind of combination of matrix element
generator and parton shower simulation is used or top-related processes such as top-antitop

pair production.

MadGraph5_aMC@NLO MadGraphb [81] is used as a matrix element calculator at next-to-
leading perturbative order. Similar to POWHEG, it is interfaced with PYTHIA or HERWIG to include

parton showering.

Pythia A second general purpose event generator used in this thesis is PYTHIA 8 [82], even
with matrix element calculation and parton showering possible within PYTHIA, it is widely used
for its parton showering, interfaced with POWHEG or HERWIG. Additionally, PYTHIA is used in this

thesis to simulate minimum-bias proton-proton collisions.

Herwig The HERWIG [83,84] Monte Carlo event generator has capabilities to be used to simu-
late the matrix element, but is only used within this thesis as a variation of the PYTHIA parton

showering.

EvtGen EvtGen [85] is a framework that simulates the decay of bottom and charm hadrons.
Events associated with the production and decay of a top quark used in this thesis are simulated
through a combination of POWHEG, PYTHIA and EvtGen. Within this thesis, all events generated

with a parton showering by PYTHIA include final state particle decays simulated with EvtGen.
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3.3.2 ATLAS detector simulation

To directly compare the data collected with the ATLAS detector with the prediction of SM and
BSM events in simulation, the interaction of the produced particles with the detector mater-
ial has to be simulated. The Geant4 [86] software package is used to simulate the interaction
of particles with the detector material. A full Geant4 model of the ATLAS detector is used to
simulate the transition of particles produced in proton-proton collisions through the different

detector layers.

The simulation of a large number of interactions necessary to mimick the ATLAS reconstruc-
tion is computationally extensive. Especially the simulation of shower developments in the
calorimeters consumes a large amount of CPU and computing time. For many BSM searches,
a large number of parameters affecting the predicted particle masses and interactions have to
be simulated. A 'fast’ parameterised detector simulation has been developed to cope with this
high simulation demand. A so-called Atlfast-II or AFII setup simulation chain uses Geant4 sim-
ulation for the interactions in the ID and muon spectrometer, but a parametrised simulation
called FastCaloSim for the particle interactions in the electromagnetic and hadronic calori-
meter. The improvements in computing time compared to Geant4 simulation of the full de-
tector as well as a fast, simplified Geant4 simulation is shown in Figure 3.5. The overall pro-
cessing time is reduces by roughly an order of magnitude compared to the full Geant4 simu-

lation [87]. The fast calorimeter simulation FastCaloSim uses a parametrisation of the calori-
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Figure 3.5: CPU time distributions for 250 ¢ events compared for G4, fast G4 and AFII setup, taken from [87]

meter response. The parametrisation has been extracted through Geant4 simulation and tunes
to data. The main three simplifications include simplifying the detector geometry, approxim-
ating the calorimeter cells as cuboids, only reproducing the average lateral energy distributions

and restricting the simulation to three types of initial particles.
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The following chapter gives an introduction to the electron trigger in ATLAS and describes the
performance of selected electron triggers during Run-2. This work is part of the author’s in-
volvement in the ATLAS electron and photon trigger signature group between 2018-2022. The
main focus of this work is the measurement of trigger efficiencies as well as the calculation of
trigger scale factors, which have been widely used in physics analyses of the Run-2 dataset.
This work has contributed in a major way to the first electron and photon trigger perform-
ance publication in ATLAS [88] and has been presented by the author at the ICNFP2019 con-
ference [89,90].

In section 4.1, an introduction to the electron trigger signature is given, followed by a discus-
sion and motivation of the electron trigger menu in section 4.2. A brief explanation of the
efficiency and scale factor calculation methodology is given in section 4.3. The trigger per-
formance throughout Run-2 including full Geant4 detector simulation (section 4.4) as well as
parametrised AF2 simulation (section 4.5) is then completed by a short discussion on the per-

spectives and limitations of these studies in section 4.6.

4.1 The ATLAS electron trigger

Triggers selecting electron signatures are widely used in ATLAS. They target a detector signa-
ture of tracks in the ID, combined with energy deposits in the ECAL. As described in section
2.2.5, the first selection step for any signature is the Level-1 trigger. For electrons, this con-
sists of clusters in the electromagnetic calorimeter. The Level-1 trigger identifies a Region of

Interest (Rol), a group of neighbouring trigger towers. A trigger tower presents a sum of calor-
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imeter cells in a An x A¢ region in the detector, including the various layers in the ECAL and
HCAL. As can be seen in the visualisation given in Figure 4.1, this Region-of-Interest is the local
maximum of transverse energy deposited in the calorimeter cells. A specified energy threshold
is passed at Level-1 if any of the 2x1 or 1x2 connected trigger towers in the Rol exceed the spe-
cified threshold. The trigger towers have a granularity of An x A¢ = 0.1 x 0.1 [91]. The energy of
the clusters has undergone a electromagnetic energy scale calibration. This calibration recon-
structs the energy deposited through an electromagnetic shower, but is not able to correctly
account for energy losses in hadronic shower developments. An energy threshold variable in
n around a nominal Er threshold can be applied, accounting for geometrical dependencies
in the energy cluster calibrations. Illustrated through a bright yellow ring in Figure 4.1, a re-
quirement on the isolation of the core can be made. This sets a limit on the sum of transverse
energy contained in the 12 trigger towers surrounding the Region-of-Interest, in comparison to
the energy contained in the core. Lastly, a limit on the hadronic leakage can be required. This
limit restricts the energy contained in the hadronic calorimeter trigger towers behind the cent-
ral 2x2 clusters in the electromagnetic calorimeter. Any requirements on the hadronic leakage

or isolation are only applied to transverse energies reconstructed at Level-1 below 50 GeV [88].
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Figure 4.1: Visualisation of the Level-1 electron selection [91].

The selections required from the Level-1 trigger form the basis to all HLT triggers. They can be
summarized through the following nomenclature:
L1i_{multiplicity}EM{Erthreshold}{possible additional requirements: V H I 1},
with V allowing the Er threshold to vary up to fg GeV from the nominal value dependent on 7, H
vetoing a hadronic energy deposit behind the ECAL cluster and I imposing an electromagnetic
isolation. As an example, a L12EM10VH Level-1 trigger requires two electromagnetic clusters
with at least 10 GeV transverse energy, without significant energy leakage into the hadronic
calorimeter and allows for the energy threshold to vary in 7. No isolation of the clusters in the
ECAL is required. As has been previously discussed in section 2.2.5 and is illustrated in Figure
2.9, once an event is accepted by the Level-1 system, a Region-of-Interest is passed on to the
HLT.
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A visualisation of the consecutive HLT algorithms in use for non-isolated electron triggers over
a 15 GeV transverse energy threshold can be seen in Figure 4.2. For all electron triggers, the first
set of algorithms focus on a fast reconstruction. The main goal of these selection steps is the fast
rejection of events that do not include electrons in order to reduce the input for the following

time-consuming precision algorithms, especially those employing tracking information. From
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Figure 4.2: Visualisation of the consecutive algorithms of the electron trigger signature at the HLT for non-isolated
electron trigger. Adapted from [88].

2017 onwards, the first step in the electron trigger at HL'I' is the so-called Ringer algorithm. The
Ringer algorithm replaced a cut-based fast calorimeter reconstruction step, which is discussed
in detail in Ref. [88]. The neural network based Ringer algorithm was developed for electrons
above a 15 GeV energy threshold due to the low available statistics of Z to ee events below
that threshold. The overall idea behind this neural network is to use the lateral development of
electromagnetic showers in the form of a cone to construct concentric rings in the calorimeter
layers around the most energetic calorimeter cell. A vector of all energy sums of these concent-
ric rings, normalised to the energy contained in the Rol, are used as input for a neural network.
More details on the design of the neural network can be found in [88]. Following either the
Ringer algorithm or cut-based fast calorimeter algorithm, a fast track reconstruction is per-
formed in the Rol and the electron candidates are required to have a track matching the calor-
imeter clusters in order to proceed to the precision steps. All precision steps are similar to the
offline reconstruction steps described in section 3.2.1, a special focus on the differences with
respect to offline reconstructions is given in the following. The precision calorimeter recon-
struction has access to calorimeter cells extending the Rol and constructs calorimeter clusters
following a sliding window algorithm. The cluster is then calibrated, following an offline like
calibration described in [92]. The energy threshold for electron trigger at HLT is applied based

on this calibrated energy clusters. As last steps, a precise track reconstruction and electron re-
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construction, matching the precision tracks with the electromagnetic clusters is completed by
the precise electron selection. This selection uses a likelihood electron identification similar to
the offline electron identification described in section 3.2.1. The most notable differences com-
pared to the likelihood constructed offline are the following: no refitting of tracks (with GSF) is
used to account for Bremsstrahlung effects on trigger level. Fixed-size Topo-clusters are used
instead of dynamic, variable sized Topo-clusters [67]. Due to computational limitations at trig-
ger level, the average number of interactions per bunch-crossing, < u >, is used as a measure
of pile-up instead of the number of primary vertices. Additional to the algorithms visualised in
Figure 4.2, a track-based isolation criteria can be required. The typical electron trigger nomen-
clature used to clarify the requirements of a trigger can be visualised like the following:
HLT_{multiplicity}e{E7r threshold}_{identification}_{optional isolation}

At trigger level, there are three different levels of identification, based on the likelihood discrim-
inant: 1hvloose, lhloose, lhmedium and 1htight. An additional specification of nod0 high-
lights a version of the likelihood identification without a restriction on the transverse impact
parameter, dy. The transverse impact parameter describes the minimum transverse distance
of a track to the beam axis, the longitudinal impact parameter measures the distance from that
intersection to the primary vertex along the beam axis. The electron likelihood definition at
the HLT without dy has previously been introduced due to observed mismodellings of the im-
pact parameter within the trigger reconstruction. Only one isolation variant is available for
electrons at trigger level, ivarloose, requiring a track-only isolation, limiting the momentum
contribution in a variable sized cone in AR around the electron candidate’s track. Some special
triggers fall outside this naming convention and typical flow of consecutive algorithms, such as
HLT_e200_etcut, a200 GeV energy threshold electron trigger, but without using any likelihood

based identification.

4.2 Electron trigger menu in Run-2

Even with the nomenclature of electron triggers highlighted and discussed in the previous sec-
tion, this does not specify the version of trigger algorithms used at HL'T' or which triggers are
active during data-taking or whether or not they are prescaled. This is all defined in the trigger
menu. The trigger menu defines all triggers active for different trigger signatures throughout
the years. The trigger menu includes single object triggers, such as single electron triggers,
as well as multiple-object triggers (e.g. di-electron trigger) and combined object triggers (e.g.
electron-muon trigger). Different trigger are categorized into primary trigger, important for
crucial physics analyses, and supporting trigger, used mainly for monitoring purposes. Differ-
ent maximum HLIT rates are allocated to the triggers accordingly. Additionally, every trigger
signature is allocated a maximum overall ‘budget’ of HLT rate in order to allow for a multitude

of signatures.

The two primary electron triggers are single electron as well as di-electron triggers. To allow

these triggers to stay unprescaled and therefore collect as much data as possible, their energy
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threshold, as well as isolation and identification criteria, have to be adapted throughout the
years of data taking. In Table 4.1, the evolution of these primary triggers in the trigger menu
throughout the Run-2 data-taking can be seen. The single electron trigger as used in physics
analysis is a combination of the single electron triggers listed in Table 4.1 for the respective
year. The trigger rate is a leading factor in adapting trigger energy and algorithm thresholds
throughout data taking. This has been monitored in Run-2 and is shown in Figure 4.3. Here
Figure 4.3a shows the trigger rate evolution of the lowest unprescaled single electron trigger.
The steep rate increase with instantaneous luminosity in 2015 clearly shows that the increased
energy threshold in the consecutive years was needed to reduce the trigger rates and keep them
below roughly 200 Hz. This restriction is due to the overall possible trigger rate of 1 kHz and
the need to budget this rate across all trigger signatures. In general, the linear increase of the
trigger rate with the instantaneous luminosity is expected, since the instantaneous luminosity
is a measure of the amount of collisions in ATLAS, providing a larger amount of collision events

the trigger can select.
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Figure 4.3: Single electron trigger rates during Run-2 [388]. The three graphs show the the three lower energy triggers
with electron likelihood selection making up the single electron trigger as discussed in Table 4.1. Omitted here are
the high energy triggers without likelihood selection. In (a) the lowest energy threshold trigger with a 24 GeV and
26 GeV energy threshold in 2015 and 2016-2018, respectively can be seen. In (b) the rate of the 60 GeV threshold

trigger without isolation requirement in use from 2016-2018 is shown. Figure (c) shows the trigger rate for the loose
likelihood trigger with 120 (140) GeV energy threshold in 2015 (2016-2018).

In addition to an increased energy threshold, in 2016 an isolation requirement (ivarloose) was
included in the lowest unprescaled trigger. At higher energy thresholds, the trigger rate drops

sufficiently to allow for less stringent identification and isolation requirements on the trigger
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Trigger type 2015 2016 \ 2017-2018

e24_lhmedium (EM20VH) | e26_lhtight_nod0_ivarloose (EM22VHI)
e60_lhmedium_nod0

single electron e120_lhloose e140_lhloose_nod0
€200_etcut e300_etcut
dielectron 2el2_lhloose 2el7_lhvloose_nod0 | 2el7_lhvloose_nod0 (2EM15VHI)
(2EM10VH) (2EM15VH) 2e24_lhvloose_nod0 (2EM20VH)

Table 4.1: Evolution of the primary electron trigger during Run-2. given in brackets are the Level-1 seeds used for
the given HLT trigger.

electron. Therefore the e60_lhmedium_nodO trigger was included in the single electron trigger
combination from 2016 onwards, as shown in 4.3b. At even higher electron Er, a loose likeli-
hood selection is possible. In 2015, this threshold was above 120 GeV, in 2016-2018 raised to

140 GeV. The trigger rates of these loose triggers are given in Figure 4.3c.

Di-electron trigger allow for a further reduction in energy threshold and loose identification
criteria due to the increased electron multiplicity. The di-electron trigger chains in Run-2 can
be seen in Table 4.1.

In 2017 and 2018, not only one but two primary di-electron trigger were defined. This was mo-
tivated by the used Level-1 seed, selecting two electromagnetic energy clusters. The 2EM15VH
seed used in 2016 showed a high Level-1 acceptance rate. (see Figure 4.4).

To mitigate this and reduce the rate of the associated HLT di-electron trigger, an isolated Level-
1 (L1) trigger (LI2EM15VHI) was used instead from 2017 onwards, allowing for the threshold
to be kept at the same level. A second di-electron trigger without isolation at Level-1 is used
additionally.

Compared to a non-isolated Level-1 trigger with otherwise same selections, the rate is reduced
by around a factor of four. Even increasing the energy threshold by 5 GeV achieves less reduc-

tion in rate (see Figure 4.4).
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Figure 4.4: Level-1 rate for isolated (L1_2EM15VHI) and non-isolated triggers (L1_2EM15VH, L1_2EM20VH) [88].
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4.3 Efficiency measurements and scale factor calculation

When using electrons in a physics analysis, the overall efficiency for electrons in ATLAS has to
be considered. This total efficiency can be factorised into four terms referring to different steps

to select and identify an object as electron, as shown in equation (4.1) [93].

€total = €reconstruction X €identification X €isolation X €trigger (4.1)

The trigger efficiency is evaluated with respect to offline electrons, electrons that have been
reconstructed and identified based on precision algorithms used after the event has been se-
lected and stored by a trigger. This allows analyses to correct the trigger efficiency according to

the choice in identification and isolation algorithms used on stored data.

4.3.1 TheZ tag-and-probe method

To evaluate the trigger efficiency, an unbiased sample of electrons is needed. The Z boson’s
decay into two oppositely charged electrons can be used to achieve this with the so-called Z tag-
and-probe method. Events are selected if one of the electrons fullfills the requirements of the
lowest unprescaled single electron trigger (fires the single-electron trigger). If this electron was
produced through a Z-boson decay, a second electron of opposite charge is expected to be in
the event. Since the event has already been selected by the single-electron trigger, the second
electron does not need to be selected by any other triggers and is therefore unbiased in terms of
trigger decisions. The first electron selecting the event is referred to as tag electron, the second
electron is referred to as probe electron. To ensure a low contribution of non-prompt electrons
as tag electrons, the tag electron is required to pass a more stringent identification working
point than the probe electron. To select a probe candidate, electrons of opposite charge to the
tag electron are considered, with the invariant mass of the tag and probe pair required to be

within a window around the Z boson mass mi .

An illustration of the Z tag-and-probe method with an exemplary tag electron configuration is

given in Figure 4.5.

The selection of probe electrons through the Z tag-and-probe method allows for an unbiased
selection of electrons to measure trigger efficiencies. When selecting events based on the Z
tag-and-probe method additional non-Z-boson originated processes can enter the selections.
This can happen when two electrons not from a Z-boson decay fall within the invariant mass
window consistent with a Z boson. Since this background is combinatorial, it does not repro-
duce a similar Z-boson mass peak, but generate a flat component in the di-electron invariant
mass distribution. This flat component of the invariant mass distribution is estimated to follow
a polynomial distribution. Due to its combinatorial nature, these events populate a same-sign
di-electron final state in a similar manner than a opposite sign di-electron final state. There-
fore, a replication of the Z tag-and-probe electron selection is repeated, but with the two elec-

trons being of same electric charge. The contributions to this same-sign selection are used to
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Figure 4.5: Illustration of the Z tag-and-probe method.

normalise the polynomial distribution. Once normalised, the number of probe electrons pre-
dicted through this background templateis subtracted from the opposite-sign Z tag-and-probe
selection. In all events selected, the probe electrons transverse energy, pseudorapidity as well
as the average number of pileup interactions contributing to the event is noted. To evaluate
the efficiency of an electron trigger in question, wether or not a probe electron would pass the

selection of HLT trigger algorithm requirements is checked. The number of all probe electrons

Ntriggered

fulfilling the trigger requirements after background subtraction ( probe

) is compared to the
overall set of probe electrons after background subtraction Njope. This ratio as described in
equation 4.2 yields a trigger efficiency measurement with reference to an eligible set of electron

candidates, for one specific choice of tag and probe electrons.

triggered

probe

€trigger = (4.2)

Nprobe

Since the trigger efficiencies are calculated for electrons fulfilling offline reconstruction and
identification requirements, such as offline identification working points, the contribution of
backgrounds to the trigger efficiency is negligible in all cases discussed in this thesis. Indeed,
in most of the efficiency distributions presented in the following, the background subtraction
step has been omitted, since it has shown to be smaller than per-mill level efficiency differences

and within uncertainties.

4.3.2 Trigger effciency evaluation and scale factor calculation

The Z tag-and-probe method described above allows for the calculation of trigger efficiencies
for one specific set of method parameters. The parameters that define the calculated trigger
efficiency include: the tag electron definition, including its identification working point and
optional isolation requirement., as well as the di-electron invariant mass window used to define
the phase space region consistent with a Z-boson decay. Lastly, the template used to subtract

non Z-boson backgrounds. Even though the trigger efficiency is also varying with the definition
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of the probe electron, this is not considered as a parameter of the method, since the interest lies
in providing trigger efficiencies with respect to a specific offline electron definition, therefore

the offline electron definition is reflected in the probe electron definition.

In order to consider the uncertainty due to a specific choice of parameters, the Z tag-and-probe
method is repeated for variations of the parameter configurations. The variations are the fol-

lowing:

* The tag electron offline working point: Tight identification working point as well as Tight

and Medium likelihood identification with additional isolation are used
¢ The invariant mass window around m: [[80,100], [75,105],[70,110] GeV

¢ The background subtraction template - two varying templates are considered

The nominal trigger efficiency for a specific probe electron definition is determined as the aver-
age of the trigger efficiency calculation from all combinations of all of these method paramet-
ers. The systematic uncertainty in the averaged result is obtained from the root-mean-square
(RMS) of the individual results [67]. The statistical uncertainty of the trigger efficiency calcu-
lated is the average statistical uncertainty observed in all variations.

Correction factors for Monte Carlo simulation, also called trigger efficiency scale factors, are
calculated from the above described efficiencies. These correction factors are needed to scale
the trigger efficiency performance as simulated in Monte Carlo simulation to its actual per-
formance as observed in data. It is calculated as the ratio of the trigger efficiency in data (e4ata)

over the efficiency in simulation (epc):

SF = “dat (4.3)

€MC
The Monte Carlo simulation used to extract ;¢ is a Z — ee set of events simulated with POWHEG
interfaced to PYTHIA8 and EvtGen. The Z — ee process is overlaid with soft QCD processes
simulated by PYTHIA8 and re-weighted to mimic the pileup conditions in data. This extracted
scale factor presents a reweighting factor that can be applied to Monte Carlo simulation on an
event-by-event basis to correct the simulated trigger efficiency to its actual efficiency observed

in data.

4.4 Run 2 performance studies on fully simulated events

The trigger efficiencies of a large set of electron triggers have been studied. The following dis-
cussion is focused on the single electron and di-electron trigger performance throughout Run-
2. A more extensive discussion on the overall electron trigger performance in Run-2 can be
found in [88].
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4.4 Run 2 performance studies on fully simulated events

4.4.1 Single electron trigger

Next to trigger rates, the efficiencies of the single electron trigger chain play an important role
in understanding their performance, both a-priori during data taking as well as long term per-
formances such as presented in the following. Figure 4.6 compares the trigger efficiency in
data, dependent on E7 (4.6a), 1 ( 4.6b) as well as < u > (4.6¢) of the considered offline elec-

tron. The overall structure of the single electron trigger combination, consisting of all triggers
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Figure 4.6: Single electron trigger performance in Run-2. Shown is the trigger efficiency with respect to the offline
electron’s transverse energy (a), pseudorapidity (b) and the pileup in the event. Bins with low statistics have been
removed.

in Table 4.1 is strikingly visible in Figure 4.6a. Around an electron energy of 60 GeV, a jump in
efficiency can be observed. This is the point when the looser, [hmedium, trigger electron iden-
tification with higher energy threshold has reached its efficiency plateau and becomes more
efficient than the lower energy lhtight the single electron trigger. This is clearly visible in the
2016-2018 triggers including a medium identification trigger chain, as listed in table 4.1. An
overall loss in efficiency can be seen from 2015 to 2016. The shift in the turn-on of the effi-
ciency in the Er distribution is due to the increased energy threshold from 2016 onwards. Even
though the trigger and its nomenclature described in Table 4.1 have not changed from 2016
to 2017 or 2018, the efficiency can be seen to decrease in 2016, compared to 2017 and 2018
(visible throughout Figures 4.6a, 4.6b and 4.6¢c. This is due to changes to the underlying HL'T
algorithms of the single electron trigger. In 2016 some inefficiencies were observed with re-
spect to offline electron identifications, this was recovered through a simpler selection within

the precision electron selection in 2017-2018 data taking. Additionally, the trigger algorithms
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were tuned to the performance observed in 2016 and improved. This is causing the increased
efficiency observed in the last two years of Run-2.

As well as on data, it is crucial to study the trigger performances in Monte Carlo simulation. In
Figure 4.7, the efficiency of the single electron trigger in data is compared between data and
simulation. Even though the detector architecture and material density are very well modelled
in Monte Carlo simulation, operational effects such as inactive detector modules can not be
reflected in the simulation. This can lead to an overestimation of the trigger efficiency in sim-
ulation, as can be seen in the E7 (4.7a) as well as n (4.7b) distributions. Within the detector
crack-region (1.37 <|n| < 1.52), the efficiency of electron triggers is significantly lower than in
other n regions. This is due to a high amount of inactive material such as detector support
structures. Many analyses will not consider electrons reconstructed within this region. Sim-
ilarly to this, towards high 7, an increase of inactive material is leading to a reduced trigger

efficiency in data.
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Figure 4.7: Single electron trigger efficiency in 2018 in dependency of the offline electron E7 and 7.

As described previously in the calculation methods of trigger efficiencies and scale factors, the
observed differences between efficiency modelling in simulation to its actual performance in
data are accounted for through scale factors. These scale factors are calculated dependent on
Er and n with scale factor maps in dependency of E7 and 1 provided to physics analyses. An
example visualisation of such a scale factor map can be seen in Figure 4.8. The largest differ-
ences are visible in the crack region as well as in the turn-on of the trigger, when the trigger

efficiency has not yet reached a plateau.

4.4.2 Di-electron trigger

Because they allow for looser E7 selections than single electron triggers, di-electron triggers are
heavily used in multileptonic physics analyses. As discussed in section 4.2, in 2017 and 2018
two di-electron chains have been used: A first one uses a Level-1 seed requiring the electro-
magnetic energy cluster in the ECAL to be isolated; another one is defined without the isola-
tion requirement. The efficiency shown in Figure 4.9 represents the trigger efficiency of one

part of the dieelectron trigger, the E12_LHLOOSE for the overall 2E12_LHLOOSE dieelectron
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Figure 4.8: Single electron trigger combination scale factor in dependency of E7 and 1 of the offline electron.
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trigger used in 2015. The total efficiency of the di-electron trigger is calculated at analysis level

taking into account combinatorics of all electrons in the analysis events, based on the provided

efficiency. A loss in efficiency in the Et distribution (4.9a) for the di-electron triggers using a L1

isolation can be seen. This only affects the Er range below 50 GeV, since the Level-1 isolation is

only active below that energy threshold. Also within the i dependency of the efficiency (4.9¢),

a loss in efficiency through the isolation requirement can be seen. To mitigate this efficiency

loss, most physics analyses use a combination of isolated and non-isolated di-electron trigger.
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Figure 4.9: Di-electron trigger efficiency in Run-2. Shown is the trigger efficiency with respect to the offline electron’s
transverse energy (a), pseudorapidity (b) and the pileup in the event. Bins with low statistics have been removed

[88].
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4.5 Full Run 2 AF2 fast simulation studies

In physics analyses, Monte Carlo samples in use are generated with a full detector simulation
of ATLAS, but also with a simplified parametrised approach of the calorimeter simulation. A
detailed discussion can be seen in section 3.3.2. This simplified approach is widely used for the
generation of large parameters spaces of BSM samples, but also variations in the modelling of
SM processes. To ease the following discussion, Monte Carlo samples using Geant4 detector
simulation for all detector components are here referred to as full simulation , whereas sim-
ulations using the AFII setup as introduced in section 3.3.2 are referred to as fast simulation.
In many cases, analyses assume the validity of full-simulation trigger scale factors also in fast
simulation. This has last been studied during Run-1 (see [87]), but has since not been revisited.
To validate or correct this assumption, the behaviour of the lowest unprescaled single electron
trigger has been studied in fast simulation samples and compared to its equivalent perform-

ance in full Geant4 detector simulation.

4.5.1 Single electron trigger

In the first year of Run-2 data taking, the lowest possible energy threshold of the single elec-
tron trigger is at 24 GeV, including a medium likelihood identification working point. The 2015
single electron trigger efficiency in dependency of the electron energy, pseudo-rapidity as well
as pileup is shown in Figure 4.10.

Considering the trigger performance as a function of pileup or energy, integrated over 7, a close
agreement of full simulation and fast simulation is observed in Figures 4.10a and 4.10c. The
pseudorapidity displayed in Figure 4.10b shows up to 5% differences in trigger efficiency in the
crack region of the detector, compared to full simulation, with full simulation closer emulating
the trigger efficiency in data. The closest agreement between full simulation and fast simula-
tion can be seen in the central detector region, where the accuracy of the FastCaloSim calori-
meter layout assumptions are closest to the actual detector layout. This is visible in the central
pseudorapidity region of |17| <= 1.5 in Figure 4.10b. Towards higher pseudorapidity (|n| > 2),
the accuracy of the fast simulation is falling behind the full simulation. Even though the para-
metrised simulation can reproduce the full simulation’s pileup dependency, both simulations
are not mimicking the falling trigger efficiency with a higher number of simultaneous collisions
observed in 2015 (Fig. 4.10c).

As discussed in section 4.2 various requirements defining the single electron trigger had to be
tightened in 2016. The effects on this can also be seen in the behaviour in fast simulation shown
throughout Figures 4.11ato 4.11c.

Generally, it should be noted that the tightening of the online working point used in the lowest
unprescaled trigger is compared with an offline tight electron, so effects that are partially hid-
den through a tighter offline compared to an online working point in 2015 can show up in the
2016 and onward performance more distinctively. Which can be observed comparing Figure

4.10 and Figure 4.11. As is the case for 2015, the differences between fast and full simulation
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Figure 4.10: 2015 single electron trigger efficiency comparison of full simulation and fast simulation samples.Shown
is the trigger efficiency with respect to the offline electron’s transverse energy (a), pseudorapidity (b) and the pileup
in the event.

are most pronounced in the pseudorapidity distribution. In the bulk of the distribution before
the crack region, the parametrised simulation is closer to the performance in data, whereas, to-
wards higher |17|, this behaviour is inverting to differences between parametrised and full sim-
ulation up to 3%. The fast simulation is more accurately representing the pileup dependency
in data than the full simulation (Fig. 4.11c¢), even improving to higher pileup values. Within the
turn-on of the trigger efficiency concerning the electron energy (Fig. 4.11a), the efficiency is
similarly closer to data in AF2 than in full simulation, whereas in the trigger efficiency plateau

reached above 50 GeV the differences decrease.

In the two later years of Run-2 an increased instantaneous luminosity led to collision events
with a higher number of pileup (as discussed in Section 2.1 and Fig 2.3). This can be seen in the

larger pileup range in 2017 as well as 2018 in Figures 4.12c and 4.13c respectively.

Even though the parametrised calorimeter simulation can closely replicate the trigger effi-
ciency for lower pileup conditions around < u >< 40 (even closer than the behaviour in full
detector simulation). The predicted efficiency drops to lower values than observed in data.
This can be seen in Figures 4.12c and 4.13c. In both years, the fast simulation is underestimat-
ing the trigger efficiency in the bulk of the detector (|17| < 1.5, whereas full simulation is overes-
timating the efficiency (Figures 4.12b and 4.13b). This behaviour is also observable throughout

the trigger turn-on in Figures 4.12a and 4.13a.
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Figure 4.11: 2016 single electron trigger efficiency comparison of full simulation and fast simulation samples.
Shown is the trigger efficiency with respect to the offline electron’s transverse energy (a), pseudorapidity (b) and
the pileup in the event.

The differences observed in the trigger efficiency are a culmination of multiple effects and can
not be pointed towards one factor. Differences in performance of the online identification in
full and fast simulation can be caused through varying modelling of e.g. the shower shape

variables used in the identification likelihood (as described in section 3.2.1), only to name one.

The main objective of the described studies was to determine where an assumption of the full
simulation trigger behaviour is accurate also in fast simulation samples and to provide correc-
tion factors for AF2 samples. An exemplary comparison of correction factors extracted from
full simulation as well as AF2 samples can be seen in Figure 4.14. After the trigger has reached
its efficiency plateau, the scale factors are largely within 1% difference to 1. The most signi-
ficant differences are visible within the trigger turn on, below 60 GeV. Even though the scale
factors are close to each other in AF2 and full simulation, they are not consistent within their

uncertainties, given that the total scale factor errors are in the per-mill regime.
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Figure 4.12: 2017 single electron trigger efficiency comparison of full simulation and fast simulation samples.
Shown is the trigger efficiency with respect to the offline electron’s transverse energy (a), pseudorapidity (b) and
the pileup in the event.
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Figure 4.13: 2018 single electron trigger efficiency comparison for full and fast simulation. samples. Shown is the
trigger efficiency with respect to the offline electron’s transverse energy (a), pseudorapidity (b) and the pileup in the
event.
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Figure 4.14: Scale Factor maps in dependency of ) and Er for fast simulation (a) as well as full simulation (b).
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4.6 Summary and future perspectives of this work

The studies presented in this chapter comparing fast and full simulation have shown the need
for specific trigger scale factors for samples simulated with the AF2 procedure. Many precision
measurements in ATLAS have since moved to using these scale factors provided to the ATLAS
community. Currently, there are large efforts under way further improving the AF2 fast simula-
tion using machine learning algorithms and further tunings to data [94]. Given the convolution
of factors contributing to the efficiency of a trigger in data as well as simulation, next to ongo-
ing efforts on a move to the improved parametrised detector simulation, no in-depth studies
were performed to reach a complete understanding of all visible effects of the AF2 trigger per-
formance. Following the studies above, rather similar studies of the trigger efficiency on these

improved parametrised detector simulation have been encouraged for Run-3.
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SEARCH FOR SUSY IN A
FINAL STATE WITH AT LEAST
TWO HADRONICALLY
DECAYING TAU LEPTONS

"Let us choose for ourselves our path
in life, and let us try to strew that
path with flowers."

Emilie du Chatelet

This chapter is describing a search for supersymmetric particles in a final state with at least
two hadronically decaying tau leptons. This search has been the author’s main project and
has been the author’s sole responsibility. This work has been published as ATLAS conference
note [95] and was presented at ICHEP2022 through a poster contribution by the author [96].
An introduction to the theoretical model of interest to this search, together with a short mo-
tivation of the model is given in section 5.1. In section 5.2, an overview of other experimental
searches for this model is given. The strategy of the analysis discussed here is given in section
5.3, with an overview of the considered samples (5.4) and the selection process employed in
this search (5.5). Definitions of the analysis objects are given in section 5.6, followed by the sig-
nal region optimisation (5.8) and background estimation (5.9). An overview of the considered
uncertainties is given in section 5.10. Before discussing the final results and interpretation in
section 5.12 and 5.13, the statistical concepts relevant for this analysis (5.11) are summarised.
The described search has then been combined with a search for the same model in a different
final state. This search has not been performed by the author but the statistical combination
has been; therefore a brief overview of this orthogonal search is given in section 5.14, before

illustrating the gain of the statistical combination of the analyses in section 5.15.

5.1 Introduction and theoretical motivation

Supersymmetry is a promising extension of the SM, with a multitude of possible production
mechanism of supersymmetric particles at the LHC. In hadron-hadron collisions, the pro-
duction of particles through strong interactions is the dominant mechanism. As can be seen in
Figure 5.1, the strong production of supersymmetric particles has a larger cross section than an

electroweak production through gauginos or sleptons. However, if strongly produced particles
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Figure 5.1: Cross section comparison in 13 TeV proton-proton collisons [97,98].

(gluinos and squarks) are heavy, electroweak production cross sections can become the lead-
ing production mode of SUSY particles at the LHC. Given the latest status of strong and third
generation squark searches as discussed in section 1.4, gluinos and squark masses are expec-
ted to be larger than 1 TeV in most cases. This is motivating the investigation of electroweak

production modes of SUSY as presented within this thesis.

This electroweak production of SUSY particles includes the production of charginos and neut-
ralinos. Assuming R-Parity conservation (see equation (1.15)), SUSY particles are pair-produced
and the lightest SUSY particle is stable. A stable lightest supersymmetric particle can be a can-
didate for Dark Matter. In the search for SUSY particles described here, a simplified model (Fig-
ure 5.2) is considered in order to optimise search regions and interpret the results. The lightest
Chargino ()Z;—' ) is produced together with the next-to-lightest neutralino ( )Zg ). This can happen
through a multitude of proton-proton interactions, which is visualised through the larger gray

shaded area.

vy [T
T/Vr

Figure 5.2: Feynman diagram of the simplified supersymmetric model considered in this thesis [95].

In this simplified SUSY model, the )Zg and 77 are assumed to be mass degenerate and Wino
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dominated. The QZI—' , )Zg consecutively decay via a Tor ¥ into the lightest, bino-like neutralino
()2(1’ ). In many parameter configurations of SUSY, third generation sleptons can be the lightest
sleptons [6], motivating the )ZI—' 72(2) decay via Tor v . The 72(1) is assumed to be the lightest su-
persymmetric particle and therefore stable under R-parity conservation and a DM candidate.
The T and ¥ masses are fixed through a parameter x as described in equation (5.1) (adapted
from [99]). In the investigation of the model considered here, this parameter is fixed to 0.5. As
discussed in section 1.3, the gauge and mass eigenstates of the 7’s can differ. In this simplified

model, 71 and Tr are assumed to be mass-degenerate.

Mzyv, = Mgy + X% Am(T3 = 17) (5.1)

In this simplified model, the QZI—' decays via a T and v; or ¥ and 7 further into either a 7 or v;
and a 73(1) . In both cases, one neutrino, one tau and one LSP are the final state of this leg of the
simplified model. The )"((2) decays via a Tor ¥ into a pair of two 7 leptons or 7 neutrinos. In order
to achieve a final state with at least two hadronically decaying tau leptons, the ng has to decay
viaaT.

Supersymmetric models with light sleptons, such as the Tconsidered in the discussed model,
can offer a Dark Matter candidate that can be compatible with the observed relic Dark Matter
density, thanks to possible co-annihilation of neutralinos via these light sleptons [100]. Since
lepton flavour universality is not a fixed symmetry in the SM and SUSY, considering all lepton

flavours in searches for new physics is crucial.

5.2 Previous model investigations

The above described simplified model has been previously investigated with the ATLAS de-
tector during Run-1 [101, 102] and most recently using partial Run-2 data [99]. Within the par-
tial Run-2 data analysis, a search for the )Zg production described above, as well as a sim-
plified model of )Z;—' pair production decaying via staus, was considered. In the analysis, a final
state with at least two hadronically decaying taus of opposite electric charge was considered.
No significant excesses were observed, leading to an interpretation in the )Zg ) )"((1) mass plane
given in Figure 5.3a. For a massless LSP, )Zg masses up to 760 GeV were excluded. In addition
to mass points with a fixed stau and sneutrino mass parameter x (as defined in equation (5.1)),
two benchmark points were investigated with x varying between and 0.05 and 0.95. The CL;
significance for a scenario with lower mass splitting, investigating a signal point with )Z(l) mass
of 100 GeV and )Zg mass of 250 GeV is shown in Figure 5.3b. The CL; significance is here used to
express the confidence level connected with the CL; value - a detailed discussion of the statist-
ical concepts behind the model-dependent exclusion discussed here is given in section 5.11.

As can be seen in both exclusion plots, the mass point (722 , )Z(l’ ) = (250,100) GeV is excluded by

the analysis. For no values of x the CL; significance has dropped below the dashed line, high-
lighting a confidence level below 95%. Even though there is a visible dependency on the stau
mass parameter x on the sensitivity of the analysis, this dependency does not change the con-

clusion of the model investigation. This is a further motivation to continue with an assumption
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Figure 5.3: Results of previous model investigations in partial Run-2 data [99] . In its M0 VS Myo interpretation, as
1 2
well as for a benchmark point in dependency of the stau mass splitting parameter x.

of x = 0.5 within the analysis described in the following.

The CMS Collaboration has performed a search for the production of a §7 and )Zg with a con-
secutive decay via sleptons [103] that includes a decay via stau leptons as described above.
This search in 2016-2018 proton-proton collisions used multiple final states, including multi-
leptonic final states with a light lepton and at least one hadronically decaying tau. A parametric
neural network was used to enhance the sensitivity to the supersymmetric particle signal. No
significant excesses have been observed in this search, leading to the exclusion of )Zg masses up
to 970 GeV for massless )Z(l’ . The larger available statistics offered by the full LHC Run-2 data-
set used within this thesis allows for an investigation of the previously unaccessible regions of
phase space, particularly towards higher )ZI—' masses and low mass splittings between )Z;—' and
722 . The same-sign di-tau final state considered in this thesis will offer a orthogonal approach
to the analyses considered before, with different background compositions than in a oppos-
ite sign di-tau final state. The orthogonality of both approaches will significantly increase the

phase space coverage of the model.

5.3 Analysis strategy

The simplified supersymmetric model presented in section 5.1 has been investigated in a final
state with atleast two hadronically decaying tau leptons, with the leading two taus of same elec-
tric charge. Apart from the hadronic tau final state, the composition of SM backgrounds largely
depends on the additional objects in the event. One significant difference in the composition
of the collision events considered is the amount of missing transverse momentum present. In
regions with low and moderate amount of Erf}iss , the dominant processes have Erj?iss originat-
ing from single neutrinos or from mis-measurements. SM decays involving more neutrinos in
the decay chain can lead to higher E ‘;“SS . Differences in the magnitude of missing momentum
in the event are directly connected with differences in the assumed masses of the supersym-

metric particles. The lightest neutralino, 7?(1) , will not decay into SM particles, nor interact with
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the detector material. Therefore the magnitude of missing transverse energy reconstructed is
connected with the mass and momentum of the )Z(l’ . To target different mass ranges of the
simplified model, two strategies have been designed. One targeting low )Z‘l) masses as well as
low mass splittings between the )Z? and 7 , a second scenario targets high )Z(l) and y{ masses,
leading to higher E;"S .
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Figure 5.4: Overview of SM processes contributing to a di-tau final state.

An overview of the SM processes considered, which can enter a di-tau final state is given in
Figure 5.4. Here only a few selected feynman diagrams for these SM processes are shown for
illustration. Multi-jet processes include all QCD processes that end up in a final state with
multiple jets. The example shown in Figure 5.4a shows a gluon fusion process. The parton
showering of these gluons into jets can lead to jets that are mis-identified as hadronically de-
caying tau leptons. In Multi-boson processes, the associate production of multiple SM Z or W
bosons can lead to a final state with two tau leptons. This is governed by the branching ratios
of the Z and W boson decaying into tau leptons (3.37% and 11.38% respectively [32]). This also
applies to the associate production of W or Z bosons with jets, as shown in Figures 5.4d and
5.4e. In this single boson productions, at least one of the hadronic taus in the final state is a
so-called fake tau, originating from mis-identified jets. Processes associated with top quarks
like the top quark pair production shown in Figure 5.4c can contribute to a di-tau final state
both through hadronically decaying taus or mis-identified, fake taus. This is due to the decay
of the top quarks into a bottom quark and W boson, which can consecutively decay into a tau
lepton. In this thesis, all SM processes containing a Higgs boson, even in association with top
quarks as depicted in Figure 5.4f are considered as Higgs processes. Similar to the top associ-
ated processes, whether the final state tau objects are misidentified jets or tau leptons depends
on the decay of the Higgs boson as well as the top quark decay. The background estimation
techniques described within section 5.9 do not separate the backgrounds based on the num-

ber of fake taus, but rather based on the SM processes as highlighted in Figure 5.4.
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5.4 Data and simulation samples

An introduction to Monte Carlo simulation principles used in particle physics as well as an
overview of the Monte Carlo generators of importance to this thesis was given in section 3.3.
In the following, details about the simulated events used in this analysis for the various SM

backgrounds as well as SUSY signal is given.

For all samples considered here, PYTHIA8 was used to overlay simulated soft QCD processes.
This simulation is usually performed before the exact pile-up conditions in data are known.
Therefore the simulation is corrected through re-weighting of events to match the year-by-year

pileup conditions described in section 2.1.

Top related processes include top quark pair production (¢f) as well as single-top production
via s-, t- and Wt-channels. These processes were simulated using POWHEG, interfaced with
PYTHIAS for the parton showering. POWHEG includes a next-to-leading order matrix element
calculation. A Next-to-Next-to-Leading Order (NNLO) cross section calculation, including re-
summation of Next-to-Leading-Logarithmic (NLL) soft-gluon terms was used to normalise the
top quark pair production [104-110]. Single top production via the Wt-channel was normalised
using NNLO cross sections with Next-to-Next-to-Leading-Logarithmic (NNLL) corrections, s-
and t-channels were normalised using NLO cross section calculations [111,112]. Top quark pair
productions with an additional W or Z boson were simulated using MadGraph5_aMC@NLO for a
Next-to-Leading Order (NLO) matrix element calculation, in combination with PYTHIA8 for
fragmentation and hadronisation. The cross-section calculation was done at next-to-leading
order [113,114].

W/Z + jets production was generated using Sherpa, with NLO matrix elements with up to
two additional partons and Leading Order (LO) with four additional partons. All decays of W
into e/u/t + v were considered. For the Z boson production in association with jets, Z — ee,
Z — up, Z — 171 as well as Z — vv decay was considered. The cross-sections used were next-

to-next-to leading order [115].

Multi-boson production includes di-boson as well as tri-boson production, with the SM bo-
sons here excluding the Higgs boson. Di-boson samples including WW, WZ and ZZ production
decaying semi- or fully leptonic were generated using Sherpa. Tri-boson samples simulated

with Sherpa were also included. The matrix elements were generated at NLO.

Higgs boson related events produced in gluon-gluon fusion and vector-boson fusion were gen-
erated using POWHEG next-to-leading order matrix element in combination with PYTHIA8 par-
ton showering. The production of a Higgs boson in association with a vector boson was sim-
ulated using PYTHIAS8; the production of a Higgs boson in association with a top pair was
simulated using MadGraph5_aMC@NLO. Cross-sections from [116] were used to normalise the

samples.

SUSY signal samples were generated using MadGraph5_aMC@NLO in combination with PYTHIAS.

The signal cross section was calculated up to next-to-leading order in QCD coupling constant,
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including resummation up to next-to-leading logarithmic accuracy using the RESUMMINO frame-
work [117,118]. Uncertainties on the nominal cross section were included based on an envel-
ope of variations of PDF as well as factorisation and renormalisation scales [119]. In the sim-
plified model described in section 5.1, two parameters of the model are free. The masses of the
X/ )’(‘2) as well as the LSP mass, j((l) . A set of signal samples have been generated, varying the
two mass parameters. An overview of the available signal mass points can be seen in Figure 5.5.
Towards the kinematic diagonal, with small mass differences between y7 and 7?(1) , afiner granu-
larity in signal mass points has been chosen. In this phase space region, small mass differences
can lead to noticeable differences to the analysis’ signal selection efficiency. A finer granularity
allows for a more stable extrapolation of the analysis’ sensitivity and helps avoid fluctuations

in sensitivity due to statistical fluctuations.
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Figure 5.5: Visualisation of the available signal mass points.

Data is collected by the ATLAS detector as described throughout chapter 2. A total of 139 fb™*
integrated luminosity collected during Run-2 of data-taking has been analysed. The selection
procedure for collision events is described in section 5.5. These selection criteria are mimicked

in the Monte Carlo simulation.

5.5 Event selection

Three types of proton-proton collision events are considered: Events are selected with at least
two hadronically decaying tau leptons, for the definition of signal and control regions. For
background estimation and validation, events are selected with either exactly one muon and
at least one tau lepton, or two muons and at least one tau lepton. These events are selected
through the use of multiple triggers, summarized in table 5.1, together with the offline cuts
required when a given trigger is used. As can be seen in table 5.1, the tau trigger includes a
mediuml selection, specifying the tau trigger BDT identification requirement with at least one
associated track. The tracktwo specification in the trigger highlights that a two-step tracking

procedure is used. From 2015-2017 this two-step tracking was performed as a fast tracking step,
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in 2018 the EF highlights the tracking procedure being performed at the precision step. The use
of a ditau + E‘;“SS trigger allows for lower tau pr thresholds. Due to a slow turn on in efficiency
of the EITniss trigger, a cut of 150 GeV is required in order to reach the trigger efficiency plateau.
For the single muon trigger, a combination of the lowest unprescaled, isolated trigger (iloose)

in 2015, ivarmedium from 2016 onwards) with higher momentum threshold is used.

‘ ‘ asymmetric di-tau trigger ‘ offline requirements [GeV] ‘
2015-2017 HLT_tau80_medium]1_tracktwo_L1TAU60_tau50_medium]1_tracktwo_L1TAU12 zl 5 T Z 22
2PT
>
2018 HLT_tau80_mediuml_tracktwoEF_L1TAU60_tau60_mediuml_tracktwoEF_L1TAU40 ?Z r S 22
2PT
ditau + ET"*S trigger offline requirements [GeV]
ETSS > 150
2015-2017 HLT_tau35_medium]1_tracktwo_tau25_medium]l_tracktwo_xe50 T1pr >50
Tapr >40
ETSS > 150
2018 HLT_tau60_medium]1_tracktwoEF_tau25_medium]_tracktwoEF_xe50 T1pr>75
Topr > 40
single muon trigger offline requirements [GeV]
HLT_mu20_iloose_L1MU15
2015 HIT mu50 mpr >50
HLT_mu26_ivarmedium
2016-2018 HIT mu50 tpr >50

Table 5.1: Trigger strategy for the used Run-2 dataset.

After the events are selected by the triggers, multiple steps of event cleaning are applied. This
starts with removing runs of data-taking that are not included in a so-called Good Runs List
(GRL). GRLs are used during data-taking as a result of dedicated monitoring and data-quality
checks to record the detector status and mark periods of stable data-taking useful for physics
analyses [120]. Events are required to have at least one primary vertex [121], where a primary
vertex is defined as a vertex with at least two associated tracks with pr > 400 MeV. In case an
event has more than one primary vertex, the vertex with the larger momentum of associated
tracks is selected. Additionally, to remove events with cosmic muons crossing the ATLAS de-
tector, events with muon candidates with large longitudinal or transverse impact parameters

(lzol > 1 mm or |dp| > 0.2 mm, respectively) are removed.

5.6 Object definitions

SM particles and their reconstruction and identification as physics objects in ATLAS is a multi-
step process with different choices of possible properties. A first, loose, baseline definition
of objects is used to identify candidate objects. At this stage, objects can be considered by
multiple reconstruction algorithms, therefore an overlap removal between close-by objects is
performed. Stricter requirements are then required on top of baseline objects to define signal

objects, used in the analysis.

Hadronically decaying tau leptons follow the offline reconstruction and identification proced-
ures described in section 3.2.4. Baseline taus have a minimum pr of 20 GeV and lie outside the
detector’s transition region (|| € [0.,1.37]or[1.52,2.5]) to avoid inefficiencies in reconstruction

and identification due to inactive material. The tau candidates have either exactly one asso-
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ciated track or three associated tracks. A medium BDT working point is required to separate
taus from electrons. A medium RNN identification working point is required for baseline and
signal tau leptons to distinguish hadronically decaying taus from jets. For some background
estimation techniques, described in section 5.9, the baseline tau ID working point is lowered to

very loose.

Jet reconstruction is seeded by particle flow jets with the anti- kr clustering algorithm and a 0.4
radius parameter. Their minimum pr is 20 GeV, with a pseudorapidity |n| < 2.8. Events with
at least one jet from non-collision backgrounds are removed [122]. Non-collision background
for jets can come from beam-induced background (such as proton losses before the ATLAS
interaction point), cosmic ray showers or calorimeter noise. A Tight working point of the JVT is

chosen, together with a maximum transverse momentum of 60 GeV.

Jets associated with a decay of a b-quark are based on the particle flow jets with the anti-kr
clustering algorithm, but with a slightly smaller pseudorapidity range of || < 2.5. The DL1
algorithm [123] is used to identify jets as associated to a b-quark. A b-jet efficiency working
point of 77% is used, which offers a light quark rejection factor over 100 for a c-jet rejection of

five.

Electron objects at baseline level have a minimum transverse momentum of 4.5 GeV and a
pseudorapidity of || < 2.47, to stay within the coverage of the electromagnetic calorimeter.
An electron identification working point of LooseAndBLayerLLH is required for the likelihood
discriminant discussed in section 3.2.1. Quality restrictions on the transverse and longitudinal
impact parameter significances are applied (%30) <5, zpsinf < 0.5 mm, respectively), witch o
denoting the uncertainty on the impact parameters. Signal electrons need to pass a TightLLH
likelihood identification criteria as well as the isolation working points FCLoose for pr < 200

GeV or aloosened, calorimeter only working point, FCHighPtCaloOnly for pr > 200 GeV.

Muon candidates at baseline level are defined as having pr > 3 GeV, |n| < 2.7, a medium 1D

requirement and a cut on the quantity zosin(f) (< 0.5 mm). If the candidate muons have a
a(qlp)

lg/pl
Muons with larger transverse momentum ofpr > 25 GeV as well as

large uncertainty on their momentum to charge measurement (

> 0.2), they are rejected.

do
o (dp)

< 3.0, together with a

FCLooseisolation are defined as signal muons.

Based on the baseline objects described above, an overlap removal procedure is performed to
remove ambiguities in the object definitions. The steps performed are described and summar-
ised in table 5.2. The steps in the overlap removal procedure are performed consecutively, as
described in the first column of table 5.2. Two types of baseline objects are compared with
each other, based on their closeness in terms of AR as well as other criteria. In each step, if the
overlap criteria highlighted under Condition is met, the object listed under the Object removed
column gets discarded, whereas the Object compared to is kept in the event. This way ambigu-
ities in the object reconstruction are resolved and double counting of detector signals as two

different types of objects is avoided.



5.7 Signal region, control region and validation region definitions 66

Object Object .
Step Condition Further Comment
removed | compared to

. . o Includes restrictions on AR,

1 jet muons multiple overlap criteria
jet track multiplicity, muon ID/isolation

2 tau electron AR<0.2
3 tau muon AR<0.2
4 electron muon shared ID track
5 jet electron AR<0.2
6 electron jet AR<rad rad =min(0.04 + ISTG[gY,OA)

. Number of tracks < 3
7 jet muon

AR<0.2

8 muon jet AR<rad rad = min(0.04 + ISTG(ZY,OA)
9 jet tau AR<0.2

Table 5.2: Summary of the overlap removal process.

5.7 Signal region, control region and validation region definitions

In this analysis, three different regions are considered, refering to specific areas in the kinematic
phase space of the collected events (see Figure 5.6).

Signal Regions (SRs) are regions in phase space showing the largest possible contributions of
the BSM signal searched for and the most promising differentiation between the signal and SM
background. In this regions, a blinded analysis approach is followed. Until all background es-
timations in the signal region with their associated systematic uncertainties are finalised, no
comparison of data to the background or signal expectation can be performed.

Control Regions (CRs) are used to estimate the backgrounds in the signal region by compar-
ing the prediction of background processes with the data observed in the said region. They are
designed to be enriched with one specific background. Details about the way in which back-
grounds in the SRs are estimated are given later in this chapter. Control Regions are orthogonal
to signal regions to make a statistically independent measurement of the background normal-
isation.

Validation Regions (VRs) are defined in combination with control regions in order to validate

the extrapolation from CR to SR.

5.8 Signal region optimisation

In the following, a description of the optimisation procedure used to define the signal regions
is given. A grid of simulated signal events obtained by varying the masses of )Z‘l) and f7 / ng has
been used to perform the signal region optimisation. The overall signal mass point grid can be

seen in Figure 5.5.
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Figure 5.6: Visualisation of signal, control and validation regions and a typical arrangement in phase space.

5.8.1 Choice of kinematic variables

To understand the difference between a potential supersymmetric particle production com-
pared to a SM process, various kinematic variables can be studied.

One of the kinematic variables of interest in a di-tau final state is the visible mass of the di-tau
system, my;s(T1,T2), constructed using the four-momenta of the two leading tau candidates in
the event. This variable only takes into account the visible components of the hadronic decay-

ing tau, therefore not considering the missing momentum carried by the tau neutrinos.

To account for the invisible decay products, the missing transverse momentum can be included

in an adapted "invisible" mass, the transverse mass mr:

mr= \/ZpéErTniss(l - cos(A(p(Z p’r%liSS)) (5.2)

For example, in the case of a leptonic W-bosons decay, the m shows an endpoint at the mass
of the W boson.
In the case of two hadronically decaying tau leptons, the sum of the transverse masses mrs;m

can be powerful in discriminating SM background from signal:

Mrsym = mr(11) + mr(T2) (5.3)

With mr(71) denoting the transverse mass as defined in equation (5.2) with the lepton as the
leading, highest momentum, hadronic decaying tau lepton. The transverse mass concept can
be extended to pair produced particles partially decaying into invisible particles, using the

definition by Barr, Lester, Stephens and Summers [124, 125] of the stransverse mass:

min max{mr(p4, piiss), my (p2, p7is*)} (5.4)

miss miss _ . miss
| R R

4 l i —
mTZ(pTl ’pTz,pI%lISS) =
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Here the momentum (p[;1 , pl;z) of the two leptons in the event (for example the visible part of the
hadronic tau decay) are combined into a transverse mass with parts of the missing transverse
momentum, split into pllniss and p‘zniss. This variable shows an endpoint at the mass of the pair-
produced particle, leading to a usually lower end-point of the distribution for SM background
processes in comparison to the SUSY model considered. The mass of the invisible particles is

assumed to be zero.

If an event includes more than two leptons (with a maximum number of leptons ), it can be

useful to perform a maximisation over the mr, values resulting from all possible lepton pairs:

max _ ¢; fj _miss
My =, Max \mr2pr,Pr.Pr ) (5.5)
j:2,...,n;
i#j

5.8.2 SR optimisation procedure

As starting point of the optimisation, the kinematic variables described in the previous section
are studied for SM background events and signal events. In the following plots, all SM back-
ground distributions shown are obtained from Monte Carlo. In Figure 5.7, some kinematic
variables are shown after the selection with an asymmetric di-tau trigger selection as well as a

b-jet veto and light lepton veto. A selection of signal points is used to gauge the effectiveness of

max
T2 °

Figure 5.7b, showing mr,. The maximisation over all tau pairs in the event leads to a slight

the variables to isolate a signal. In Figure 5.7a, m as defined in (5.5) can be compared with
improvement in sensitivity compared to mr; calculated using the two leading tau candidates.
In the lower panels of Figure 5.7, a simplified sensitivity measure Z, [126] including a 30% flat
systematic uncertainty is used to gauge the sensitivity of each variable to the signal model. A
Z, implementation of the RooStats [127] package within the ROOT [128] software framework is
used. This sensitivity measure is used to estimate the signal to background separation power as
fully estimated with hypothesis testing as described in section 5.11. As can be seen in Figures
5.7c and Fig. 5.7d in comparison to the sum of both mr shown in Figure 5.7e, summing the
transverse mass of the two leading taus offers a slightly higher discriminating power than the

single transverse masses.

In case of a low m(¥5 ,§9 ) (low mass scenario, SR-CIN2SS-LM), a cut of E''S < 150 GeV is
introduced. The case of high ¥] , 79 mass (SR-C1N2SS-HM) is defined by EI;“SS > 150 GeV. The

effect of multiple cuts (not applied consecutively) on the overall sensitivity is given in Figure 5.8.

An mrg,m > 200 GeV selection was chosen because it gives a higher sensitivity toward the diag-
onal of the (J / )Zg , )Z(l) ) mass plane. The additional requirement A¢(z1,72) > 1.5 is included in
the signal region definition, to reduce the signal contamination when estimating the multi-jet
background (see section 5.9.1. The optimisation for the high mass case followed a very similar

approach, leading to the two orthogonal signal regions defined in Table 5.3.

An overview of the event yields in both signal regions is shown in table 5.4. All backgrounds
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Figure 5.7: Kinematic variable distributions for SS scenario after a loose preselection. Error bands include statistical
uncertainties only. The lower panel shows the significance Z;, including a 30 % systematic uncertainty assumption.
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Figure 5.8: Significance estimation including a 30% flat systematic uncertainty.

SR-CIN2SS-LM SR-CIN2SS-HM
>= 2 medium taus (SS)
b-jet veto
AD(T,7T2) > 1.5 -
N jets <3 -
MTsum > 200 GeV MTsum > 450 GeV
mrs* >80 GeV
asymmetric di-tau trigger di-tau+EITniSStrigger
EMiss < 150 GeV EIss > 150 GeV

71 and 72 pr requirements described in Table 5.1 in Section 5.5

Table 5.3: Summary of selection requirements for the signal regions.

apart from the Multi-jet background are taken from MC simulation with only statistical un-
certainties included below. The Multijet estimation is performed using a data-driven method,

discussed in detail in section 5.9.1.

Kinematic distributions in the signal regions, with requirements on the shown variable re-
moved ("N-1 distributions"), can be seen in figure 5.9 for SR-CIN2SS-LM, and figure 5.10 for
SR-C1N2SS-HM, already including the multi-jet estimation as well as systematic uncertainties

discussed in section 5.9 and 5.10, respectively.

Further kinematic distribution in both signal regions can be seenin 5.11 and 5.12, respectively.
This clearly shows that no further requirements on other kinematic variables are able to gain in
sensitivity, at least not while allowing for sufficient remaining statistics in the SM background

simulations.

The estimated sensitivity of both signal regions, using the significance measure Z;, is shown
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SM-process SR-CIN2SS-LM | SR-CIN2SS-HM
Top 0.01+0.01 0.84+0.36
Multi-boson 0.47+0.11 0.81+0.21

Multi-jet 0.94+0.27 —0.086 +0.31

W+jets 0.32+0.32 0.10+0.10
Z+jets 0.20+0.20 0.59+0.56
Higgs 0.00+0.00 0.02+0.00
SM total 1.95+0.48 2.35+0.80
Ref. point (325, 175) 7.80+1.27 2.26+0.71
Ref. point (500, 300) 3.78+0.65 5.62+0.88
Ref. point (900, 300) 0.84+0.07 6.23+0.21

Table 5.4: Number of events in the signal regions for SM backgrounds, including statistical uncertainties. The SM
MC backgrounds are normalised to 139 fb~!. The multi-jet contribution is estimated from data with a simplified
ABCD method described in Section 5.9.1. Only statistical uncertainty are considered for MC estimated processes

and multi-jet.
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Figure 5.9: “N-1" distributions of relevant kinematic variables after SR-CIN2SS-LM requirements, except the one on
the shown variable, have been applied. The stacked histograms show the expected SM backgrounds estimated from
MC, normalised to 139 fb~1as well as Multi-jet expectation as described in section 5.9.1. Statistical uncertainties
and systematic uncertainties as discussed in section 5.10 are included in the error band.
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Figure 5.10: “N-1” distributions of relevant kinematic variables after SR-C1N2SS-HM requirements, except the one
on the shown variable, have been applied. The stacked histograms show the expected SM backgrounds estimated
from MC, normalised to 139 fb~!as well as Multi-jet expectation as described in section 5.9.1. Statistical and sys-
tematic uncertainties as discussed in 5.10 are included in the error band.

in figure 5.13. This is a first estimate of the sensitivity of these regions to the gaugino pair

production under investigation.
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Figure 5.11: Remaining kinematic distributions in SR-CIN2SS-LM, for all variables not used in the signal region
definition. The error band includes statistical and systematic uncertainties. The lower panel shows the significance

Zy including a 30 % systematic uncertainty assumption.
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Figure 5.13: Significance distribution for the (a) SR-CIN2SS-LM, (b) SR-C1IN2SS-HM for 139 fb~1. The statistical
uncertainty and 30% systematic uncertainty on SM backgrounds are included in the Zy calculation.

5.9 Standard Model background estimations

The analysis presented takes an inclusive approach to its background estimation strategies. In-
stead of separating backgrounds based on the number of fake taus or origin of fake taus, the
backgrounds are estimated based on the underlying SM process, including prompt and fake
tau leptons. SM processes dominated by QCD interactions, leading to multiple jets in the final
state, can enter a di-tau final state through at least one jet being misidentified as hadronically
decaying tau lepton. This background is estimated via a so called "ABCD" method. W+ jets
events can similarly end up in a di-tau final state through at least one fake tau. A muon plus
tau final state is used to normalise the Monte Carlo estimation of this process. Since top re-
lated backgrounds (with and without fake taus) are the leading contribution to the high mass
signal region, an additional estimation of this background in a control region is performed. To
validate the modelling of WW and WZ processes contributing to the SR-C1N2SS-HM, a valida-
tion region was designed, using a pair of opposite-sign muons to enhance the statistics of this

process.

5.9.1 Estimation of Multi-jet background

The multi-jet SM background includes all strong interactions producing a final state with mul-
tiple jets. Due to the similarity of jets and tau signatures, this process is populating the final
state considered in this analysis of at least two hadronically decaying taus. In contrast to the
SUSY signal model of interest, this standard model process does not have large EI}“SS . Any
missing transverse energy in the events is caused by mismeasurements. A quark or gluon jet
could be misidentified as a one or three-prong tau, discarding some of the ID tracks that would
otherwise be taken into account in the jet momentum. These unaccounted tracks can increase
the instrumental E‘Y‘E‘iss . Due to the instrumental origin of the E?Piss in the event, the multi-jet
processes predominantly populate phase space regions with low missing transverse momenta.
Since the multijet background originates in soft QCD processes, its simulation through Monte
Carlo generators is unreliable, especially in high momentum phase spaces considered in this

analysis. A data-driven estimation method, the ABCD method, is therefore used to extract a
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multi-jet estimation from data.

Two kinematic variables are used to construct a set of orthogonal regions: the tau identific-
ation working point of the leading two taus and sum of the mr of the two leading taus. Any
additional cuts that have been defined in the signal region optimisation are not applied to the
control and validation regions built for the ABCD method. A sketch of the regions described is
given in figure 5.14. A detailed definition of the kinematic cuts applied to the regions in order
to define the ABCD regions is given in table 5.5. The signal region phase spaces present the

regions denoted as D within this methodology.

mr(T1) + mr(72) [GeV] mr(t1) + mr(72) [GeV]
> 200 CR-A SR-LM* > 450 CR-A SR-HM*
[100, 200] VR-E VR-F (200, 450] VR-E VR-F
<100 CR-B CR-C [100,200] CR-B CR-C
veryloose medium taulD veryloose medium taulD
(a) Low mass ABCD regions (b) High mass ABCD regions

Figure 5.14: ABCD region illustration for the low and high mass signal regions Here only the cuts on my(t1)+m7(72)
and the tau-ID are shown. * As described in section 5.8.2, further requirements on other kinematic variables are
applied to define the signal regions

CR-A SR-LM I CR-A SR-HM
>2 very loose or loose 1’s >2 medium 7’s >2 very loose or loose 7’s >2 medium 7’s
<2medium 1’s - <2 medium 7’s -
Mrsum = 200 GeV Mmrsum = 200 GeV MTsum = 450 GeV Mmrsum = 450 GeV
AD(T],72) = 1.5 A®(T1,72) = 1.5 EMISS 250 GeV EMISS 2150 GeV
VR-E [ VR-F I VR-E [ VR-F |
=2 very loose or loose 1’s =2 medium 7’s =2 very loose or loose 7’s =2 medium 7’s
<2medium 1’s - <2 medium 7’s -
MTsum € [100,200] GeV | mpgym € [100,200] GeV || mygyum € [200,450] GeV | mypgyum € [200,450] GeV
AD(T1,72)<1.5 AD(11,72) < 1.5 EISS 250 GeV EISS 250 GeV
CR-B [ CR-C I CR-B [ CR-C |
=2 very loose or loose 7’s =2 medium 7’s =2 very loose or loose 1’s =2 medium 7’s
<2medium 1’s - <2medium 1’s -
M7sum < 100 GeV Mysum < 100 GeV MTsum € [100,200] GeV | mypg,m € [100,200] GeV
AD(T1,72) <15 A®(11,72) < 1.5 EMISS 250 GeV EISS 250 GeV

Table 5.5: The multi-jet control region and validation region definitions for signal regions described in Table 5.3.
Only those requirements regarding the mr(71) + m7(r2) that are different in the CRs/VRs with respect to the SRs
are listed.

The multi-jet (M]) contribution in CR-B and CR-C is obtained from the data yields in the re-
spective regions, with all other background contributions from Monte Carlo simulation sub-

tracted;
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M]J _ qardata MC
Necgr-pic = Ner-pic ~Ncripic (5.6)

a transfer factor is extracted from the yields in CR-B and CR-C to extrapolate the multi-jet con-

tribution to the medium ID validation and signal regions (VR-F and SR).

NY
TF= N%_C (5.7)
CR-B

The systematic uncertainty on the transfer factor is estimated in the validation regions using

formula (5.8) and is visualised in Figure 5.15.
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Figure 5.15: Dependency of the transfer factor on m(71) + m7(r2) for low mass and high mass regions. Highlighted
in the lower panel in red is the nominal used transfer factor value. All uncertainties are statistical only.

The multi-jet yield in the signal region is then given by the multi-jet contribution in CR-A (given
through data subtracted by other SM contributions from Monte Carlo simulation) multiplied
by the transfer factor with additional cuts. The results of the ABCD method are summarised in
Table 5.6. The SM predictions are in agreement with the observed data counts in the multi-jet

validation regions, as shown in Table 5.7.

In Figure 5.16 (Figure 5.17) , distributions of the relevant kinematic variables are shown for
data, SM expectations and illustrative SUSY benchmark models for the multi-jet validation re-
gions VR-F-LM (VR-F-HM). The multi-jet contribution in VR-F is given through the multijet
contribution in VR-E (as data subtracted by other SM contributions) times the transfer factor
as defined in equation (5.7). The signal contamination in VR-F-LM is below 10%, in VR-F-HM
below 30%. The SM background distributions are taken from MC simulation, except for the
multi-jet contribution, which is estimated using the ABCD method described above. The dis-
tributions include statistical and systematic error on the ABCD method added in quadrature.
Reasonable data and SM agreement are observed within uncertainty and show good extrapol-

. . max
ation in mp,= .
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Figure 5.16: Data/MC distributions in VR-F-LM, the uncertainty band includes statistical and systematic uncertain-
ties. No normalisation factors as extracted in the background-only fit described in section 5.12 are applied.
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Figure 5.17: Data/MC distributions in VR-F-HM, the uncertainty band includes statistical and systematic uncer-
tainties. No normalisation factors as extracted in the background-only fit described in section 5.12 are applied.
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multi-jet multi-jet
Sample CR-B CR-C VR-E CR-A T=C/B
in VR-F in SR-CIN2SS
Data 585 65 356 1505
Z+jets 11.70+£2.11 25.92+£2.70 3.62+1.06 32.85+11.07
W+ jets 4.84+2.35 3.29+0.96 11.48+4.67 32.21+£10.06 0.058
LM Multi-boson 0.80+0.38 2.04+0.35 1.20+0.40 2.18+0.50 +0.015 19.55+1.13 0.94+0.27
Top 2.54+0.75 0.16+0.27 2.45+0.88 5.24+0.93 +0.020
Higgs 0.13+0.04 0.73+0.09 0.09+0.05 0.53 +0.46
Multi-jet 564.98 +£24.41 32.86+8.57 337.16+19.49 1431.98 +41.59
Data 2185 309 3651 14
Z+jets 30.81+£7.41 32.53+10.81 56.12+17.74 2.64+1.37
W+ jets 178.87 £51.40 74.13+15.33 248.68 £ 64.10 6.35+2.58 0.086
HM Multi-boson 6.03+0.87 18.35+£0.97 14.42+1.44 0.83+0.29 +0.014 283.10+£7.738 —-0.086+0.31
Top 20.73+£2.01 14.38+1.53 39.23+£2.72 2.10+£0.57 +0.011
Higgs 0.53+0.38 1.27+£0.58 0.71+0.47 0.01+0.00
Multi-jet 1948.04 +69.90 168.34 +£25.78 3291.83+£89.91 2.07+4.79

Table 5.6: Monte Carlo backgrounds in the ABCD regions of the signal regions defined in Table 5.3. The uncertainties
given on the transfer factor are statistical followed by systematic uncertainties.

Sample VRF-LM VRF-HM
W+jets 1.35+0.88 | 149.75+42.98
Z+jets 9.30+1.30 | 36.82+19.62
top 0.99+0.48 19.78+1.85
Muliboson | 1.47+0.35 26.31+1.2
Higgs 0.25+0.06 3.16+1.13
multi-jet | 19.55+1.13 | 283.10+7.73
SMtotal | 32.92+2.02 | 518.92+47.94
Data 40 484

Table 5.7: Event yields in VR-F-LM and VR-F-HM. Only statistical uncertainties are included in the multi-jet yield.
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5.9.2 Estimation of W+jets background

The production of a W boson in association with a jet can enter a di-tau final state if one or more
of the associated jets is misidentified as hadronic decaying tau lepton. The W+jets background
contributes to both low and high mass signal regions, through moderate El;liss contributions
of the neutrinos in the W bosons decay and mismeasured EITniss . A control and validation re-
gion targetting both signal regions is defined to estimate this background. A summary of the
requirements applied to define the regions is given in Table 5.8. A final state with precisely one
hadronically decaying tau lepton and one muon, both with the same electric charge, is selected
to increase the available statistics. This final state targets to model events entering the signal
regions with at least one fake tau, replacing the prompt tau through a prompt muon. A veto on
baseline electrons is applied to target the muon plus hadronic tau final state. A veto on b-jets
is used to constrain contributions from top related processes, whereas a cut on the transverse
mass of the muon is used to remove Z+jets contaminations. A lower cut on the El;liss of 50 GeV
is used to veto events with very close by muons and taus, which accumulate at low ErTniSS due to
failed separation in overlap removal procedures. A cut on the m; variable, built with the muon
and tau, is required to achieve similar event structures and phase spaces to the signal regions.

This mimics the kinematic restrictions on the two leading taus used in the signal regions.

W-CR W-VR
pass TrigHLT_mu20_iloose_L1MU15 (2015) and HLT_mu26_ivarmedium (2016-2018)
== 1 medium tau and 1 isolated muon (SS)
baseline electron veto
b-veto
50 <mr(u) < 150GeV
mr(7) + mr () >80GeV
EMiSs > 50 GeV

mr2 (U, T) <60 GeV mr2(u,T) 2 60 GeV

Table 5.8: Wjets control and validation region definition

With the cuts specified in Table 5.8, control and validation regions with high statistics are con-
structed, with a breakdown of the background yields, estimated purely from Monte Carlo simu-
lation, which can be seen in table 5.9. The yield does not include systematic uncertainties. Both
control and validation region show a high purity in W+jets processes, above 80% in both cases,
as shown in figure 5.18. The signal contamination in both regions is negligible(see Fig. 5.19).

Kinematic distributions in the W-CR and W-VR are shown in Figure 5.20 and 5.21, respectively.
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Sample | W-CR W-VR
W+jets 21005.90+880.74 | 5852.23 +£502.55
Z+jets 2529.68 +205.40 737.16 +£90.34
top 1148.86+12.66 185.39+5.18
Multiboson 629.41 +8.79 122.50 + 3.62
Higgs 20.70+£3.31 5.49+1.72
Multi-jet 0.00+£0.00 0.00+£0.00
SM total 25334.55+904.51 | 6902.76 £510.65
Data 25728 6662

Table 5.9: Event yields in W+jets Control and Validation region. The shown uncertainties for SM backgrounds are
the statistical uncertainties only.

Higgs Wijets Higgs W+jets
0% 83% 0% 7 85%
Multiboson Multiboson
2% 2%
top top /
5% 3%
Zijets / Z+jets /

10% 1%

Figure 5.18: Background composition in W+jet Control and Validation region
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Figure 5.19: Signal contamination in percentage in W-CR and W-VR.
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Figure 5.20: Distributions of relevant kinematic variables in the W-CR. The SM backgrounds other than multi-
jet production are estimated from MC simulation and normalised to 139 fb~!. The hatched bands represent the
statistical uncertainties and systematic uncertainties discussed in 5.10. The lower panel shows the ratio of data to
the SM background estimate. No normalisation factors as extracted in the background-only fit described in section

5.12 are applied.
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Figure 5.21: Distributions of relevant kinematic variables in the W-VR. The SM backgrounds other than multi-
jet production are estimated from MC simulation and normalised to 139 fb~!. The hatched bands represent the
statistical uncertainties and systematic uncertainties discussed in 5.10. The lower panel shows the ratio of data to
the SM background estimate. No normalisation factors as extracted in the background-only fit described in section
5.12 are applied.



85

5.9 Standard Model background estimations

5.9.3 Top background estimation

Top-related processes are a dominant background contribution, especially in SR-C1N2SS-HM
(with around 35% of the overall background expectation, as given in 5.4). To estimate this back-
ground, a data-driven approach is used in the high mass scenario, using a control region (TCR-
HM) to extract a normalisation factor. This is validated in a high mass Top validation region
(TVR-HM). The kinematic cuts used to define these regions can be seen in table 5.10, where
the tau identification working point has been lowered to increase the available statistics. A

lower EITniss requirement is applied to reduce the contribution of multi-jet processes.

TCR-HM TVR-HM

Nat least very loose taus =2

Mat least loose taus = 1
Pmedium taus < 2
npjets = 1
di-tau plus met trigger
EMisS > 150 GeV
Mrsum <400 GeV | mrgym =400 GeV

Table 5.10: Definition of Top Validation and Control regions

An overview of the event yields is shown in Table 5.11, with a visualisation of the background

contributions in the validation and control regions in Figure 5.22.

Sample TCR-HM TVR-HM
W+jets 13.23+1.74 1.06 £0.31
Z+jets 4.31+0.90 0.81 £0.43
top 104.49+4.04 | 16.97 +1.58
Multiboson | 3.13+0.92 0.22+0.08
Higgs 0.98+0.04 | 0.13+0.01
multi-jet 0.00+£0.00 0.00+£0.00
SM total 126.13+4.58 | 19.20+1.66
Data 96 12

Table 5.11: Event yields of TCR-HM, TVR-HM . All uncertainties are statistical only.
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Wijets Wijets
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Figure 5.22: Process composition in Top Control and Validations

An overview of the signal contamination in percentage points in the top validation and con-

trol regions is shown in 5.23. The signal points with high contamination have been already
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excluded in a previous publication, using opposite-sign tau final states discussed in [99].
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(a) TCR-HM (b) TVR-HM

Figure 5.23: Signal contamination of high mass Top CR and VR in percent

A downward trend in the data with respect to Monte Carlo simulation can be observed in some
variables in Figure 5.24 and 5.25 of the T-CR and T-VR, most dominantly in Figure 5.24¢, show-
ingthe m¢(r1)+mr(7) distribution in the high mass top control region. This shift in the Monte
Carlo simulation agreement is due to a changing composition of the top contributions. To-
wards higher transverse masses, a slight increase in events with at least two fake taus can be
observed. Fake taus are poorly modelled in Monte Carlo and are leading to an overestimation
of the Monte Carlo with respect to data. This trend is broken down in Figure 5.26, showing
an inclusive mr(t1) + m7(t2) distribution, with all requirements from Table 5.10, except the
mr(t1) + mr(12) cut separating the control and validation regions. The analysis decompos-
ing the top contribution based on the number of fake, non-prompt tau leptons is done using
truth information of the Monte Carlo generators, providing information of the generated pro-
cess before detector simulation. As can be seen, the previous observed downward trends in
data can be related to an increase in the top contribution with at least two fake taus. The cut
in mr(t1) + mr(72) separating the control and validation region at 400 GeV has been chosen to
enhance the two fake tau composition in the control region, while still retaining enough back-
ground statistics in the validation region. A breakdown of the top background composition in

the high mass signal region as well as T-CR and T-VR is given in Table 5.12.
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Figure 5.24: Top High mass control region data/MC distributions. The hatched band is including the statistical and
systematic uncertainties. No normalisation factors as extracted in the background-only fit described in section 5.12

are applied.
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Figure 5.25: Top High mass validation region data/MC distributions. The hatched band is including the statistical
and systematic uncertainty. No normalisation factors as extracted in the background-only fit described in section
5.12 are applied.
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Figure 5.26: Breakdown of the top compositions in the top control and validation region

] | SR-HM | TCR-HM | TVR-HM |
| allTop | 0.84+0.36 | 104.49+4.04 | 16.97+1.58 |
=0fakes | 0.028+0.014 | 14.89+1.49 | 1.71+0.47
==1 fake 049+0.28 | 81.14+358 | 8.87+1.15
>=2fakes | 0.319+023 | 846+1.12 | 639+0.98
ttbar 0.61+£0.31 [ 91.00+3.71 | 15.67+1.53
=0 fakes - 11.80+1.31 | 1.52+0.47
==1 fake 030+0.21 | 71.69+3.31 | 8.20+1.11
>=2fakes | 0.319+023 | 7.51+1.04 | 595+0.95
singletopWt | 0.19+0.19 | 10.18+1.56 | 0.56+0.29
ttv 0.034+0.016 | 1.98+0.17 | 0.41+0.076
tZ - 0.27+£0.060 | 0.014+0.027
singletopTchan - 0.83+0.31 0.28+0.20

Table 5.12: Breakdown of top background contributions in the high mass regions by top processes and number of
fake taus. Uncertainties included are statistical only.

5.9.4 Multi-boson background estimation

Multi-boson processes are one of the leading contributions to SR-C1N2SS-HM (as in 5.3). A
validation region was designed to validate the modelling of these background processes from
Monte Carlo simulation. To target the WZ and WW processes dominating the multi-boson con-
tribution in the signal regions, a selection of an opposite-sign muon pair and a hadronically
decaying tau was used. This has been selected to target the contribution from real tau leptons,
dominating this background process, and estimate it through replacing real tau leptons with
light leptons. As shown in Table 5.13, a b-jet veto is used to suppress top-quark related back-
grounds, a upper bound of A(p(r,EI;‘iSS) < 1.75 is used to restrict the number of Z+jets events
populating the multi-boson validation region. A summary of yields in the MBVR-SS is shown
in Table 5.14.

An overview of the background composition and multiboson purity, as well as the signal con-
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MBVR-SS
Two OS signal muons
== 1 signal tau
b-Jet Veto
EISS > 100GeV
A(D(T,Erz?lss) <1.75

Table 5.13: MBVR-SS definition

Sample MBVR-SS
Multiboson 144.22 +1.96
Top 33.30+2.13
Zjets 16.44 +29.32
Higgs 4.30+1.26
Wijets 0.08 £0.08
Total Bkg | 198.32+29.49
Data 200
(325, 175) 0.29£0.22
(375, 175) 1.07 +£0.39

Table 5.14: Yields in MBVR . All uncertainties are statistical only.
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(a) MBVR-SS Purity (b) MBVR-SS Signal contamination

Figure 5.27: Multiboson purity in MBVR-SS as well as signal contamination in %

tamination in the region, is given in Figure 5.27. A few selected kinematic variable distributions

are given in Figure 5.28, showing good agreement between the SM expectation and data.
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Figure 5.28: Kinematic distributions comparing data/MC in the Multiboson validation region. The hatched un-
certainty band includes statistical and systematic uncertainties. No normalisation factors as extracted in the
background-only fit described in section 5.12 are applied.

5.9.5 Z+jets and Higgs processes

Similarly to W+jets processes, Z+jets and Higgs SM processes can end up in a final state with
at least two hadronically decaying taus. Here Higgs productions and di-Higgs productions can
produce two prompt taus. Due to the low associated cross-section, both the Z+jets and Higgs
processes contribute a small part to the signal regions. The estimation of both of these rely
on Monte Carlo simulation. No dedicated validation region has been designed. Its modelling
can sufficiently be validated through its presence in the Multi-jet, top, W+jets and Multi-boson

validation and control regions.

As can be seen in the agreement with Monte Carlo simulation and data in figures 5.21, 5.25 and
5.28, no significant contribution from any other backgrounds, especially Multi-jet backgrounds
is expected. Due to its QCD interactions, multi-jet backgrounds are not expected to prefer
same-sign and opposite-sign final states. Therefore, they are expected to populate an opposite-
sign tau final state in an equal manner to a same-sign tau final state. In opposite-sign regions, a
large negative contribution of multi-jet has been observed, further confirming that there is no

contribution of the multi-jet background not already accounted for by Monte Carlo simulation
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that needs to be taken into account in the non-multi-jet control or validation regions.

5.10 Systematic uncertainties

5.10.1 Experimental uncertainties

To construct a complete statistical model of the analysis (see section 5.11), all sources of un-
certainties influencing the background and signal compositions have to be included. In the
following, a description of the experimental uncertainties is given. Here referred to as exper-
imental uncertainties are uncertainties related to all steps in the data collection, from uncer-

tainties on the collected luminosity to object reconstruction and identification uncertainties.

Tau reconstruction The reconstruction and identification of tau leptons is associated with
systematic uncertainties [76]. Considered here are systematic uncertainties connected
with the RNN based differentiation between jets and hadronic taus. Additionally tau re-
construction efficiency uncertainties, uncertainties on the tau energy scale and system-

atics in the BDT used to distinguish taus from electrons are included.

Light lepton reconstruction A simplified model considering uncorrelated uncertainties for the
electron energy calibration (scale and resolution) is assumed [92]. Uncertainties related
to the efficiency estimation of the electron and muon reconstruction, identification and
isolation are included in the analysis. For muons, additional uncertainties take into ac-
count variations of the muon momentum scale as well as uncertainties in the track-to-

vertex association [70].

Jetreconstruction Uncertainties on the jet energy scale are taken into account through a re-
duced set [129], additionally uncertainties on the jet energy resolution are included. Scale
Factors and their uncertainty correcting the efficiency performance of the DL1 b-tagging

in Monte Carlo have been taken into account.

E’T“iss reconstruction Systematic uncertainties of the EITniSS reconstruction include uncertain-
ties on the scale and resolution of the track soft term. This is extracted through compar-

isons of data and simulation as well as Monte Carlo generator comparisons [77].

Event based uncertainties A +1.7% uncertainty on the measured luminosity is taken into ac-
count [130], next to variations in the applied pileup reweighting and uncertainties on

trigger scale factors for Monte Carlo Simulation.

5.10.2 Theoretical and Modelling uncertainties

The experimental uncertainties described above affect the reconstructed objects and, as a con-
sequence, the observed yields in data as well as simulation. Additionally, uncertainties connec-

ted to Monte Carlo simulation have to be taken into account. These uncertainties can be es-
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timated by varying the parameters in the Monte Carlo simulation, affecting all aspect of Monte
Carlo event generation. The evaluation of these uncertainties is described in the following for

the main SM backgrounds as well as SUSY signal.

Top related backgrounds Hard scattering and parton showering uncertainties have been ex-
tracted based on generator comparisons. This has been evaluated separately for 7 as well as
single top Wt contributions. To avoid large uncertainties solely due to limited statistics avail-
able in the truth-level generator comparisons a loosened selection has been used. The nominal
generator used to simulate ¢ events is a combination of POWHEG for the NLO matrix element
generation, interfaced to PYTHIA for parton showering. A hard scattering, matrix element re-
lated uncertainty is calculated through a comparison of truth-level Powheg Pythia 8 samples
with MadGraph5_aMC@NLO and PYTHIA. A variation in parton showering is achieved by repla-
cing the PYTHIA shower through Herwig?7. The systematic uncertainty associated to these vari-
ations in regions i is given by equation 5.9.

Ni

oi = Nnom = Nyar (5.9)
erzom

An additional weight has been introduced into the simulation to estimate the effect of a change
in Parton Distribution Function (PDF) on the acceptance of the analysis. An uncertainty related
to the PDF variation has been calculated according to the PDF4LHC recommendations [131].
A similar weight has been included to estimate effects on Initial State Radiation (ISR) and Final
State Radiation (FSR) in for example showering or scale differences. An uncertainty is extracted
based on these internal reweighting of the Monte Carlo sample. An uncertainty accounting for
individual variations in the factorisation and renormalisation scale is included. Additionally, a

joint variation is taken into account.

Multi-boson backgrounds The PDF as well as factorisation and renormalisation related un-
certainties are estimated as described for the top backgrounds. Additionally for the Multi-
boson backgrounds, uncertainties related to the matching between matrix element and par-
ton showering as well as the resummation scale has to be taken into account. Another part in
the Monte Carlo event generation that can lead to different predicted event kinematics is the
parton shower recoil scheme used. All of these possible variations in the Monte Carlo event
generation are taken into account through an uncertainty, which is extracted by comparing
truth-level simulations with adapted Monte Carlo parameters. Multi-boson processes are not
normalised in control regions in the analysis described, therefore an additional uncertainty on
the inclusive cross section of 20% is included, following recommendations of the ATLAS Multi-

boson focus group.

V+jets backgrounds Vector boson production in association with jets is simulated using Sherpa
within this thesis. Internal weight variations are used to assign an uncertainty accounting

for the renormalisation, factorisation as well as PDF variations. For the considered Sherpa
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samples, a parametrised approach is used to estimate uncertainties related to the resumma-
tion and matching scales. This parametrised approach is based on previous generator compar-
isons. For Z boson production with associated jets an additional uncertainty on the inclusive
cross section of 5% is included, following recommendation from the ATLAS Boson and Jets fo-

cus group.

Higgs related backgrounds Uncertainties on the modelling of Higgs boson related processes
are included for scale variations as well as PDF variations. Similar to top related processes, un-
certainties connected to ISR and FSR are included. Within the regions of the same-sign di-tau
analysis, Higgs related backgrounds are predominantly the production of a top pair in associ-
ation with a Higgs. Following inclusive cross section uncertainty studies performed in [116], an

additional 15% uncertainty is assigned to the Higgs background modelling.

Signal cross section uncertainties For the simplified signal model, similar modelling uncer-
tainties due to the Monte Carlo generator configurations have to be taken into account. One
uncertainty is defined for a joint variation of the renormalisation and factorisation scale, a
second joint uncertainty considering the matching and merging scale. Lastly, a radiation un-
certainty is taken into account. The uncertainties are extracted through comparisons to ded-
icated varied truth-level samples. The uncertainty based on these variations have been eval-
uated for every mass point separately. Due to limited available statistics in the truth samples,
loosened kinematic selections have been used. To avoid further statistical fluctuations related
to the limited statistics, an envelope of multiple averages over close-by mass points have been
performed. An uncertainty of +£1.5% will be considered as the joint renormalization and factor-
isation scale uncertainty. The merging scale variations are largely asymmetric, with its down-
ward variation leading to very large uncertainties. To mititgate this, an averaged value of the
upward fluctuation will be used, leading to a +7.0% merging scale uncertainty. A conservative

3.5% will be used for the radiation uncertainty.

An overview of the theoretical uncertainty values is given in appendix A.1.

5.11 Statistical concepts

All regions defined in the analysis as described in section 5.7, 5.8 and 5.9 are combined into a
joint likelihood. In general, a likelihood L(6) is the probability of the outcome of an experiment

with measured value x, given a model with parameter 6 (see (5.10)).
L(6) = P(x]0) (5.10)

In the case of this analysis, the measurement is that of the data events in all kinematic phase
space regions defined, in the following denoted as n. The regions are defined in orthogonal
phase spaces and are therefore statistically independent. As is given and discussed for example

in reference [132], the probability of independent measurements is given through the product
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of their probabilities. The probability density function of a number of data events in region i, n;
is given through a Poisson distribution (1;) in dependency of the free parameters, @, the signal
and background expectation s, b, as well as normalisation factors for signal and backgrounds

(us1g, p). This would lead to a likelihood function, (5.11), with free model parameters 6.

L(n@,s,b,usic,w) = [] Pmildilusic, s, b,0)) (5.11)

i€regions

The free model parameters 0 include all systematic as well as statistical uncertainties since
they can vary the signal and background expectation. In the likelihood given in (5.11), these
uncertainties are free parameters in the background and signal modelling, in the following also

called nuisance parameters.

The vector p in the likelihood includes all normalisation factors for all normalised backgrounds.
The definition of a normalisation factor u), for a SM background process p and its connection to
the background estimated in the signal region (N, (SR)) is shown in equation (5.12), in depend-
ence on the Monte Carlo expectation in the control and signal region (M C,(CR) and MC,(SR),

respectively).

N,(CR) = tp x MC»(CR)
(5.12)
N,(SR) = 1 x MC»(SR)

This is how the normalisation factor is included in the likelihood, the same factor simultan-
eously applied in all regions to scale a background contribution. Since the control regions are
designed to be pure in the specific background, these regions will define the normalisation
factor. An alternative formulation of the normalised background contribution through a trans-
fer factor, extrapolating the background estimation from a control region to the signal region is

shown in (5.13) (adapted from [133]).

N,(SR) = N,(CR) x TF,,
_ MCy(SR) (5.13)
P~ MC,(CR)

This interpretation of the connection between control region and signal region yields is partic-
ularly helpful in connection with systematic uncertainties. Due to the ratios of Monte Carlo ex-
pectations, some systematic uncertainties can be partially cancelled in the extrapolation from

the control to the signal region.

In the reality of the experiment conducted here, the uncertainties of the model are constrained
through auxiliary measurements. The experimental and theoretical uncertainties have a meas-
ured value 6°, but also these uncertainty parameters follow an underlying statistical model. To
constrain the free parameters 8, they are assumed to follow a Gaussian distribution around

the central values °. All auxiliary measurements are assumed to be statistically independent,
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leading to a product of Gaussian distributions of all @ components. This additional term is

becoming part of the likelihood (adapted from [133]):

L(n,6°0,5,b,pusig, )= [] Poildilwsigps,0,0)x [ G@6}-8) (5.14)
i€eregions JjE€systematics
The likelihood described above can give a probabilistic model of the observed events given
specific values of the model parameters. An important quantity needed to gauge the agreement
of the model with different hypotheses is the test statistic. Within the analysis and inherent
measurement described here, a profile likelihood test statistic is used as given in equation (5.15)
(from [133]) and discussed in detail in [134].

L(usig0)

~ = (5.15)
L(ﬂsig» 0)

Augig = —2log

The numerator L(,usig,é) shows the likelihood as defined in equation (5.14) with paramet-
ers 0 maximising the likelihood for the fixed choice of us;g. In the denominator likelihood,
L(fsig, ), both Usig and @ are chosen to jointly maximise the likelihood. Assuming the case of
high enough statistic, the distribution of this test statistic follows a y? distribution. Within this
thesis, this limit has been assumed, but validated through toy experiments, sampling the test

statistic distribution.

Two hypotheses are of importance for a search for new physics described here. A background-
only hypothesis, assuming that there is no BSM signal present and only contributions from the
SM have to be taken into consideration. In contrast to this, a background plus signal hypo-
thesis, assuming a BSM signal is present in addition to the SM prediction. Once a distribu-
tion of the test statistic is evaluated for these two hypotheses (fixing the assumptions on ussg),
p-values and composite expression of p-values are used to make statements of the statistical
likelihood of the observation or a more extreme outcome to agree with one or the other hy-
pothesis. A possible definition of the p-value with respect to the test statistic g, defined in

equation (5.15) is the following (adapted from [135]):

(e.0]

pﬂ = f(q“sig|“5ig)dqﬂxig (516)

qu,0bs
A one-sided p-value is an integral of a probability density function from the observed value to
the end of the distribution. In particle physics this is often displayed through a significance
measure, Z (see equation (5.17), from [134]). This uses the Quantile (®) of a Gaussian distribu-
tion to transform the p-value into a measure of Z standard deviations of a Gaussian distribution

away from the central value.

Z=0'1-p) (5.17)
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To quantify whether an observation is in agreement with the signal plus background hypo-
thesis in comparison with the background-only hypothesis, the CL; value is used as defined in

equation (5.18) [135].

CL, = (5.18)

1-CLy<CL (5.19)

With CLg,, and CLj, representing the p-value of the signal plus background and background-
only test-statistic, respectively. Even though the CL; is not strictly a confidence level, it can be
interpreted as such. In the following, a confidence level of 95% is associated with a CL; value

below 0.05, according to equation (5.19).

5.11.1 Fitstrategies

As hinted in relation to equation (5.15), a maximisation of the likelihood for different choices
of usig is performed to evaluate the test statistic. Larger values of the test statistic for the
background-only hypothesis (SM contribution only, ps;g = 0) or background plus signal hypo-
thesis (SM plus SUSY signal, 1576 = 1) indicate better agreement with the respective hypothesis.
In general, three strategies of a fit of the likelihood are used within the ATLAS BSM community

and followed in this thesis:

Background-onlyfit A so-called background-onlyfitis aiming to extract a background estim-
ate with normalisation factors and extrapolate the estimate to the signal and validation regions.
This is done using a maximum likelihood estimation [132] of the normalisation parameters as
free parameters and is performed in the control regions only. The parameters can then be ap-
plied to a fixed likelihood including the validation regions. Once the background predictions
have been validated, the likelihood can be further expanded to include the signal regions. No
contribution from signal processes is taken into account, neglecting any signal contamination

in the control regions.

Model-independent fit In the case of a model-independent fit, the background estimation of
the background-only fit is compared with a generic signal expectation. No model-dependent
signal expectation is included, but an upper limit on the signal yield contributing to the signal
regions is extracted by including a dummy signal in the signal regions only. No signal con-
tamination in the control regions is assumed. This fit aims to evaluate the agreement with the
background-only fit and extract an upper limit on the cross-section of a potential signal con-

tribution that is not specifically investigated through the model in this thesis.

Model-dependent fit When including the signal expectation in a so-called model-dependent

fit, the signal and control regions are used simultaneously. Under the signal-plus-background
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hypothesis, a normalisation factor for the signal expectation as well as for the backgrounds
is extracted simultaneously. If the CL; value for a specific signal point falls below 0.05 (95 %

confidence level), this signal point is excluded.

Within all performed fit strategies, a total error on the background estimation is extracted,
based on the normalisation factors and nuisance parameters in the fit. The overall background
error is following error propagation and includes a term with a correlation coefficient between
different nuisance parameters and normalisations. This correlation can lead to larger or smal-
ler overall errors than the uncorrelated squared sum of the single uncertainty errors would.
All fits are performed using the HISTFITTER software framework [133], with dependencies to
HistFactory [136].

5.12 Results

To test the background-only hypothesis versus the signal plus background hypothesis, a com-
plete statistical model in the form of a likelihood is used. This likelihood as given in equa-
tion (5.14) is simultanesously fitted in all control regions to extract normalisation factors on
the backgrounds defined through control regions. The result of the simultaneous likelihood
fit for these normalisation factors can be seen in Table 5.15, which includes a normalisation
of the Multi-jet contribution extracted in CRA-LM, a W+jets normalisation (W-CR) as well as
a top background normalisation for the high mass case (TCR-HM). All values of normalisation
factors described here are extracted simultaneously and therefore taking into account the effect

of one normalised background onto another in each control region.

Normalisation factor
HMJLow 1.00+0.04
Uw 1.04 +0.09
MropHigh 0.71+0.11

Table 5.15: Normalisation factors for the Multijet contribution (ips71.01,) as well as W+jets and Top contribution.

Including CR-A of the ABCD multijet estimation for the low mass scenario (see Table 5.5) into
the likelihood allows for a normalisation factor of the Multi-jet background. This is accounting
for residual effects of the ABCD method (section 5.9.1), which is performed before the likeli-
hood construction. A comparison of a kinematic distribution in CR-A of the low mass scenario
before the background-only fit with the multijet VR-F (MJVR) is given in Figure 5.29. Clearly,
the agreement of data and SM expectation in the control region is very good, even pre-fit (see

Fig. 5.29a). This is confirmed in the validation region (see Fig. 5.29b) post-fit.

An overview of the pre and post-fit yields in the control regions and validation regions can be

seen in Table 5.16.

In the simultaneous fit described here, the multi-jet contribution in both SR-LM and SR-HM
is normalised according to the normalisation factor extracted in the Low-mass control region.

The multijet normalisation factor is compatible with unity. The W+jets normalisation is equaly
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Figure 5.29: pre-fit Multijet CR-A (as defined in the ABCD method in section 5.9.1) and post-fit MJ-VR.
WCR WVR  TCRHighMass TVRHighMass CRALowMass VRFLowMass
Observed events 25728 6662 96 12 1505 40
Fitted bkg events 25727.93 £160.69 7051.84 +937.00 96.00£9.79 14.26 +£2.29 1505.00 £ 38.79 32.95+9.08
Fitted top events 812.54+122.41 131.12+21.28 73.90+10.12 12.00+2.20 5.24+1.55 099:%83
Fitted Zjets events 2529.37£1242.66 737.12+£254.42 4.31+1.92 0.81+0.35 32.85+16.36 9.30+2.45
Fitted Wjets events 21735.92+1292.76 6055.62 + 869.02 13.69+1.28 1.09+£0.13 33.33+£3.01 1.39+1.31
Fitted Higgs events 20.70+4.41 549+1.23 0.98+0.22 0.13+0.03 0.53+0.11 0.25+0.06
Fitted Multiboson events 629.40+175.98 122.50+37.76 3.13+1.12 0.22+0.08 2.18+0.96 1.47+0.54
Fitted Multijet events 0.00+0.00 0.00+0.00 0.00£0.00 0.00£0.00 1430.86 £42.23 19.54 +8.55
MC exp. SM events 25334.52 +1840.56 6902.77 + 896.15 126.13£6.74 19.20+2.16 1505.00£47.18 32.92+9.07
MC exp. top events 1148.86 +60.75 185.39+15.50 104.49 £5.57 16.97£2.02 5.24+1.56 099:%83
MC exp. Zjets events 2529.68 +£1248.79 737.16 £ 255.66 4.31+1.93 0.81+0.35 32.85+16.46 9.30+2.47
MC exp. Wjets events 21005.88 +1110.67 5852.24 £739.21 13.23+0.48 1.06 £ 0.09 32.21+£0.95 1.35+1.26
MC exp. Higgs events 20.70+4.44 549+1.24 0.98+0.22 0.13+0.03 0.53+0.11 0.25+0.06
MC exp. Multiboson events 629.40+177.17 122.50 +38.00 3.13+1.13 0.22+0.08 2.18+0.97 1.47+0.54
MC exp. Multijet events 0.00£0.00 0.00+0.00 0.00£0.00 0.00+0.00 1431.98 £42.07 19.55+8.51

Table 5.16: Summary of post and pre-fit Yields in all control and validation regions

compatible with unity within the associated uncertainties. This is shown in Figure 5.30, com-
paring the W-CR pre-fit with the post-fit W-VR. A good agreement between data and SM ex-

pectation can be seen.
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Figure 5.30: pre-fit WCR and post-fit WVR.

The top normalisation is leading to a normalisation of the Monte Carlo below its nominal value,

which is motivated by the overestimation of Monte-Carlo simulation with respect to data vis-
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ible in the Top control and validation regions pre-fit. After the background-only fit, a good

agreement between SM prediction and observed data can be seen in Figure 5.31.
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Figure 5.31: pre-fit Top control region and post fit top validation region - showing improvement in the top modelling
through the fit [95].

The uncertainties on the normalisation factors are largely dominated by the statistical uncer-
tainties in the control regions. Other contributions to the uncertainty can come from correla-
tion effects. The normalisation factors and nuisance parameters describing all systematic un-

certainties considered can be correlated. A reduced correlation matrix is shown in Figure 5.32.
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Figure 5.32: Reduced correlation Matrix for the C1N2SS background only fit.

This shows a correlation between the W+jets normalisation and the Z+jets theoretical uncer-
tainties. This correlation is due to the sizeable (yet not dominating) Z+jets contribution in the
WCR and WVR due to the large available statistics in the WCR and WVR compared to other ana-

lysis regions. A small change in the Z+jets yields due to one of the theory uncertainty related
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Uncertainty of channel SRLow SRHigh
Total background expectation 1.96 2.10
Total statistical (/Nexp) +1.40 +1.45
Total background systematic +0.71 [36.22%] +1.08 [51.52%]
Statistical uncertainty +0.48 +0.64
Multi-jet background +0.41 -
MET soft-term resolution +0.26 +0.07
Multi-boson theory uncertainty +0.15 +0.24
Jet energy scale and resolution +0.10 +0.81
Normalization factors +0.05 +0.09
Tau identification and energy scale +0.04 +0.05

Table 5.17: Breakdown of dominating uncertainties in the signal regions

nuisance parameters leads to comparatively large changes in the Z+jets yield, in itself leading

to a smaller necessary W+jets normalisation.

With the normalisation factors extracted in the background only fit, also the systematic uncer-
tainties included in the fit as nuisance parameters are constrained. A post-fit breakdown of the

dominating uncertainties in the signal regions is given in table 5.17.

With this validated background estimation and systematic uncertainties in place, the signal
regions were unblinded. Exemplary kinematic distributions of the unblinded SR-C1N2SS-LM
are given in Figure 5.33 as well as in Figure 5.34 for SR-C1N2SS-HM.
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Figure 5.33: Unblinded signal region distributions for SR-C1N2SS-LM. All normalisation factors extracted in the
background-only fit are applied. The hashed band includes statistical and sytematic errors.

A breakdown of the signal region yields pre- and post-fit can be seen in table 5.18. This shows a
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Figure 5.34: Unblinded signal region kinematic distributions for SR-CIN2SS-HM. All normalisation factors extrac-
ted in the background-only fit are applied. The hashed band includes statistical and sytematic errors.

table.results.yields channel SR-CIN2SS-LM SR-CIN2SS-HM
Observed events 2 3
Fitted bkg events 1.96+0.71 2.10+1.08
Fitted top events 0.0170-52 0.59+0.20
Fitted Zjets events 0.20+0.15 0.5970-83
Fitted Wjets events 0.33+0.25 0.10+£0.05
Fitted Higgs events 0.00%0:08 0.02+0.01
Fitted Multiboson events 0.47+0.20 0.81+0.36
Fitted Multijet events 0.94+0.47 -
MC exp. SM events 1.95+0.71 235+1.14
MC exp. top events 0.0175-92 0.84+0.25
MC exp. Zjets events 0.20+0.15 0.5970-83
MC exp. Wjets events 0.32+£0.25 0.10£0.05
MC exp. Higgs events 0.00%9:08 0.02+0.01
MC exp. Multiboson events 0.47+£0.20 0.81+0.36
MC exp. Multijet events 0.94+0.47 -

Table 5.18: pre and post fit yields in the signal regions

good agreement of the observed yields with the SM expectation within uncertainties. Compar-
ing the pre- and post-fit yields, a clear reduction of the top contribution through its normalisa-
tion is visible. Due to its negligible, negative contribution in the SR-C1N2SS-HM, the multi-jet

contribution is set to a zero value in the fit.

With the simultaneous likelihood fit performed in the background only fit, a statement on the
agreement of the observed events with the background-only hypothesis can be made through
a simple evaluation of the model differences, taking into account the systematic uncertainties.
An overview of this statement in terms of significances in measures of standard deviations is
given in Figure 5.35, showing a visualisation of the post-fit yields in all validation and signal
regions; also including the Multiboson validation region. A good agreement between data and

SM expectation, within the uncertainties can be observed throughout all regions.
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Figure 5.35: Pull Plot: Summary of all validation and signal regions included in the background only fit and the
significance of the difference of background estimation compared to observed data .

5.13 Interpretation

With no significant excesses observed in the signal region, the observed results were interpreted
in a model-dependent as well as model-independent approach described in the following sec-

tions.

5.13.1 Model dependent interpretation

As described in previous sections (sec. 5.1 and 5.8.2), the signal regions were designed to have
sensitivity to the simplified model describing the production of a 7 and )Zg . Using the CLs
approach described in section 5.11, a hypothesis test is performed for mass parameter value
highlighted in section 5.4. Mass points with a CLs value below 0.05 are excluded. This can be
seen through the exclusion contours in figure 5.36a, 5.36b and 5.36c. The CLs value can be
calculated for each signal region independently, as well as the statistical combination of both
regions. The contours are shown in the j(‘l) versus )ZI—' mass plane, with the stau mass parameter
x =0.5. The expected limit as dashed line is describing the limit up to which all enclosed mass
points are excluded at a 95% confidence level, assuming that the observed data is equivalent
to the SM expectation. This is a measure of the designed analysis sensitivity and is accompan-
ied by the ’yellow band, visualising how the expected limit shifts when varying the associated
experimental uncertainties by +10xp. This experimental uncertainty band includes all exper-
imental and theoretical systematic uncertainties on the background estimations as well as on
the signal prediction, apart from an inclusive cross section uncertainty on the signal prediction.
This uncertainty purely due to the inclusive cross section uncertainty on the signal expectation

is visualised in the dashed red band around the observed limit in Figure 5.36c.

The region SR-CIN2SS-1LM (Fig. 5.36a) is able to exclude mass points with low masses and to-
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Figure 5.36: Exclusion limits in the SR-C1IN2SS-LM (a), SR-C1N2SS-HM (b) as well as both signal regions statistically
combined (c)

wards the kinematic diagonal. The region SR-CIN2SS-HM is pushing the analysis sensitivity
towards higher chargino masses (Fig. 5.36b). The statistical combination of SR-C1N2SS-LM
and SR-C1N2SS-HM is decreasing the associated statistical uncertainty and therefore further
increasing the analysis sensitivity. As can be seen both in the SR-C1N2SS-HM as well as in the
combined exclusion contour, for high 7T masses the observed exclusion is weaker than the ex-
pected exclusion reach. This is due to a slight fluctuation in observed data in the SR-CIN2SS-
HM compared to its nominal SM expectation. This fluctuation is well within the systematic
uncertainties (within the yellow band). Masses of the lightest chargino up to 960 GeV for mass-
less lightest neutralinos were excluded. Mass differences between the )ZI—' and 72(2) as little as 30

GeV have been excluded for a 7 mass of 80 GeV.
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5.13.2 Model independent interpretation

The most general result of any BSM search is offered through model-independent interpreta-
tions. This neglects any asssumption of the shape or yield of a signal model and offers an upper
limit on the visible cross section. In both signal regions, an upper-limit, model-independent, fit
is performed to extract the highest possible cross section that a BSM signal could have in order
for the analysis to have noticed the contribution within 95% confidence level. This is measured
through the maximum number of signal events that can populate the signal regions in order to

still be in agreement with the background-only hypothesis.

Signal channel €)% bl ey lfbl SO Sexp CLg  p(s=0)(2)
SR-C1N2SS-LM 0.03 0.03 4.7 4678 056 0.41 (0.23)
SR-CIN2SS-HM 0.04 0.04 62 50721 073 0.39 (0.29)

Table 5.19: Listed are the observed and expected 95% CL upper limit on the visible cross section ((ea)?}%x, (ea)gi p
respectively), the upper limit on the number of signal events (Sﬂ%s /exp) as well as the confidence level for the
background-only hypothesis CLg. The last column describes the discovery p-value.

The results of the model-independent upper limits are shown in table 5.19. Listed are the ob-

2%3, (ea)gip respect-

) as well as the confidence level

served and expected 95% CL upper limit on the visible cross section ({eo’)

95
obsl/exp

for the background-only hypothesis CLg. The last column describes the discovery p-value.

ively), the upper limit on the number of signal events (S

The largest difference between observed and expected upper limit on the signal events can be
seen in SR-CIN2SS-HM, with an expected Sgip of 5.0%24, whereas the observed limit reaches
6.2. This is due to the slight upward fluctuation in data in the SR-C1N2SS-HM, allowing for a

larger potential signal contribution.

5.14 The opposite sign analysis

As was discussed in section 5.2, the simplified model under investigation in the same-sign di-
tau final state search described above has been previously searched for in partial Run-2 data in

an opposite-sign di-tau final state [99].

This opposite-sign di-tau final state search has been re-optimised for the full Run-2 data set and

statistically combined with the same-sign analysis to improve the overall model sensitivity.

The author has not been involved in the design of the opposite-sign analysis, they have been
developed alongside each other with a final statistical combination in mind, sharing the data
and Monte Carlo samples described in section 5.4. The statistical combination has been per-
formed by the author. For context, a quick overview of the opposite-sign analysis is given in the

following.

Two separate analysis strategies have been developed for the two simplified models targeted
(see Fig. 5.37. One for the chargino pair ()ZI—' )Zi—' ) production (Fig 5.37b) and one for the

chargino-neutralino (y7 )Zg ) production (Fig 5.37a). The signal regions used to target the two
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+ ~+

(a) ()ZI—’ 5{8 ) production (b) ()(f 1 ) production

Figure 5.37: Simplified models considered in the opposite-sign analysis.

scenarios are not orthogonal. Therefore separate exclusion fits are performed for the two scen-
arios. If the 7 mass is assumed to be equal to the 5((2) mass in the chargino pair production
model, the sensitivity of the opposite-sign analysis can be estimated to both scenarios jointly.
This is done in the (f] 722 ) signal regions. This combined sensitivity and combined exclusion
contour of the opposite sign analysis is used for the statistical combination with the same-sign

analysis.

Theleading background contributions for the opposite-sign analysis are Multi-jet, Multi-boson,
Wijets as well as Z+jets contributions. An ABCD method similarly to the one described in sec-
tion 5.9.1 is used to estimate the Multi-jet contribution in the signal regions. A dedicated W+jets
control and validation region is defined in a final state including a muon and a hadronically
decaying tau lepton. Validation regions are defined for top related processes, Z+jets as well as

Multi-boson processes.

5.15 Combined gaugino pair results

A summary of all validation and signal regions considered in both the opposite-sign as well
as same-sign analyses after the analysis-specific background-only fit is shown in Figure 5.38.
Good agreement between the SM expectation and data in all validation regions can be ob-
served. In the SR-C1C1-LM, a slight underfluctuation of data with respect to the SM expecta-

tion can be seen.

Figure 5.39a shows the statistical combination of the opposite-sign and same-sign analyses.
Shown in green is the expected and observed contour of the joint SR-CIN2SS-LM and SR-
CIN2SS-HM exclusion. In blue is given the opposite-sign analyses sensitivity to both the char-

gino pair as well as chargino-neutralino production as achieved in the ()ZI—' )Zg ) signal regions.

To further visualise the gain in sensitivity through both analyses towards the kinematic diag-
onal, the Am()ﬁ—', )Z(l’) is given for low 7(;—' / 5(2 masses. The same-sign analysis extends the sens-
itivity in the di-tau final state to lower mass splittings, down to as little as 30 GeV for a ¥ mass
of 80 GeV. The combined model interpretation is excluding )Zf masses up to 1160 GeV for a

massless 7?(1) , exceeding the sensitivity of previous model investigations. This result presents a
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Figure 5.38: Summary of all validation and signal regions considered in the opposite-sign and same-sign analyses
after the analysis-specific background-only fits [137].
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Figure 5.39: Combined exclusion contours of the opposite-sign and same-sign analysis [137]. In (a) the exclusion
limits at 95 % CL are given in the )ZI—’ / ng versus )Z(l’ mass plane In (b) the same exclusion limits are shown with
respect to the mass splitting Am (¥ xl s 0y in dependency to the 7* 11X Xz mass.

world-leading sensitivity to this simplified model both in the high )ZI—' / )Zg mass range as well as
low mass splittings of Am(¥7, )Z(l)) in a hadronic di-tau final state and has not been investigated

by other experiments to a similar extend.
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CONCLUSIONS

Don't let anyone rob you of your
imagination, your creativity, or

your curiosity.

Mae Jemison

In this thesis, the extensive search program of the ATLAS experiment for supersymmetric parti-
cles was extended with a search for the production of the lightest chargino and next-to-lightest
neutralino decaying via staus into a final state with at least two hadronically decaying tau
leptons. This thesis has extended the Run-2 ATLAS SUSY search program in these scenarios
into a final state with at least two same-sign hadronic taus. This final state had not been invest-
igated during Run-2. The analysis has targeted not only higher )ZI—' / )Zg masses than excluded
by a previous analysis with partial Run-2 data and opposite-sign taus, but also aimed to push
the sensitivity toward scenarios with small mass differences between the )Zg and )Z(l) and low 7

masses. Dedicated signal regions have been designed for both scenarios.

A data-driven method was developed to estimate multi-jet backgrounds populating especially
the low mass signal region. Very good agreement between the background expectation in des-
ignated multi-jet backgrounds has been observed. For top related background processes, a
control and validation region approach has been taken. The choice of regions was designed
to ensure a top background estimation including all type of tau contributions. For SM back-
grounds with a W boson in association with jets, a dedicated strategy replacing one hadronic-
ally decaying tau with a light lepton has been designed. Similarly for the validation of Multi-
boson processes, increased statistics in light-lepton final states have been utilized to estimate

the background reliably.

A variety of experimental and theoretical uncertainties have been evaluated and considered in

this analysis, ensuring a conservative but realistic statistical interpretation of the search results.

No significant excesses have been observed in the designed search regions. The observed data
events in both signal regions are within the SM expectation. In the absence of an excess, this
has been interpreted in 95% confidence level exclusion limits in the )Zf , )Z(l) mass plane, as well

as an additional interpretation in the Am(¥7 , )Z(l’ ) Vs )2‘1) mass plane.
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A statistical combination with a search for the same final state topology in an opposite di-tau
final state has been performed. The combined model interpretation is increasing the excluded
mass range up to )"(I—' masses of 1160 GeV for massless )Z‘l) . The same-sign analysis discussed in
this thesis is significantly contributing to push the sensitivity towards low mass-splittings. This
region is challenging due to its soft decay products, which is especially difficult in hadronic

final states.

These efforts have further narrowed down on SUSY and additionally provided valuable model-
independent results in terms of upper cross section limits on BSM signal contribution, in an
extreme di-tau kinematic phase space. These model-independent results can be re-interpreted

by the theory as well as extended experimental community.

Next to the search for new physics, performance studies of the ATLAS electron trigger have been
presented. These performance studies have provided crucial understanding of electron trigger
behaviour throughout Run-2. Studies on the electron trigger performance in AF2 detector sim-

ulation have highlighted the need to question and reassure previous modelling assumptions.

With Run-3 of the LHC just starting, particle physics has an exciting period ahead. The studies
and analysis presented in this paper present a small but important wheel in the wide search
program and ATLAS operation to continue to learn and unravel the open questions in particle

physics lying ahead.
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A.1 Theoretical uncertainty breakdown

Summary of the theoretical uncertainty values calculated according to the procedure discussed

in section 5.10. All values are given in %.

Top related theoretical uncertainties

Wt single top ttbar Joint top background

OHS aps oHs gps OPDF | Oup | Oug | Ougur | OISR | OFSR

0.0 | +0.0 | 0.0 | +0.0 | +0.0 | +0.0

SR-CIN2SS-LM | +7.7 | +1.5 | +7.8 | 4232 To.o J-ro.o J-ro,o To.o J-ro.o To.o
0.1 | +0.5 | +9.1 | +8.4 | +0.1 | +0.1

SR-CIN2SS-HM | 7.7 | +1.5 | +7.8 | #232 | J-ro.g J_“6.3 J_’5'8 J-ro.o J_ro'l
00 | +1.1 | +0.4 | +0.7 | +0.0 | +0.0

W-CR £9.9 | £155 | +40 | 141 | J_“l_g To.4 J_“O_8 To.o j-Lo.o
0.0 | +0.3 | +0.3 | +0.0 | +0.0 | +0.0

W-VR 3.6 | £110 | +45 | %164 | o J.ro.4 J-ro.s J.ro.o +0.0 +0.0
0.0 | +0.0 | +0.4 | +05 | +0.0 | +0.0

MB-VR £33 | £153 | 49.3 | £17.0 | TO.I J_’0'4 "_“0.4 +0.0 +0'0
0.0 | +0.1 | +0.8 | +0.9 | +0.0 | +0.0

TVR-HM £162 | £5.8 | £10.6 | +22.7 | J_ro‘z J_“l.o Tl.z +0.0 +0.0
00 | +0.1 | +0.9 | +0.8 | +0.0 | +0.0

TCR-HM 162 | £5.8 | 4106 | +227 | TO.I J_“LO J_’O'g +0.0 +0.0
01 | +75 | +6.7 | +15.6 | +1.2 | +05

CRA-LM +7.7 | #15 | +7.8 | +23.2 T0.1 J_r6_5 J_’4_5 J.r1o.z J.r1,z J_“O.S
0.0 | +0.3 | +0.4 | +0.0 | +0.0 | +0.0

VRE-LM £7.7 | £15 | £7.8 | #2832 | 4_“0.4 J-ro.5 J_’O'z J-ro.o J_ro'o

Table A.1: Theoretical uncertainties for the top related standard model background processes

Multi-boson related theoretical uncertainties
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OCKKW | OQSF | OCSSKIN | OPDF | Opup O ug O g, ur
SR-CIN2SS-LM jg? j:;lg +234 | +6.6 _?’fG _11652'6_38 _1185'?0
SR-CIN2SS-HM fg:g? jég +234 | +6.2 _O(fg _117228 _115?;?9
W-CR Tyoo | Laey | EaL [wmno ) BRI T
W-VR fg:gﬁ +7.88 | 4556 | +6.2 _0(')?7 f}'f; _If(‘é
MB-VR +3.25 ”_Lg:gg +4.74 | 473 _?’2‘1 _117333 _210;’9
TVR-HM ig:;g +7.32 | 4334 | +9.6 _‘9’372 _117?;?0 _2;)5;?9
TCR-HM fg:;g +7.32 | 4334 | +84 _Zf4 _234?7 _2116;?6
CRA-LM ar | Tane | s | e | ol ol
VRF-LM e e e A v e iy
Table A.2: MultiBoson theoretical uncertainties
Wijets theoretical uncertainties
OpDF | Oup | Opp | Oppur | OCkkw | OQSF
41 | 48 | 83 | 1221 | 9.16
SRCINZSS-IM | 43 1 45 | 79 | -128 | -5.95 9.16
SR-CIN2SS-HM | +9.6 21?; :(1):3 (;71 +24.23 | +27.12
W-CR +25 3’5(; 2123% _1141‘_29 +1.76 | +1.09
W-VR +23 ‘9;57 2123% _1131‘% +327 | +1.12
MB-VR +2.6 -5(3)'7%1 _1121‘; +84.0 | +22.05 | +38.04
TVR-HM +14.2 | £15.6 | +£7.5 _gfz -f;?:—:l +7.05
TCR-HM +13.1 | +11.0 _22"% flgg {?:gé +14.85
CRA-LM +3.0 _24'?3 _67'_88 ?173 +28.20 | +42.06
VRE-LM +2.4 -Iéi; _11'2 _05;'19 +25.20 | +24.07

Table A.3: W+jets theoretical uncertainties

Z +jets theoretical uncertainties
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OPDF | Our Our | Opgpr | OCKKW | OTQSF
SR-CIN2SS-LM | +19.4 3257 _11?;'_55 _1122 +21.02 | +£20.07
SR-CIN2SS-HM | +17.7 i’i _10'2 _24'3 +18.43 | +18.23
WCR +10.4 | £22.8 | +25.4 | +24.7 | +9.74 | +5.65
WVR +12.9 01?; _1171"13 _1151'?1 +10.59 | +5.21
MBVR +1.5 | +4.5 Iis 4271 +27.65 | +22.32
TVR-HM +2.0 _%i; 5777 _Zg '; :35 +14.94
TCR-HM +1.7 2270 51918 . _75_36 +38.61 é?)'_f;i
0.8 15 07 | -2694 | -5.04
CRA-LM L 02 | Lo 0.3 17.57 | 10.02
VRF-LM +3.0 _11'2 +6.3 _44'; ':;;26 +10.02
Table A.4: Z+jets theoretical uncertainties
Higgs theoretical uncertainties
OPDF | Opug Oup | Ougur | OISR | OFSR
00 | 713 [119.2 | 2236 | 11.1 | 314
SRCINZSS-IM 10 | 60.6 | -80.0 | -124.4 | -10.6 | -15.0
SR-C1N2SS-HM 8:3 -11'545 _%‘Z _11‘23 _227 +17.1
WCR 00 | 01 | 01 | 02 | 0o | *03
00 | 01 | 05 0.7 03 | 244
W-VR 00 | -01 | -03 | -03 | -04 | -25
MB-VR 8:8 _%‘Z _lo'i -11?1 +0.1 | 1.8
00 | 00 | 0.0 0.0 0.0 | 0.0
TVR-HM 00 | 00 | 00 0.0 0.0 0.0
00 | 26 | 70 | 104 | 05 | 47
TCR-HM 00 | -24 | -44 | -64 | -08 | -159
00 | 00 | 0.0 0.0 0.0 | 0.0
CRA-LM 00 | 00 | 00 0.0 0.0 0.0
00 | 00 | 0.0 0.0 0.0 | 0.0
VRE-LM 00 | 00 | 0.0 0.0 0.0 | 0.0

Table A.5: Higgs theoretical uncertainties
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