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Summary

Gravitational waves have had a long and interesting history, and recently have been exper-
imentally confirmed. This and the fact that many areas of physics are beyond the reach
of traditional observational prospects has been the catalyst to new space-based gravit-
ational wave detectors such as LISA being proposed and confirmed for the near future.
Cosmological phase transitions in the early Universe proceed through bubble nucleation
and collision if they are first-order which is thought to produce gravitational waves which
could be detected by these missions, and so a great effort is being expended to scrutinise
how these transitions would proceed and what their controlling factors are. Aspects of
these transitions are difficult to determine however due to most knowledge being limited
to the perturbative regime where couplings are weak, a limitation which is not necessarily
fulfilled by these scenarios.

In this thesis I study the nature of these phase transitions and the type of gravitational
waves they could produce, and then take advantage of the nature of the AdS/CFT corres-
pondence (also called the gauge/gravity duality or holographic principle) which translates
strongly-coupled field theories to weakly-coupled higher dimensional gravitational theories
to be able to reframe the difficult problems in these transitions into more easily tractable
versions. Using this approach I find techniques to determine the most important paramet-
ers that control the phase transition, generally scanning across a broad range of parameter
spaces to ascertain generic features, and then use these to establish whether detectable
gravitational wave signals will be produced in the models I consider.
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Chapter 1

Introduction

The physical Universe, as much as we have attempted to quantify and describe it, is still

a wild west in terms of how little we know. For years before the quantum revolution

physicists thought we knew almost “all there was to know”, and that physics was almost

finished as a field; how similar a position we are in now. In the century since quantum

mechanics was initiated we have learned much about the minutia of the particle world, and

our understanding of the peculiarities of gravity through general relativity has increased

immensely. However, even with crowning achievements such as the Standard Model,

we still recognise the incompleteness of our physical picture. How to reconcile gravity

and the three other fundamental forces in our distinct regimes, why gravity is so much

weaker comparatively, and whether the Universe realises all available symmetries or not

are still cavernous holes in our knowledge. Nevertheless intriguing theories pop up every

so often, and string theory presenting the AdS/CFT correspondence (or holography) is

one of them which can be utilised from subjects as diverse as superconductors all the way

to gravitational waves.

The study of gravitational waves is not a new one, but its ability to explore regions of

the cosmos previously invisible is hard to ignore. The recent experimental confirmation of

gravitational waves by the Laser-Interferometer Gravitational Wave Observatory (LIGO)

in 2015 [4] produced by the merger of two black holes in a binary black hole (BBH) system

has proven that gravitational wave astronomy is a worthwhile endeavour, and therefore

exploring physics in the new paradigm of detection by gravitation as well as the previously

unequalled detection by light is now a feasible goal. This has opened up new windows

for research in previously obstructed areas where light detection could no longer be relied

upon, such as in the early Universe which was opaque to light prior to recombination, or

in black hole systems where light cannot escape the intense gravitational fields.
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In this vein, the use of the AdS/CFT correspondence to study these areas is indeed a

relatively new venture but has so far been exceedingly successful. Its ability to translate

the problems of a strongly coupled regime in a field theoretic sense to a weakly coupled

gravitational sense has been invaluable for exploring areas that have been inaccessible to

conventional perturbation theory. From this, the area of strongly coupled field theories

which dictate gravitational wave spectra has flourished through the dual study of gravit-

ation in one higher dimension. Specifically, applying this technique to gravitational wave

production from first-order cosmological phase transitions has been of particular interest

due to the observational prospects of planned space-based detectors such as the Laser In-

terferometer Space Antenna (LISA) [5, 6], Taiji [7], and TianQin [8, 9]. As the Standard

Model electroweak phase transition is predicted to be a crossover [10, 11, 12], we would

not expect to observe gravitational waves due to a lack of a barrier separating the distinct

phases. However, there are numerous motivations to believe that beyond the Standard

Model effects would lead to the re-obtention of a first-order transition, and so a search for

gravitational waves in this manner is a search for physics beyond the Standard Model.

To fully understand what these signals represent we must delve deep into the dynamics

and energy content of the phase transitions, and this amounts to mastering the funda-

mental parameters which drive the transition; of which fortunately there turn out to be

relatively few. The important parameters boil down to five main quantities: the trans-

ition strength α, the nucleation temperature Tn, the transition rate (in units of the Hubble

parameter) β/Hn, the bubble wall velocity vw, and the speed of sound c2s (which has a

separate value for each phase present). Calculating each requires in-depth treatments of

a certain sector of phase transition physics; the transition strength and sound speed are

calculable from just the thermodynamic parameters, whereas the nucleation temperature

and nucleation rate require complicated field theory derivations to calculate the effective

potential of a bubble. The wall velocity as an out-of-equilibrium quantity requires com-

putation in terms of the microscopic theory, which can be challenging even for weakly

coupled theories [13, 14]. The calculation of these parameters then (barring vw) shall be

the focus of my thesis. By using the holographic principle I will derive calculations to be

able to determine the values of four out of the five, even in strongly coupled theories, and

demonstrate the feasibility of detecting the signals they shall produce in the experiments

mentioned above. The wall velocity, being resistive to yielding its computation even in

weakly coupled theories, has not yet been fully ascertained. Due to this, in our work we

make use of the state-of-the-art treatments which are the most convincing as yet known.
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1.1 Thesis Structure

There are three main pillars necessary for understanding the work done in this thesis: phase

transitions, gravitational waves, and the AdS/CFT correspondence through holography.

All of these work in harmony with their techniques and nuances being critical to the thesis

goal, and so we shall try and go as in-depth with the details as is necessary to have a good

understanding of their place in the research results.

In chapter 2 I go through some very basic concepts in general relativity and cosmology

which will be necessary such as the definitions of curvature tensors and density evolution

to understand the more complex ideas in later sections. I also briefly touch on black holes

and their properties including short derivations for the Hawking temperature TH and the

Bekenstein-Hawking entropy SBH .

In chapter 3 I discuss the formulation of the Standard Model and its content including

the Higgs particle. I then proceed to discuss the Higgs’ interactions with other particles,

how mass can be acquired in the Universe through spontaneous symmetry breaking at

zero temperature, and how this sort of process is part of a larger set of unifications of the

fundamental forces. After this, a brief review of thermal field theory is given so as to be

able to explain how effective actions and potential can be derived at finite temperature,

and we show that the Higgs potential can be broken through thermal effects. I then

motivate beyond the standard model reasons as to why the electroweak phase transition

could be first-order, and describe the dynamics of the transition.

In chapter 4 I move on to gravitational waves and how to derive them from general

relativity as perturbations upon a flat background metric. I discuss the usual gauges which

reduce these equations to manageable levels, and then promote these arguments to curved

background spaces. I then go through the derivation of the gravitational wave spectrum,

detailing all factors which are generally accepted to influence the shape and intensity of

the spectrum and also how this relates to the signal-to-noise ratio. Finally I discuss the

main points of and how to calculate the quantities which characterise the spectrum: α,

β/Hn, Tn, vw, and c2s.

In chapter 5 I now shift gears and begin a whirlwind tour of string theory and related

concepts. I start off giving some base properties for conformal field theories and then

anti-de Sitter spacetimes which are useful to keep in mind. I quickly speak a little about

supersymmetry as it plays an important role in constructing string theory. After this I

move on to describing the different types of string theories: bosonic and superstring, the

latter of which is divided up into five equally valid types. I detail that actually there is a
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web of dualities (formed of S-dualities and T-dualities) which relate all of these theories

together under one umbrella named M-theory. From this discussion of dualities I spring-

board into one major type in chapter 6, namely the AdS/CFT correspondence. I relate

how this can be built up from a string picture and show this in the concrete case of N = 4

supersymmetric Yang-Mills theory. Using this case I motivate how strongly coupled field

theories in d-dimensions can be translated into a weakly coupled gravitational theory in

d + 1-dimensions, then give a “holographic dictionary” which relates the main quantities

on both sides. Lastly I detail how there is a special treatment to renormalise these theories

to make them well-behaved, and then extend these arguments to finite temperature for

use in our papers.

That concludes the background theory, and the rest of the thesis is concerned with the

articles I published during my doctorate.

Chapter 7 is the first paper produced during my research. Using a master function
method and a potential built from a superpotential comprised of two variable quantities,

φM and φQ, a holographic model is explored. Using this holographic duality with a black

hole in the bulk, the thermodynamic properties of the system are found. Deforming the

potential by changing φM , φQ, the parameter space of important quantities is explored

such as latent heat, critical temperature, transition strength, and sound speed. Collating

all this information it is shown where gravitational wave signals could perhaps be detected

with the correct transition rate.

In chapter 8 we follow up on the work in the first paper by attempting to expand

upon what it was lacking. We derive a new method of calculating the effective potential

from holographic considerations, utilising “multi-trace deformations” to ensure that our

model has a first-order phase transition. We demonstrate how the effect of the number of

colours N will act on quantities important for gravitational wave signals, and produce a

parameter scan of the domain wall solutions.

Finally, chapter 9 is our latest paper. In this we use the newly detailed method of

calculating the effective action from the previous paper to explore a holographic model

in a more in-depth way. We numerically produce solutions to the holographic equations

and map out the parameter space by varying the multi-trace operator couplings. Effective

action found, we now fully calculate holographically both the transition rate and nucleation

temperature as well as the transition strength, and so we scan over all these quantities to

demonstrate whether gravitational waves will be able to be detected in this model.
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Chapter 2

Cosmology and General Relativity

In this chapter we shall review some of the machinery which powers the later discussions.

General relativity is an integral part to all concepts in this thesis due to its ability to

describe the effects of gravity through spacetime curvature in much more extreme cir-

cumstances than the flat space that Newtonian gravity is formulated in. Many weird

and wonderful predictions have emerged out of general relativity such as the prediction of

black holes and gravitational waves, both of which have now been observed in nature. As

these concepts are of central importance to this thesis, we shall explore the very basics of

General Relativity here which is necessary for the gravitational wave analysis in chapter

4 as well as some basics of cosmology and black holes, which is necessary for chapters 4,

5, and 6.

2.1 General Relativity Preamble

General Relativity (GR) is built around the equivalence of reference frames. This is a

statement which at its heart describes that there are no “special observers” in the Universe,

and so the fundamental laws act equivalently no matter how the observer is moving in

relation to a reference point, or no matter how spacetime is curved around them. This

idea leads to the invariant quantity of the spacetime interval

ds2 = gµνdx
µdxν , (2.1)

which details how two points are related when they are separated by infinitesimal changes

in time ((dt)2) and space ((dx)2). How these points are related is dictated by the metric

tensor gµν , which describes the underlying curvature of the spacetime in question. In

flat space this general metric simplifies to the flat space metric known as the “Minkowski
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metric”, labelled by ηµν
1. From this metric, curvature tensors can be constructed which

describe properties of the spacetime curvature such as the Christoffel symbols Γρµν , the

Riemann tensor Rτµνρ, the Ricci tensor Rµν , and the Ricci scalar R. The Christoffel symbol

is comprised of the metric and its derivatives as

Γρµν =
1

2
gρτ (∂νgτµ + ∂µgτν − ∂τgµν) , (2.2)

and essentially measures the corrections needed when considering curved space (and so for

ηµν this gives Γρµν = 0). Using the definition for the connection, the Riemann curvature

tensor can be defined through

Rτµνρ = ∂νΓ
τ
ρµ − ∂ρΓτνµ + ΓτνσΓ

σ
ρµ − ΓτρσΓ

σ
νµ . (2.3)

From this we can construct other curvature quantities such as the Ricci tensor

Rµν = Rρµρν = ∂ρΓ
ρ
µν − ∂µΓρνρ + ΓρρτΓ

τ
µν − ΓρµτΓ

τ
ρν , (2.4)

and contracting this with the metric we get the curvature invariant of the Ricci scalar

R = gµνRµν . (2.5)

With those definitions in place we now have everything necessary to describe curvature in

a vacuum. The real power of general relativity however comes from the fact that we can

go beyond the vacuum, and we can equate this curvature to energy and mass distributions

in the form of the stress-energy (or equally named energy-momentum) tensor Tµν . This

allows us to explore the connection between spacetime and matter in the form of the

Einstein equation,

Rµν −
1

2
Rgµν + Λgµν = κ2Tµν , (2.6)

where κ2 is Einstein gravitational constant, related to the gravitational constant G through

κ2 = 8πG, and Λ is the cosmological constant. Often we will make use of the Hilbert

stress-energy tensor when considering gravity coupled to matter. In this way, the stress-

energy tensor is found through a functional derivative of the matter part of the action

Smatter =
∫
ddx
√
−gLmatter with respect to the metric. This produces the tensor

Tµν =
−2√
−g

δSmatter
δgµν

= −2∂Lmatter
∂gµν

+ gµνLmatter . (2.7)

1see appendix G
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2.2 FLRW Cosmology

Shortly after the introduction of general relativity as a theory of gravitation, efforts were

made to explore exact solutions corresponding to physically interesting situations. In an

attempt to model the Universe, Friedmann [15, 16], Lemaître [17, 18], Robertson [19, 20,

21], and Walker [22] devised a set of solutions based on the homogeneous, isotropic, and

expanding metric

ds2 = −dt2 + a(t)2
(

dr2

1− kr2
+ r2(dθ2 + sin2θdφ2)

)
, (2.8)

where a(t) is the scale factor which describes the expansion (or contraction) of the Universe,

and k is a constant representing the curvature of the space. This metric permits three

types of interesting solutions. If we first study a slight transformation of

k → k

|k|
, r →

√
|k|r, a→ a√

k
, (2.9)

we can see that the metric remains the same. As k is now just a quantity divided by its

magnitude it can take only one of three values, namely -1, 0, and +1. The most familiar

scenario is when we set k = 0, which just reduces the metric to flat Euclidean space in

spherical coordinates. With k = 1 we have constant positive curvature which after a

transformation of r = sinχ can only be the metric of a closed 3-sphere. Finally, with

k = −1 we have constant negative curvature and after the transformation r = sinhχ has

a metric of the open 3-hyperboloid.

Working through the curvature equations 2.4 and 2.5 produces

R00 = 3
ä

a
, Rij =

1

a2
(aä+ 2ȧ2 + 2k)gij , (2.10)

and

R =
6

a2
(aä+ ȧ2 + k) . (2.11)

It is normal to treat the constituents of the Universe as perfect fluids, which is described

by the energy-momentum tensor

Tµν = (p+ ρ)uµuν + pgµν (2.12)

where uµ is the four-velocity of the perfect fluid, ρ is the energy density, and p is the

pressure. If we trace over this quantity, we see that we produce a combination of the

pressure and energy density alone as

Tµµ = gµνTµν = −ρ+ 3p . (2.13)
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From these and equation 2.6, we find conditions on the scale factor using the temporal

components: (
ȧ

a

)2

=
κ2

3
ρ− k

a2
, (2.14)

and the spatial components:
ä

a
= −κ

2

6
(ρ+ 3p) . (2.15)

We will mostly just be interested in the temporal equation and so define the Hubble

parameter which dictates how the Universe is expanding or contracting as

H ≡ ȧ

a
. (2.16)

It will be useful for later to categorise the ratio of the energy density to the “critical”

energy density in the Universe, ρcrit, which is simply defined as the energy density found

from equation 2.14 when k = 0. Labelling this Ω, it appears as

Ω ≡ ρ

ρcrit
=

κ2ρ

3H2
. (2.17)

The equations can also be used to inform us how the quantities depend upon time or

temperature. If we utilise the necessity of conservation of energy, ∂µTµν = 0, we see

ρ̇ = −3H(ρ+ p) . (2.18)

It is conventional to define a quantity known as the equation of state which relates the

pressure and energy density directly as p = wρ, so the previous equation becomes (written

in a more useful form)
dlogρ
dt

= −3(1 + w)
dloga
dt

, (2.19)

where we have used that 1
a
da
dt =

dloga
dt . A simple integration shows us that (if the equation

of state is constant) the energy density and scale factor can be related through

ρ ∝ a−3(1+w) , (2.20)

which for instance in the radiation dominated case with w = 1/3 tells us the energy density

is diluted as ρ ∝ a−4.

As the expansion of the Universe will possibly have a large impact on physical quantities

we will be using, we want to understand how quantities will change in time during this

expansion. The cosmological redshift z (which determines expansion through wavelength

shift due to expanding space) can be related to the scale factor a through the relation

a(z) = a0(1 + z)−1 , (2.21)
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where a0 is the scale now (generally taken to be 1). As we know that the scale factor

has a time dependence, we can manipulate the redshift to determine its relation to time

through

dz = d(1 + z) = d
(a0
a

)
= −a0

a2
da = −a0

a
Hdt = −(1 + z)H(z)dt . (2.22)

We can also find a scaling of the temperature from the Universe expansion, which will be

useful later. Under this expansion the blackbody spectral shape is preserved, however the

total energy density and characteristic temperature decrease with the expansion. Thus

the temperature of the CMB as a function of redshift is:

T (z) = T0(1 + z) , (2.23)

where T0 is the temperature observed today. Taking the derivative with respect to z is

simply
dT

dz
= T0 , (2.24)

which can then be converted to a differential with respect to time through the formula we

just found in eq. 2.22 as
dT

dt
= − T0

(1 + z)
H . (2.25)

Finally we can re-enter the definition of temperature in eq. 2.23 to remove the constant

and find
dT

dt
= −H(T )T . (2.26)

These relations can also now translate other quantities into the more useful temperature

dependent form. For instance, eq. 2.20 with w = 1/3 (radiation dominated) can now be

written as ρ ∝ T 4 by noting that H ∝ a−2 is this case from eq. 2.14, which leads to the

relation a(T ) ∝ T−1.

2.3 Black Holes

A hugely important facet that drops out of the study of general relativity is the discovery

of objects in the equations of zero size and infinite density (but finite mass), dubbed “black

holes” for their property of being so gravitationally intense that past a certain limit no

light-cone leads out of the object. The singularities appearing in general relativity come

about due to curvature invariants diverging, and black holes by definition have at least

one event horizon (however in some recent papers the possibility of a naked singularity

has been postulated [23, 24]). The event horizon shields the singularity of a black hole,
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Figure 2.1: Penrose diagram of a black hole showing the causal connections between

regions of spacetime. The label i0 is spacelike infinity (r = ∞), whereas i+ and i− are

future and past timelike infinity (t = ±∞), respectively. I +,I − are lightlike infinities.

and is a hypersurface separating spacetime points connected to infinity by a timelike path

from those which are not [25].

The Schwarzschild black hole is the simplest and first non-trivial solution found, de-

vised by Karl Schwarzschild in 1916 [26], and is a spherically symmetric vacuum solution

to the Einstein equation 2.6 surrounding a mass M , which in the usual four dimensions is

ds2 = −h(r)dt2 + 1

h(r)
dr2 + r2dΩ2

2 , (2.27)

where h(r) is known as a blackening factor and in four dimensions is parameterised by the

radius and horizon radius rh as

h(r) = 1− r

rh
. (2.28)

The horizon radius may also be described in terms of the mass and the gravitational

constant G through the relation

rh = 2GM . (2.29)

The Penrose diagram (which captures the causal relations between different points in

spacetime [27]) for this sort of object in shown in fig. 2.1, with region I corresponding

to normal spacetime, with lines of constant time (red) or space (blue). The black hole

is region II with horizon at rh = 2GM past which nothing can escape, and the true

singularity is the future singularity at r = 0. Region IV is a white hole, and region III is a

causally disconnected spacetime. As I will be considering higher-dimensional theories, it
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will be useful to see how this solution extends in D-dimensions. The metric now becomes

ds2 = −h(r)dt2 + 1

h(r)
dr2 + r2dΩ2

D−2, (2.30)

where the blackening factor is

h(r) = 1−
(rh
r

)D−3
, (2.31)

with the horizon radius in D-dimensions taking the form

rD−3
h =

16πMGD
(D − 2)ΩD−2

. (2.32)

The quantity Ωn is the volume of a unit-n-sphere,

Ωn =
2π(n+1)/2

Γ(n+1
2 )

, (2.33)

where Γ(n) is the Euler gamma function [28]

Γ(z) =

∫ ∞

0
xz−1e−xdx . (2.34)

2.3.1 Hawking Temperature TH

For years black holes baffled physicists with their seeming ability to be the one object

in the Universe to disobey normal rules of thermodynamics, specifically that once an

object passed the event horizon it was lost forever along with the information it carried

and the entropy in the Universe decreased, fundamentally opposing the second law of

thermodynamics that dS ≥ 0. The reason for this was that classical black holes as were

known at the time were subject to the “no-hair theorem” [29, 30, 31], meaning that these

types of black holes could be categorised by only three quantities: the mass of the black

hole M , its angular momentum (whether it was rotating or not) J , and its electric charge

Q. As the black hole’s properties did not include anything else such as entropy (no

“hairy” attributes with which to distinguish one black hole with the same M,J, and Q

from another), when an object was absorbed these three quantities were changed but

the entropy S of the object and the information contained with that quantity vanished,

decreasing the entropy of the Universe. In 1972 however, Bekenstein showed relations

between black hole entropies and area [32] and in 1974 Hawking showed in landmark

papers that black holes do in fact radiate away [33, 34] which in doing so provide the

system with a mensurable temperature known as the Hawking temperature TH . In proving

that black holes do indeed have usual thermodynamic quantities (beginning from either

the entropy or the temperature) then other normal thermodynamic quantities can follow,
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and the temperature being quantifiable as a change in entropy against internal energy

shows that the black hole must have an entropy associated with it or vice versa. We will

begin with the temperature, then move on to the entropy.

The derivation of this temperature is as follows: to begin, extend the metric to a more

general form in which the time coordinate is compactified (known as Eucilidean signature)

ds2 = f(r)dτ2 +
1

g(r)
dr2 + r2dΩ2

D−2 . (2.35)

For the quantities f(r) and g(r), we assume that at the horizon they go to zero at first

order, i.e. f(rh) = g(rh) = 0. Using this information, we can Taylor expand expand

around the horizon as

f(r) = f ′(rh)(r − rh) +O((r − rh)2), g(r) = g′(rh)(r − rh) +O((r − rh)2) . (2.36)

Noting that we have periodicity in τ as well as the constraints of vanishing functions f

and g at the horizon rh, we see that this ensures regularity of Euclidean space. Entering

the forms of the expansion into the metric equation 2.35 we find

ds2 = f ′(rh)(r − rh)dτ2 +
1

g′(rh)(r − rh)
dr2 + r2dΩ2

D−2 + . . . . (2.37)

If we now perform a change of variables of

ρ = 2

√
r − rh
g′(rh)

, (2.38)

the metric can be rewritten as

ds2 =
f ′(rh)g

′(rh)

4
ρ2dτ2 + dρ2 + . . . , (2.39)

and further, we can identify that setting the time coordinate to

dφ =

√
f ′(rh)g′(rh)

4
dτ (2.40)

will take us to cylindrical coordinates. We can therefore integrate equation 2.40 remem-

bering that the time direction is compactified on a circle and periodic in the temperature

to give ∫ 2π

0
dφ =

∫ 1/T

0

√
f ′(rh)g′(rh)

4
dτ . (2.41)

When integrated and rearranged, we arrive at the relation for the temperature of a black

hole,

TH =

√
f ′(r)g′(r)

4π

∣∣∣∣∣
rh

. (2.42)
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2.3.2 Bekenstein-Hawking Entropy SBH

If black holes have a temperature, we expect them to display properties common to other

thermodynamic systems also. We can see an analogy to the first law of thermodynamics

in the result that two neighbouring black hole equilibrium states are related by [35]

dM =
κ

8π
dA+ΩdJ , (2.43)

where M is the mass (or equally Energy in these units), κ is the surface gravity (a quantity

related to the local proper acceleration defined through Killing vectors), Ω is the angular

velocity, and J is the angular momentum of the black hole. We can compare this to a

more familiar thermodynamic relation

dU = TdS + pdV , (2.44)

where U is the internal energy, T is the temperature, S is the entropy, p is the pressure,

and V is the volume. The thermodynamic analogy proposed in Bekenstein [36] and later

Hawking’s [34] papers were then that by analogy one could relate this as (for a non-rotating

black hole)

dM = TdS , (2.45)

and so through eq. 2.43 the temperature is directly related to the surface gravity and the

entropy is directly related to the area. This makes sense so far for the temperature we

calculated in the previous section, as the result we found is indeed simply related to the

surface gravity through TH = κ/2π. For the Schwarzschild black hole, the temperature

is given by eq. 2.42 with f(r) = g(r) = (1 − r/rh) and from this we find a Hawking

temperature of TH = (4πrh)
−1. We can translate this into a mass dependence through

eq. 2.29 as

TH =
1

8πMG
, (2.46)

and so requiring S → 0 as M → 0 we can integrate and find

S = 4πM2G . (2.47)

Finally we can relate this to the area of the black hole through the relations

A = 4πr2h = 16π(MG)2 , (2.48)

and so this leads to the entropy of a black hole in terms of its horizon surface area A and

the gravitational constant G as the famous Bekenstein-Hawking entropy

SBH =
A

4G
. (2.49)
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This result is not limited to just Schwarzschild black holes, nor is it limited to just four

dimensions. We can promote this relation to a general relation for a black hole in any

dimension (which are the consequence of studying GR in different dimensions [37]) by

modifying it to

SBH =
A

4GD
, (2.50)

where GD is just the gravitational constant in D-dimensions.
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Chapter 3

The Standard Model, Phase

Transitions, and Beyond

3.1 The Standard Model

The Standard Model, being the most complete model we have so far of the content of our

Universe, is a non-Abelian gauge theory comprised of the symmetries [38, 39, 40, 41, 42]

SU(3)c × SU(2)L ×U(1)Y , (3.1)

with the subscript c referring to the colour symmetry of SU(3), the subscript L referring to

how only the left-handed fermions transform under the SU(2)L group, and the subscript

Y referring to the weak hypercharge. Each segment of the group symmetries corresponds

to a section of the standard model: SU(3)c corresponds to the strong interaction of the

coloured particles (in the form of quarks and gluons) through quantum chromodynamics

(QCD), whilst SU(2)L × U(1)Y corresponds to the electroweak (EW) sector formed by

both electromagnetism and weak interactions. That both strong and electroweak forces

are introduced as gauge interactions is an essential feature of the Standard Model [43],

but as of yet the final force, gravity, is unable to be reconciled in this hugely successful

theoretical framework. The two main constituents which comprise the Standard Model

are bosons and fermions, distinct in their type of spin quantum number: integer spin

for bosons and half-integer spin for fermions. Due to this, these classes of particles obey

entirely different statistics and therefore have very different properties. Bosons obey Bose-

Einstein statistics while fermions obey Fermi-Dirac statistics, determining the possibility

of multiple occupancy of states. Further to these classifications, the Standard Model is

split up as such:
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• Bosons:

– Gauge Bosons - Vector Bosons W± and Z0, photon γ, gluons g

– Scalar Bosons - Higgs Boson φ

• Fermions:

– Quarks and their antiparticles - Three generations of quarks: up, down (u,d);

charm, strange (c,s); top/truth, bottom/beauty (t,b)

– Leptons and their antiparticles - Three generations of leptons (e−, µ−, τ−) and

lepton neutrinos (νe, νµ, ντ ) .

Let us first examine the fermionic section. The fermionic matter fields are chiral, allowing

for projection into components based on whether they are “left-handed” or “right-handed”.

The projection operators for this chirality are defined as

PL =
1− γ5

2
, PR =

1 + γ5

2
(3.2)

where γ5 is the product of the four other gamma matrices as γ5 = iγ0γ1γ2γ3 which are

in turn formed through the Pauli matrices σi as γ0 = σ3 ⊗ I, γi = iσ2 ⊗ σi. With our

projection operators, if we act upon a fermionic field we retrieve the projected fields as

ψL = PLψ , ψR = PRψ . (3.3)

As the weak force only displays interaction with left-handed chiral fermions (a right-handed

fermion is neutral under the weak force) we see that the left-handed particles transform as

SU(2) doublets under weak isospin SU(2) transformations but the right-handed particles

are SU(2) singlets. Due to this distinction then, we shall denote our particle specifies as

follows: the quarks will be formed into the quantity

qaL =

u

d


L

,

 c

s


L

,

 t

b


L

 , (3.4)

where a is the generation index, which will later be used as the SU(2) index. We will

therefore define a quantity with the up quark and quarks with similar properties as

uaR = (uR, cR, tR) , (3.5)

and a quantity with the down quark and quarks with similar properties as

daR = (dR, sR,bR) . (3.6)



17

Similarly, the leptons will be formed into

laL =

 e

νe


L

,

 µ

νµ


L

,

 τ

ντ


L

 , (3.7)

which have related right-handed quantities, with the leptons as

eaR = (eR, µR, τR) , (3.8)

and the lepton neutrinos as

νRL = (νe,R, νµ,R, ντ,R) . (3.9)

Now let us turn to the bosonic section. Looking back to the symmetry group of the

standard model we can identify the gauge fields related to the generators of the group

algebra as

SU(3)c × SU(2)L × U(1)Y ,

8Gαµ 3W a
µ Bµ

where Gαµ are the gluons which mediate the strong force and provide “colour” charge to

any particle which interact with them, of which there are eight spin-1 types; W a
µ are the

vector bosons which mediate the weak force, of which there are three spin-1 types; and

Bµ which is a singular spin-1 particle that is related to the mediation of the hypercharge

interactions. From this then, we can write the Lagrangian of the Yang-Mills section of the

Standard Model with the interactions of the matter section as

LSM ⊃ LYM = −1

4
GαµνG

αµν − 1

4
W a
µνW

aµν − 1

4
BµνB

µν

− iqγµDµq − iuγµDµu− idγµDµd− ilγµDµl − ieγµDµe ,

(3.10)

where
Bµν = ∂µBν − ∂νBµ ,

W a
µν = ∂W a

µ − ∂W a
ν + g2εabcW

b
µW

c
ν , a = 1, 2, 3

Gαµν = ∂µG
α
ν − ∂νGαµ + g3fαβγG

β
µG

γ
ν , α = 1, . . . , N2

c − 1 ;

(3.11)

here Nc is the number of colours which in the Standard Model is 3, εabc is the Levi-Civita

symbol (structure constant for SU(2)) and fαβγ is the structure constant for SU(3) which

satisfy

[σa, σb] = 2iεabcσc and [T a, T b] = ifabcT
c , (3.12)

where σa and T a are the generators of the groups. It is useful to remember that the

positioning of these labels is arbitrary and can be changed with no change to the quantity
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i.e. fabc = fabc. Also present are g2 and g3 which are the coupling constants of the strong

and weak force respectively; the coupling constant to U(1) will relatedly be labelled g1.

The covariant derivatives contained in equation 3.10 act in various ways depending upon

the quantity they act on, so for completeness these are found by:

Dµq
a =

(
∂µ +

ig1
6
Bµ −

i

2
g2σaW

a
µ −

i

2
g3λαG

α
µ

)
qa ,

Dµu
a =

(
∂µ +

2ig1
3
Bµ −

ig3
2
λαG

α
µ

)
ua ,

Dµd
a =

(
∂µ +

ig1
3
Bµ −

ig3
2
λαG

α
µ

)
da ,

(3.13)

for the quarks, and:

Dµl
a =

(
∂µ +

ig1
2
Bµ −

ig2
2
σaW

a
µ

)
la ,

Dµe
a =

(
∂µ +

ig1
2
Bµ

)
ea ,

Dµν
a = (∂µ) ν

a ,

(3.14)

for the leptons. The varying factors in front of the Bµ terms simply arise from the different

hypercharges Y which is the generator of the U(1)Y group.

As we can see, in equation 3.10 there are no mass terms. For our symmetry group of

SU(3)c×SU(2)L×U(1)Y to be satisfied the Lagrangian we have formed must respect gauge

invariance. This requires that only singlet terms can be included in the SM Lagrangian,

precluding the ability for massive fermionic and gauge fields in this group initially.

The only other piece to now discuss is the final boson present in our previous discus-

sion, a scalar named the Higgs boson. Long theorised, the Higgs particle was finally truly

discovered in 2012 at CERN [44]. This scalar is hugely important to the Standard Model

for providing masses to the other particles and in the mechanism of spontaneous elec-

troweak symmetry breaking (EWSB), which will be discussed further in the next section.

The Higgs Lagrangian is given by

LSM ⊃ LHiggs = −(Dµφ)
†(Dµφ)− V (φ†φ) , (3.15)

where V is the most general renormalisable potential invariant under SU(2)L × U(1)Y

which can be shown to be at tree level (up to constant redefinitions)

V (φ) = µ2φ†φ+ λ(φ†φ)2 , (3.16)

and the covariant derivative acting upon the Higgs is given by

Dµφ = (∂µ −
ig1
2
Bµ −

ig2
2
σaW

a
µ )φ . (3.17)
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The masses therefore come through the interaction of the gauge fields and fermions with

the Higgs particle by spontaneous symmetry breaking (SSB), known as Yukawa interac-

tions, in which they acquire mass proportional to the vacuum expectation value (v.e.v.)

of the Higgs field. The Lagrangian piece produced from these interactions is

LSM ⊃ LYukawa = qahuu
bφ̃+ qahdd

bφ+ lheeφ+ lhννφ̃+ h.c. , (3.18)

where hu, hd, he, and hν are the 3 × 3 Yukawa coupling matrices and h.c. indicates the

inclusion of the hermitian conjugates of the terms. The Yukawa couplings reduce the

global symmetries of the gauged kinetic terms to four phase symmetries, baryon number

and the three lepton numbers [45].

Altogether then, we can write the Lagrangian of the Standard Model as

LSM = −1

4
GαµνG

αµν − 1

4
W a
µνW

aµν − 1

4
BµνB

µν

− iqaγµDµqa − iuaγµDµua − idaγµDµda − ilγµDµl − ieγµDµe

− (Dµφ)
†(Dµφ)− V (φ†φ) + qahuu

bφ̃+ qahdd
bφ+ l

a
hee

bφ+ l
a
hνν

bφ̃+ h.c.

(3.19)

3.2 Symmetries and Breaking

We now wish to understand exactly how the symmetry is spontaneously broken and mass is

acquired in the Standard Model. Finding the minimum of the Higgs potential in equation

3.16 using ∂V (φ)/∂φ = 0 gives the condition

|φ|2 = φ†φ = −µ
2

2λ
. (3.20)

For µ2 > 0 the potential is constantly positive, and so the minimum and therefore vacuum

expectation value will be zero. With the coefficient µ2 having a negative value instead the

minimum will be located wherever equation 3.20 is satisfied. As seen in figure 3.1 there is

in fact a continuous ring of degenerate minima which satisfy this condition, and the choice

of one of the infinite states breaks the SU(2)L symmetry by the mechanism

SU(2)L ×U(1)Y → U(1)em , (3.21)

where U(1)em is the symmetry group of electromagnetism.

The Higgs doublet may be parameterised as

φ =
1√
2

φ+

φ0

 =
1√
2

φ2 + iφ3

φ0 + iφ1

 , (3.22)

which leads to

(φ20 + φ21 + φ22 + φ23) = −
µ2

λ
. (3.23)
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Figure 3.1: A schematic representation of the spontaneous symmetry breaking of the Higgs

mechanism. Before SSB, there is a single minimum of the potential with zero expectation

value, after SSB a new ring of minima (actually a 3-sphere for the Standard Model) appear

which have non-zero vacuum expectation values, shown by the black circular arrow.

We can label the real constant that minimises the scalar potential

v ≡
√
φ†φ =

√
−µ

2

2λ
(3.24)

and our U(1) rotational symmetry allows us to choose therefore the real uncharged part

of the doublet φ0 so we may write the doublet as

φ =
1√
2

 0

h(x) + v

 , (3.25)

where h is the scalar field with 〈h〉 = 0. Finally we can see that we acquire a non-zero

vacuum expectation value as

〈φ〉 = 1√
2

 0

v

 . (3.26)

How do the gauge fields we introduced previously correspond to the physical bosons? We

find that the electric charge Q = Y + T 3 actually couples to the combination of

Aµ =
g1W

3
µ + g2Bµ√
g21 + g22

, (3.27)

which is the boson mediating the electromagnetic group U(1)em called the photon. Simil-

arly, the combination

Zµ =
g2W

3
µ − g1Bµ√
g21 + g22

(3.28)
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can be used to define the Z boson. Defining the “Weinberg angle” θW through tan θW =

g1/g2 [46], these relations can be written as

Aµ = sin θWW
3
µ + cos θWBµ ,

Zµ = cos θWW
3
µ − sin θWBµ .

(3.29)

Through the commutation relations [Q,T 3] = [Q,Y ] = 0 we recognise that this implies

both the photon and Z boson have neutral electric charge, and so we label the Z boson Z0.

Considering the other W gauge fields generated by T 1 and T 2 the commutation relations

now give [Q,T 1 ± iT 2] = ∓(T 1 ± iT 2), showing they hold electric charge. The W bosons

are then

W±
µ =

1√
2
(W 1

µ ∓W 2
µ) . (3.30)

Looking at our Higgs covariant derivative in equation 3.17 we see that from interactions

with this Higgs particle the gauge bosons acquire mass through (truncating to terms

quadratic in the fields)

|Dµφ|2 =
v2

8

(
g22W

−
µ W

+µ + (g21 + g22)ZµZ
µ
)
+ . . . , (3.31)

where we can read off the masses as (using the definitions for the γ, Z, and W fields in

equations 3.27, 3.28, and 3.30 respectively)

mW =
1

2
vg2 , mZ =

1

2
v
√
g21 + g22 , mγ = 0 , (3.32)

giving three massive gauge bosons and a massless photon exactly as expected.

Let us now consider these symmetries and concepts in a more realistic matter, where

temperature dependence plays a role. Temperature dependence clearly plays a funda-

mental part in modelling the properties of the Universe, and the symmetries held by the

Standard Model are obviously not exempt from that. Symmetry restoration at increasing

temperature takes multiple forms, not least of which includes the Higgs mechanism break-

ing the electroweak SU(2)L×U(1)Y to only the electromagnetic symmetry U(1)em which

was just discussed. Previously thought of as completely separate forces, the electromag-

netic and weak force were shown to unify past the unification energy scale of 246 GeV (a

temperature of about 1015 K) into a single force in the Standard Model by Glashow, Salam,

and Weinberg. Indeed we could expect this sort of behaviour for all of the known forces of

the Standard Model as the temperature rises further. Georgi and Glashow showed that for

an SU(5) gauge group past about 1014 GeV (around 1027 K) [47], there could be the the

unification of strong, weak, and electromagnetic forces known as the Grand Unified Theory

(G.U.T.); obtention of such a theory being prized as a main objective of modern physics.
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Figure 3.2: Energy scales and evolution of the fundamental forces, showing their possible

unifications in the early Universe.

Moving past even that is the possibility of an all-encompassing “Theory of Everything”

(T.O.E.) at extremely high temperatures which unifies all four forces into one fundamental

force from which everything can be derived. These unifications and approximate energy

scales are represented pictorially in figure 3.2.

We would like to look at what this temperature dependence could mean for the Higgs

mechanism we explored previously then. To do so we shall have to branch out into

quantum field theories at finite temperature known as thermal field theories, and so for

full understanding we shall now take a look at the basics of these TFTs.

3.2.1 Thermal Field Theory

For field theories at finite temperature, everything is derived from the partition function

Z. The partition function is a quantity which effectively describes the probability of

finding a system in a given state or the number of ways you can partition microstates,
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and in quantum field theory it is the generating functional of all correlation functions.

In considering these types of field theories we must take into account not only the usual

quantum fluctuations but also thermal fluctuations from interactions with the thermal

“bath”. The canonical partition function where the system can exchange heat with the

thermal bath and is therefore a function of temperature is defined as

Z(T ) ≡ Tr[e−βĤ ] , (3.33)

where β = 1/T is the inverse temperature and Ĥ is the Hamiltonian of the system; the

trace is taken over the full Hilbert space. We can therefore calculate expectation values

of operators through

〈O〉 = 1

Z
Tr[Oe−βĤ ] , (3.34)

with Z normalising the operator. If we think about the form for the partition function

displayed in equation 3.33 we recognise that is appears very similarly to the form of the

unitary operator U = e−iĤt in quantum field theory which describes how a system evolves

in time. If we therefore consider this operator between two points in time U(t1, t2) =

e−iĤ(t1−t2) and perform a Wick rotation (the process of transforming from Minkowski to

Euclidean space by analytically continuing through t→ −iτ) we see

U(τ1, τ2) = e−Ĥ(τ1−τ2) = e−βĤ , (3.35)

where β has been identified with the imaginary time difference. We can also explore what

effects this sort of continuation would have on functions of interest such as the two-point

correlator. Looking at the correlation between two operators at different spacetime points

and inserting a complete set of states we find (using the cyclical nature of traces)

〈O(t1,x)O(t2,y)〉 =
1

Z
Tr[O(t1,x)e−βĤeβĤO(t2,y)e−βĤ ]

=
1

Z
Tr[O(t1,x)e−βĤei(−iβĤ)O(t2,y)e−i(−iβĤ)]

=
1

Z
Tr[O(t1,x)e−βĤO(t2 − iβ,y)]

= 〈O(t2 − iβ,y)O(t1,x)〉 ,

(3.36)

which demonstrates that the thermal field theory has temporal dimension compactified

on a circle with circumference β = 1/T due to the periodic boundary conditions in t2

necessitated by equation 3.36. If we consider what this does to a Lagrangian, and taking
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the example of a real scalar field, we find when Wick rotating:

L =

∫
d4x

(
−1

2
(∂tφ)

2 +
1

2
(∂iφ)

2 − V (φ)

)
(3.37)

=
t→ −iτ

i

∫ β

0
dτ

∫
d3x

(
1

2
(∂τφ)

2 +
1

2
(∂iφ)

2 − V (φ)

)
(3.38)

= i

∫
d4xLE . (3.39)

What we see therefore is that the implication of Wick rotating to obtain a thermal field

theory is that we always go from a Minkowskian theory to a Euclidean theory, and the

formalism of this technique is known as imaginary time formalism. Converting this then

to the quantum field theory description, the generating functional as we previously called

it can be written in Wick rotated imaginary time form as

Z =

∫
Dφe−SE =

∫
Dφ exp

(
−
∫ β

0
dτ

∫
d3xLE

)
(3.40)

where we have described it in path integral form. From this quantity then we may obtain

the desired thermodynamic observables of the free energy F , the average energy E, and

the entropy S through the standard relations of

F = −T logZ ,

E =
1

Z
Tr[Ĥe−βĤ ] ,

S = −∂F
∂T

= logZ +
1

TZ
Tr[Ĥe−βĤ ] = −F

T
+
E

T
.

(3.41)

In this work we will always use these quantities per unit volume through

f =
F

V
, ρ =

E

V
, s =

S

V
, (3.42)

and so we can multiply the final relation in equations 3.41 by temperature and write the

relation

w ≡ sT = ρ+ p . (3.43)

3.2.2 Effective Actions and Potentials

With some idea of how to extend quantum field theories to finite temperature, let us see if

we can now calculate how higher orders in loops and thermal effects would alter the Higgs

mechanism in the Standard Model, which was first studied in [48, 49, 50, 51]. First we

will have to explore normal quantum one-loop corrections to get a feel of the machinery of

calculating these intricate processes, and then we will move on to the thermal analogues.
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To do this we shall need to look at the effective potential of the thermal situation, and

so need to understand some details about quantum generating functionals. In a quantum

field theory the generating functional determines correlation functions. There are multiple

types of generating functional, with Z[J ] being the most fundamental type determining

all correlation functions which is most closely related to the partition function; here J(x)

is the source to the dual operator φ(x). The other two we shall consider are W [J ] and

Γ[φ]. We can define W [J ] through its relation to Z[J ], and so is defined by

Z[J ] ≡ eiW [J ] . (3.44)

This functional contains the information of and generates the connected Green’s functions,

a subset of which that are important to us are the one-particle irreducible (1PI) Feyn-

man diagrams which can have an internal line cut and still stay connected. Specifically,

these 1PI diagrams are generated by the “effective action” Γ[φ] which takes into account

quantum corrections to the classical action and is defined through a Legendre transform

of the connected generating functional as [52]

Γ[φ] ≡W [J ]−
∫
ddxJ(x)φ(x) . (3.45)

From this, the classical field or expectation value is found as

〈φ(x)〉J =
1

Z[J = 0]

∫
DφeiS+

∫
J(x)φ(x)d4xφ(x) =

δW [J ]

δJ(x)
. (3.46)

We start from the Green’s functions which can be written in the suggestive form of the

n-point correlation functions as

G(n)(x1, . . . , xn) =
(−i)n

Z[0]

δ

δJ(x1) . . . δJ(xn)
Z[J ] . (3.47)

From this we see that we can now expand the generating functional Z[J ] in a power series

of J , to obtain its representation in terms of these n-point correlation functions (Green

functions) as

Z[J ] = Z[0]

∞∑
n=0

in

n!

∫
dx1 . . . dxnG

(n)(x1, . . . , xn)J(x1) . . . J(xn) ; (3.48)

a similar thing can be done for W [J ] if we modify the correlation function to the connected

Green’s functions G(n)
c (x1, . . . , xn) to give

iW [J ] =

∞∑
n=0

in

n!

∫
dx1 . . . dxnG

(n)
c (x1, . . . , xn)J(x1) . . . J(xn) . (3.49)
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Finally we can extend this perturbative expansion to the effective action by now expand-

ing in powers of φ̄ and considering the one-particle irreducible (1PI) Green’s functions

Γ(n)(x1, . . . , xn) which are defined through

Γ(n)(x1, . . . , xn) =
δ

δφ̄(x1)
. . .

δ

δφ̄(xn)
Γ[φ] (3.50)

to give

Γ[φ̄] =

∞∑
n=0

1

n!

∫
dx1 . . . dxnΓ

(n)(x1, . . . , xn)φ̄(x1) . . . φ̄(xn) . (3.51)

Specifically, these Green’s functions encode the 1PI n-point correlation functions due to

〈φ(x1) . . . φ(xn)〉1PI = Γ(n)(x1, . . . , xn)
∣∣∣
J=0

. (3.52)

To define the effective potential we will need the effective action in terms of momentum,

so we will Fourier transform Γ(n)(x1, . . . , xn) as

Γ(n)(x1, . . . , xn) =

∫ n∏
i=1

(
d4pi
(2π)4

eipixi
)
Γ(n)(p1, . . . , pn)(2π)

4δ(4) (p1 + . . .+ pn) . (3.53)

Combining this with equation 3.51 allows us to find the effective action in terms of mo-

menta as

Γ[φ̄] =

∞∑
n=0

1

n!

∫ n∏
j=1

(
d4xjφ̄(xj)

) ∫ n∏
i=1

(
d4pi
(2π)4

eipixi
)
Γ(n)(p1, . . . , pn)(2π)

4δ(4) (p1 + . . .+ pn) .

(3.54)

Using the definition of the delta function in momentum space

δ(4) (p1 + . . .+ pn) =

∫
d4x

(2π)4
e−i(p1+...+pn)x (3.55)

instead gives

Γ[φ̄] =
∞∑
n=0

1

n!

∫
d4x

∫ n∏
j=1

(
d4xjφ̄(xj)

) ∫ n∏
i=1

(
d4pi
(2π)4

eipi(xi−x)
)
Γ(n)(p1, . . . , pn) , (3.56)

and then using a similar definition for the delta function in position space

δ(4) (xi − x) =
∫

d4pi
(2π)4

ei(xi−x)pi (3.57)

collapses all integrals except one to leave

Γ[φ̄] =

∞∑
n=0

1

n!

∫
d4xφ̄n(x)Γ(n)(p1, . . . , pn) . (3.58)

The effective action may also be expanded in a derivative expansion in powers of the

external momenta around where all external momenta are zero [53] (which will be useful

later) as

Γ[φ̄] =

∫
d4x

(
−Veff(φ̄) +

1

2
Z(φ̄)∂µφ∂

µφ+ . . .

)
, (3.59)
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where Z(φ̄) is the kinetic term field renormalisation function which only takes the classical

value of one in the tree-level approximation (for perturbative calculations of this quantity

see [54, 55, 56]); this is defined in Minkowski signature. From these definitions then we

can immediately see that the effective potential Veff for a constant field φ̄ is

Γ[φ̄] = −
∫
d4xVeff(φ̄) . (3.60)

Now we make the recognition that since equation 3.59 is expanded where the external mo-

mentum is zero if we consider a similar setup for equation 3.58 we may be able to perform

term-by-term matching to obtain an expression for the effective potential. Expanding

equation 3.58 around zero momentum then gives (showing first term only)

Γ[φ̄] =
∞∑
n=0

1

n!

∫
d4x{Γ(n)(0, . . . , 0)φ̄n(x) + . . .} , (3.61)

and so we can easily see match the effective potential with this initial term by comparing

3.59 and 3.61 to give

Veff = −
∞∑
n=0

1

n!
Γ(n)(0, . . . , 0)φ̄n . (3.62)

With this in hand, we can now look into loop corrections. We stress here that we

perform these calculations in a perturbative setting as it is necessary for conventional

quantum field theory, however this is not the only way. Indeed, later on we shall examine

the effective potential in a non-perturbative sense using holography. We can also briefly

mention the 1/N expansion which is present for perturbation theory, and will have a role

in our holographic discussions later. For theories with internal symmetry groups such as

O(N) and SU(N) (with rank N) we may explicitly introduce the factor 1/N into the self

interaction term and consider the large-N limit, in which we have treated N as a free

parameter. Perturbatively, we will find Feynman diagrams which generate factors of N

to cancel these appearances of 1/N as well as diagrams which retain overall factors of

1/N and higher orders in this parameter; in the limit N → ∞ however only the O(N0)

contributions will remain. More realistically, for a physical theory such as QCD where

the number of colours is known and finite these terms in increasing orders of 1/N will not

disappear, and will instead act as the perturbation series around which the quantum field

theory can be expanded.

The zero-loop effective potential is simply the tree-level potential we already have for

the Higgs, which we shall modify slightly for nicer results to

V (φ) =
1

2
µ2φ2 +

λ

4!
φ4 , (3.63)
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∞∑
n=1

Γ(2n)(0, . . . , 0) = Γ(2)(0, 0) + Γ(4)(0, . . . , 0) + Γ(6)(0, . . . , 0) + Γ(8)(0, . . . , 0) + . . .

= + + + + . . .

Figure 3.3: Summation of all contributing 1PI Feynman diagrams, where dashed lines

correspond to scalar propagators and dots correspond to φ4 interaction vertices.

so for more insight into the effects of Veff we need to go to higher loop orders. The one loop

correction to the potential will be all contributions from one-particle irreducible Feynman

diagrams which we need to sum, and specifically as this theory has Z2 symmetry we need

only consider diagrams with an even number of external legs, as depicted in figure 3.3.

Scalar Feynman Rules

Zero Temperature Finite Temperature

Scalar Propagator i
p2−m2+iε

, pµ = (p0, ~p) i
p2−m2+iε

, pµ = (ωn, ~p)

Vertex Function (2π)4δ(4)(pi) −iβ(2π)3δ(3)(~pi)δ(ωi)

λ

Loop Integral
∫

d4p

(2π)4
iT

∞∑
n=−∞

∫
d3p

(2π)3

Figure 3.4: Feynman rules for a scalar particle with φ4 interaction.

This can be represented formulaically as

Γ(2n)(0, . . . , 0) =
(2n)!

2n

∫
d4p

(2π)4

[(
−iλ
2

)
i

p2 −m2 + iε

]n
, (3.64)

where each part comes from the Feynman rules at zero-temperature laid out in figure

3.4. Specifically, the factor of (2n)! comes from the combinatorics of distributing 2n

particles in 2n external lines; the factor of 1/2n is a symmetry condition accounting

for indistinguishable rotations and reflections; the integral is a consequence of having to
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account for loop momentum; each vertex contributes a factor of −iλ/2 (accounting for

symmetry of exchanging two external lines); and finally each propagator contributes a

factor of (i/(p2 − m2 + iε)). Inserting this expression in to the form for the effective

potential we found before in equation 3.62 we see that to one loop this is

Vone-loop = i

∞∑
n=1

∫
d4p

(2π)4
1

2n

[
λφ̄2/2

p2 −m2 + iε

]n
= − i

2

∫
d4p

(2π)4
log

[
1− λφ̄2/2

p2 −m2 + iε

]
,

(3.65)

where in the second line we have used the relation log(1− x) = −
∑∞

n=0
xn

n . We now note

that the field-dependent effective mass can be defined through the second derivative of the

tree-level potential eq. 3.63, which gives

m2
eff = µ2 +

λφ̄2

2
. (3.66)

We can insert this (recognising that µ2 = −m2 here) and Wick rotate for the one-loop

Coleman-Weinberg potential of

VCW =
1

2

∫
d4pE
(2π)4

log(p2E +m2
eff(φ̄))−

1

2

∫
d4pE
(2π)4

log(p2E +m2) , (3.67)

where only the first term has any dependence upon the field.

These tools we have learned lead us nicely into promoting these arguments to thermal

considerations. We will simplify to considering just the neutral component of the Higgs

doublet (now labelled φ) with the same dynamics and potential as before and see if we can

calculate the effective potential in this case. For the thermal case new Feynman rules can

be calculated, now for Euclidean QFT in periodic imaginary time (which has a relation

to temperature as previously discussed). In this formalism (known as the Matsubara

formalism [57]) instead of continuous values for the momenta there will be a discrete

spectrum. The Feynman rules generated from this approach are shown in fig. 3.4, and

applying these translates eq. 3.65 into

V β
one-loop =

T

2

∫
d3p

(2π)3

∞∑
n=−∞

log(ω2
n + ω2) (3.68)

with ω2 = ~p2 +m2
eff(φ̄). If we just instead consider a function and its derivative

f(ω) =
∞∑

n=−∞
log(ω2

n + ω2) ,
∂f(ω)

∂ω
=

∞∑
n=−∞

2ω

ω2
n + ω2

, (3.69)

we can use the definition for Bosonic Matsubara modes ωn = 2πnβ−1 (which describe the

poles of the Bose-Einstein distribution) to write

∂f(ω)

∂ω
=

2β

π

(
1

2
+

∞∑
n=1

ω̃

n2 + ω̃2

)
, (3.70)
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where ω̃ = βω/2π. The sum is well-defined and has a closed form representation as

∞∑
n=1

a

a2 + n2
= − 1

2a
+
π

2
+

πe−2πa

1− e−2πa
, (3.71)

which we can plug-in to our expression 3.70 along with the definition for ω̃ to find

∂f(ω)

∂ω
= 2β

(
1

2
+

e−βω

1− e−βω

)
. (3.72)

An integration of this gives us the relation (replacing β = 1/T sporadically and ignoring

the ω independent constant)

∞∑
n=−∞

log(ω2
n + ω2) =

2

T

[ω
2
+ T log(1− e−βω)

]
, (3.73)

which we can enter into equation 3.68 to find the one-loop thermal effective potential as

V (φ̄)T =

∫
d3p

(2π)3

[
Ep
2

+ T log(1− e−βEp)

]
Ep=

√
~p2+m2

eff=
∣∣√ω2

∣∣ . (3.74)

This thermal one-loop part can be split up into two sections then, the temperature inde-

pendent vacuum energy density which we define as J0(meff) =
∫
Ep/2 and the thermal

part JT (meff) =
∫
T log(1−e−βEp) so the thermal corrections to the effective potential are

V (φ̄)T = J0(meff) + JT (meff) , (3.75)

where it can be readily identified that the temperature independent part is precisely what

we found for the zero-temperature one-loop corrections. The integral for the temperature

dependent part can be recast in spherical form with the substitution x = p/T and angular

dependence integrated out as

JT (meff) =
T 4

2π2

∫ ∞

0
dxx2 log

[
1− e−

√
x2+y2

]
y=

meff
T

, (3.76)

which has the large temperature (with respect to mass) expansion of

JT (meff) = −
π2T 4

90
+
m2

effT
2

24
−
m3

effT

12π
−

m4
eff

2(4π)2

[
log

(
meffe

γE

4πT

)
− 3

4

]
+ . . . . (3.77)

Inputting the equivalence of effective mass m2
eff = µ2 + λφ̄2/2 we therefore see that the

finite temperature one-loop thermal corrections to the effective potential can be written

with the tree-level potential as

Veff = Vtree(T = 0) + VT =
1

2

(
µ2 +

λT 2

4!

)
φ̄2 + λφ̄4 + . . . , (3.78)

and so we can see that at high temperatures the thermal contributions to the effective

potential will dominate and the expectation value will be zero, but as the temperature
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decreases the symmetry will be spontaneously broken past the critical temperature Tc

which is defined through

T 2
c = −4!µ2

λ
, (3.79)

and past this point the system will develop an expectation value of v.

We also know that the effective potential is intimately linked to the free energy of the

system. In fact, the equation of state can be found through

f = −geff
π2

90
T 4 + VT (φ) (3.80)

ρ = geff
3π2

90
T 4 + VT (φ)− T

∂V (φ, T )

∂T
, (3.81)

where geff is the effective number of relativistic degrees of freedom present in the Universe

at the temperature T ; this is an important quantity, as it can change greatly as the

temperature drops due to expansion. For the Standard Model, this quantity is given

through

geff(T ) =
∑

bosons
gb

(
Tb
T

)4

+
7

8

∑
fermions

gf

(
Tf
T

)4

, (3.82)

which is separated into two parts to represent the contributions of degrees of freedom from

bosons and fermions. In both terms we see a temperature dependence (Tb for each boson

and Tf for each fermion), which takes into account whether particles are relativistic or not

compared to the thermal bath of photons in which they are submerged.
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Figure 3.5: The evolution of the Standard Model degrees of freedom as temperature

decreases in the Universe, produced by a cubic spine of the data provided in Ref. [1] found

through lattice methods.
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In figure 3.5 we plot this dependency upon temperature, showing how the degrees

of freedom decrease as temperature drops in the early Universe towards times closer to

present day. We see for instance that above the value of the top quark mass (mt = 173

GeV) all particles are relativistic and therefore we have the maximum degrees of freedom

(for known particles).

So now we see that indeed in the early Universe when temperatures were high the

electroweak symmetry would be restored, and subsequently as the Universe expanded and

cooled this would be broken through a phase transition from symmetric to broken phase.

This leaves one very large question though: what type of transition would the Universe

undergo from this process? Depending on the shape of our potential the transition would

fall into one of two categories: in second-order transitions the phase transits continuously

from one state to another as the temperature decreases maintaining the Z2 symmetry

throughout, whereas for first-order phase transitions the phase jumps abruptly and dis-

continuously from one state to the other with the potential retaining Z2 symmetry only

for T = 0 and T � Tc.

To explore this we need to include higher order terms from 3.77. Going to the next

order, we have a cubic in meff. If we momentarily consider the limit in which the tree-level

Higgs potential has zero mass (i.e. µ2 → 0) we see that this gives an effective potential of

Veff =
1

2

(
λT 2

4!

)
φ̄2 − T

12π

(
λ

2

)3/2

|φ̄|3 + λφ̄4 + . . . , (3.83)

and we recognise that the appearance of a cubic term with an opposite sign may indeed

be able to cause the potential barrier necessary to facilitate a first-order phase transition.

This would have far-reaching consequences.

In figure 3.6 we see the differences in the potential for a first- and second-order trans-

ition. At the critical temperature Tc the minimum is still just at φ = 0 for the second-order

transition, and below that temperature a new minimum develops which is further from the

origin that the field rolls to, generating an expectation value and providing mass. For the

first-order transition however at the critical temperature there are two degenerate minima

separated by a potential barrier. Lowering the temperature further, the minimum not

located at the origin becomes the “true” minimum of the potential which would be most

energetically stable. For the field stuck at the “false” minimum at the origin blocked by

the hurdle there are but two options: thermally fluctuate over or quantum mechanically

tunnel through the potential barrier.

Let us examine what this would mean in practice for the physical situation of the Higgs

scalar undergoing a first-order phase transition. At high temperatures the Higgs field will
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(a) Second-Order Transition (b) First-Order Transition

Figure 3.6: The progression of the effective potential as the temperature is lowered for a

first and second order phase transition. The second-order transition can be compared to

figure 3.1 as taking a 2D “slice” of the 3D potential plot, with the T = 0 curve correspond-

ing to the spontaneously broken case with m2 > 0 and the T � Tc corresponding to the

symmetric m2 < 0 case, exemplified by the dominance of each term in the φ̄2 coefficient

in equation 3.78 for the respective regimes.

be in a symmetric potential with only one minimum at φ = 0, producing an expectation

value of 〈φ〉 = 0 as v = 0. Due to this, we see from equation 3.32 that no other particle

will gain mass and it is only the Higgs boson which will be massive. As the temperature

lowers a new “meta-stable” minimum appears, which is a false vacuum state compared

to the true ground state. At the critical temperature this minimum becomes equally as

energetically stable as at φ = 0; both states are now true vacuum states. Below Tc the

minimum at φ = 0 is now the metastable vacuum with the other minimum being the true

vacuum. In this configuration it is possible for the field to overcome the barrier, and so

eventually a phase transition will occur as the field jumps from the symmetric minimum

to broken minimum. The presence of a potential barrier dictates that when this process

transpires a bubble of the new, true vacuum state phase will form which will be enveloped

by the false vacuum state; a bubble domain wall will emerge as an interface between the

two phases. For the Higgs scalar transitioning to the broken phase an expectation value is

now obtained exactly as previously discussed, and so inside these bubbles particles acquire

mass from the Higgs field. The nucleation, growth, and collision of these bubbles would
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therefore convert the Universe from a massless state to a massive one in a hugely energetic

process.
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Figure 3.7: The phase diagram of the Standard Model Higgs showing the regions of sym-

metric phase, broken phase, and the regions where different transitions will occur.

Here we must be careful then; does the cubic term in equation 3.83 dictate that there

must be a first-order phase transition? The quick answer is no. Although a cubic term

may indeed allow for a first-order transition, it does not necessitate it; the interplay

between coefficients in the effective potential will instead determine what type of transition

the electroweak symmetry breaking process will go through and so needs more detailed

analysis. We can frame this analysis instead as a consideration of the ratio of Higgs mass

to the W-boson mass (which we consider as mW ' 80 GeV) at various temperatures. If

the ratio of the two is small (. O(1)), then the perturbative evaluation of the thermal

potential we just carried out is reasonably accurate and we find that there is indeed a

first-order phase transition. If we try to extend this perturbative analysis further (i.e.

for heavier Higgs masses which push the ratio past O(1)) we find that the perturbative

analysis breaks down due to Linde’s problem [58] which occurs as the gauge bosons that

are light near the EW symmetric phase cause the high temperature expansion parameter

becomes of the order of unity. However from lattice simulations we know [10, 59, 60, 61, 62]

that as the ratio increases past O(1) the strength of the transition will decrease eventually
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to zero at a critical point, after which the transition is second-order and then a crossover.

For the Higgs mass at zero-temperature the critical point will be at around 80 GeV, and

so the experimentally determined Higgs mass value of 125 GeV would mean that the

Standard Model electroweak phase transition would fall firmly into the crossover region

and no first-order transition would occur. In figure 3.7 we have plotted the phase diagram

detailing where transitions would be first-order, second-order, or crossovers depending on

the mass of the Higgs and the critical temperature.

3.2.3 Beyond the Standard Model Theories and Their Necessity

As we have seen, in the formulation of the Standard Model the electroweak phase transition

will undoubtedly be a crossover, no bubbles will be formed, and mass in the Universe will

be switched on smoothly and continuously. In many ways this would be a disappointing

conclusion for observational prospects; the energy release in bubble nucleation and collision

which would be present in first-order transitions and could leave a lasting observational

signature would be absent in this crossover case.

All is not lost in hoping these processes may still occur though, in fact we have nu-

merous reasons as to why we believe we would recover first-order electroweak transitions

in the physical Universe. To understand these, let us quickly re-examine some points of

the Standard Model. As we stated when we started this chapter, the Standard Model

in its current formulation is a marvel of theoretical ideas from large swathes of physical

understanding which have been masterfully pieced together, and the level of experimental

scrutiny it has stood up to is virtually unparalleled. But it is incomplete. First and fore-

most the Standard Model is fundamentally incompatible with General Relativity, a theory

which shares a similar level of prestige in its ability to stand up to scrutiny; any attempt to

renormalise General Relativity in a quantum field theoretic way inexorably leads to infin-

ites which dictate the conclusion that it is a non-renormalisable [63, 64] (however the SM

can be made into a theory with the symmetries of GR). In addition to this, the inability

for the Standard Model to supply any realistic particle candidate for dark matter (except

for the neutrinos, which still could only account for a fraction [65] and whose masses the

Standard Model fails to account for as well) or provide any explanation for dark energy

(the unknown form of energy that affects the expansion of the Universe) which together

constitute 95% of the total energy content leaves our knowledge of the majority of the

Universe severely lacking (see Ref. [66] for a succinct review with a large list of refer-

ences). Yet another large hole in the particle content of the Standard Model is the lack of
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significant amounts of antimatter. The Standard Model predicts that matter and antimat-

ter should be produced at relatively similar rates and yet we observe a huge dominance

of matter over antimatter with no mechanism of explaining this asymmetry [67, 68, 69].

These are but a few of the shortcomings of the Standard Model; a more comprehensive

study can be found in Ref. [70].

This long list of unexplained phenomena strongly motivates exploring Beyond the

Standard Model (BSM) theories which come in various classes and extend the Standard

Model in one particular way or another. They can appear as simple extensions to the

scalar sector, in which either new singlets [71, 72, 73, 74, 75] or doublets [76, 77, 78, 79]

are added which allow for strongly first-order transitions, or through strongly coupled

sectors leading to areas such as composite Higgs (see [80] for an overview). For example

in the well-known Minimally Supersymmetric Standard Model (MSSM) the cubic term

in the finite temperature effective potential is modified to be much larger through the

thermal loops of new bosonic modes of the light scalar supersymmetric top quark (stop)

[81, 82].

A further class of extensions are the effective field theory models. In these cases, new

physics and degrees of freedom can be added at a scale not in the region of the electroweak

transition, and the effects studied through means of effective field theories. Higher orders

in powers of the Higgs field can be added such as in the Standard Model Effective Field

Theory [83, 84, 85] where these operators will be suppressed by the scale at which the

new physics is at. For instance, a dimension-6 operator (introduced by a φ6 term in the

potential) could be sourced by strongly coupled gravity [86].

A final set of extensions that we shall mention are ones arising from non-standard

numbers of spatial dimensions i.e. warped extra-dimensional models such as in Refs.

[87, 88, 89, 90, 91, 92]. These can provide well-motivated reasons for exploring theories with

higher dimensions such as the ability to produce strongly first-order transitions and also

solve other large discrepancies such as the hierarchy problem [93]. In these the radion (a

scalar produced from the five-dimensional part of the metric) undergoes a phase transition

which can trigger electroweak symmetry breaking in a first-order way.

What we can take from all these ways that there could realistically be a first-order

phase transition in the early Universe is that it is indeed well-motivated to continue on

probing what the Universe would look like if one had occurred; not only is it conceivable

but the possible relics left over from their existence would be tantalisingly rich in new

ways to explore physics. This seems like an avenue that should not be ignored, and so
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we continue under the assumption that a first-order phase transition will occur for the

electroweak symmetry from an unspecified mechanism.

3.3 Phase Transition Dynamics

As previously stated, in a finite temperature setup of a first-order transition past the

critical temperature the most energetically stable minimum will be the one separated from

the field by a potential barrier. This will in turn precipitate either a thermal fluctuation

[94, 95] or quantum tunnelling [96, 97] to the more favourable state; the choice of which

will have an effect on the dynamics of the situation and so therefore this needs to be

understood. To study the dynamics of this sort of electroweak phase transition then we

will consider a situation with a single scalar field which provides contributions to energy-

momentum through

Tµν = ∂µφ∂νφ− gµν
(
gαβ∂αφ∂βφ+ V (φ)

)
. (3.84)

From our previous section we know we can construct the effective action in the Euclidean

metric for our situation, which in 4-dimensions and to first-order in derivatives is

Γ(ψ, T ) = N2

∫ β

0
dτ

∫ ∞

0
d3x

(
1

2
Z(ψ)∂µψ∂

µψ + V (ψ)

)
, (3.85)

where V (ψ) and Z(ψ) are the (as before) effective potential and non-canonical kinetic

function respectively. As we are considering field solutions which exist at the critical

points of the potential (specifically the minima) we are therefore searching for semiclassical

Euclidean instanton solutions which solve the quantum equations of motion from the

effective action, with different bubble type solutions coming from high and low temperature

limits influencing the boundary conditions in the imaginary time dimension.

When the temperature is identically zero we have exact O(4) symmetry; this is due to

β = 1
T

T→0+−−−−→ ∞ causing the infinite Euclidean time direction to act exactly the same as

the spatial directions. Tunnelling through the barrier in this case will be solely by quantum

fluctuations. We can write the coordinates as a single quantity through ρ =
√
τ2 + xixi

and integrate as a three-sphere S3 to find the effective action of an O(4) bubble as

ΓO(4) = 2π2N2

∫ ∞

0
dρ ρ3

(
1

2
Z(ψ)

(
dψ

dρ

)2

+ V (ψ)

)
, (3.86)

with the field obeying the equations of motion of the form

d2ψ

dρ2
+

3

ρ

dψ

dρ
+

1

2

∂ψZ(ψ)

Z(ψ)

(
dψ

dρ

)2

−
∂ψV (ψ)

Z(ψ)
= 0 . (3.87)
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Very low but non-zero temperatures will also obey solutions of this form to a good ap-

proximation.

Conversely for very large temperatures our Euclidean time direction is compactified on

a circle and we lose the inherent 4d rotational symmetry, reducing to only O(3) rotational

symmetry. The tunnelling present in this case will instead be overwhelmingly dominated

by thermal fluctuations, producing a much more classical effect. This allows us to integrate

over our imaginary time coordinate, define the field dependence now as ρ =
√
xixi and

integrate as a two-sphere S2 to write the action as

ΓO(3) =
4πN2

T

∫ ∞

0
dρ ρ2

(
1

2
Z(ψ)

(
dψ

dρ

)2

+ V (ψ, T )

)
, (3.88)

which minimising now gives the equation of motion for the bubble solution as

d2ψ

dρ2
+

2

ρ

dψ

dρ
+

1

2

∂ψZ(ψ)

Z(ψ)

(
dψ

dρ

)2

−
∂ψV (ψ)

Z(ψ)
= 0 . (3.89)

The final possible configuration is at finite but not “very large” temperatures, which will

be the majority of interesting solutions. Here the instanton solution interpolates between

the two limiting cases mentioned previously and enjoys the symmetry of neither.

When solving for the field profile of these cases the necessary boundary conditions are

dψ(ρ)

dρ

∣∣∣∣
ρ=0

= 0 and lim
ρ→∞

ψ(ρ) = ψ0 , (3.90)

where ψ0 is the value of the field in the symmetric phase. In practice we will always

normalise the location of this minimum to be at the origin and so ψ0 = 0.

As the majority of cases will be of the last type mentioned (“hybrid” solutions with

both quantum and thermal methods for the field to overcome the barrier) we must decide

which will be the dominant contribution to the vacuum decay. This is found through

which method has the largest probability of occurring, i.e.

p(t) = max
[
pO(4), pO(3)

]
, (3.91)

where pO(4) is the probability for an O(4) bubble to nucleate through quantum tunnelling

and pO(3) is the probability for an O(3) bubble to nucleate through thermal fluctuation.

As these probabilities can be expressed as

pO(4) ∝ e−ΓO(4) and pO(3) ∝ e−ΓO(3) (3.92)

this translates to the condition

Γ(t) = min
[
ΓO(4),ΓO(3)

]
, (3.93)
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and so this must always be checked and taken into consideration when calculating quant-

ities derived from Γ(t).

With our knowledge about the phase transitions we will be encountering complete we

now want to see how these could be observed in the form of the gravitational waves they

would produce and their dependence upon the particularities of the transition.



40

Chapter 4

Gravitational Waves

Gravitational waves were first predicted by Poincaré in 1905 [98], and then by Einstein

as a consequence of his theory of general relativity in 1916 [99]. These are caused by the

disturbances of spacetime, and although all massive accelerating bodies produce them,

the signals from all but the most energetic processes are very weak. This extreme energy

needed to distort spacetime means they are produced by either large masses interacting

or during intensely energetic processes. The possibilities to produce gravitational waves

are therefore quite large, and although we are mainly concerned with the nucleation and

collision of Higgs bubbles other interesting processes can be explored such as their pro-

duction from preheating at the end of inflation (see e.g. [100, 101, 102, 103] for inflation

and e.g. [104, 105, 106, 107, 108, 109, 110, 111] for phase transitions with bubbles).

4.1 The Applications of General Relativity for Gravitational

Waves

In the absence of a gravitational source, we consider usual spacetime to be flat and de-

scribed by the Minkowski metric

ηµν = diag(−1, 1, 1, 1) . (4.1)

Due to the weak nature of the gravitational field that describes a gravitational wave, the

metric which describes a gravitational wave can be well described as a flat Minkowski

background with small linearised perturbations from the wave (as a simplified case to

explore the basic details of gravitational waves; one can also perform this analysis in a

cosmological background as we shall see later). This is expressed as

gµν = ηµν + hµν , (4.2)
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where hµν is the tensor describing the perturbations with value |hµν | � 1. Using this

choice of metric, we can explore how these perturbations would appear and how they

would interact with matter through the Einstein equations defined in equation 2.6. To do

so we must first calculate our curvature quantities using the definitions given in equations

2.4 and 2.5. From these, we calculate the Ricci tensor as being

Rµν =
1

2

(
∂ρ∂µh

ρ
ν + ∂ρ∂νh

ρ
µ − ∂µ∂νηρτhρτ − ηρτ∂ρ∂τhµν

)
, (4.3)

where the (1,1)-tensors are just raised with the Minkowski metric, i.e. hαβ = ηαγhγβ.

Conventionally, the trace of the perturbation is labelled as h ≡ hµµ = hµνη
µν . The Ricci

scalar follows simply from this quantity as

R = ∂µ∂νhµν − ηµν∂µ∂νh . (4.4)

These quantities can be combined to the final form of

Gµν =
1

2

(
∂ρ∂µh

ρ
ν + ∂ρ∂νh

ρ
µ − ∂µ∂νh−�hµν − ηµν∂ρ∂τhρτ + ηµν�h

)
= κ2Tµν , (4.5)

where we have used the “box” notation for the d’Alembertian operator of � = ηµν∂µ∂ν .

With a complete expression for the field equations now found, we may consider ways to

simplify further. As general relativity is fundamentally a diffeomorphism invariant theory,

we can exploit picking certain “gauges” to reduce the number of terms. Specifically in this

situation, the metric that we chose of small perturbations around a flat background does

not completely specify the spacetime coordinate system as the metric being composed of

a flat background with a perturbation is not unique; the perturbation will be different

in other coordinate systems. Before we begin thinking about gauge choices, we will first

employ an often used quantity of

hµν = hµν −
1

2
ηµνh , (4.6)

known as the “trace-reversed” perturbation. Replacing all appearances of hµν in equation

4.5 using the trace-reversed perturbation this will now reduce our Einstein equation to

1

2
(−�hµν + ηντ∂ρ∂µh

ρτ
+ ηµτ∂ρ∂νh

ρτ − ηµν∂ρ∂τh
ρτ
) = κ2Tµν , (4.7)

and now with a simplified expression we move on to gauge-fixing.

4.1.1 Transverse-Traceless Gauge

As our intention is to analyse gravitational waves, it seems only natural to consider sim-

plifications that mimic conventional waves and therefore satisfy the wave equation, or
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d’Alembert’s equation. In scalar form, this is expressed as the condition �u = 0 where u

is a scalar function u(t, x, y, z, . . .). For general relativity, this is replaced by the “harmonic

coordinate” condition

gµν∇µ∇νxρ = 0 , (4.8)

which simplifies to the condition

Γρµνg
µν = 0 (4.9)

due to the covariant derivative acting upon a coordinate (i.e. ∇µxν = ∂µx
ν , ∇ν∂µ =

∂ν∂µ − Γτµν∂τ ). Recalling the definition of the Christoffel symbol in equation 2.2 this can

be written as

∂µg
ρµ − 1

2
gµν∂ρgµν = 0 , (4.10)

and specifying this to our linearised perturbations (utilising that ∂µηαβ = 0) produces

∂µh
ρµ − 1

2
∂ρh = 0 . (4.11)

More succinctly, this gives the condition on the trace-reversed perturbation of

∂µhµν = 0 , (4.12)

which instantly greatly reduces the form of our Einstein equation for this perturbative

metric 4.7 to

− 1

2
�hµν = κ2Tµν . (4.13)

We immediately see that this is simply a wave equation for the trace-reversed perturbation

sourced by the energy-momentum tensor, which could be compared directly to d’Alem-

bert’s equation �u = 0 when in vacuum. The solution to equation 4.13 in vacuum is

simple to find, with the form of a plane wave as

hµν = εµνe
ikρxρ , (4.14)

where kµ is the wavevector kµ = (−ω,~k) and εµν is the gravitational wave polarisation

tensor. This tensor is symmetric (εµν = ενµ), meaning that there are only ten independent

constituents. If we also consider our condition given in equation 4.12, we see that

kµεµν = 0 , (4.15)

imposing four more conditions on our polarisation tensor, reducing the number of inde-

pendent constituents to six. A further thing we can glean from this solution is that when

inserting the solution 4.14 into the vacuum version of equation 4.13, it produces

kρk
ρhµν = 0 . (4.16)
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The only non-trivial solution to this is that (momentarily restoring constants for clarity)

kρk
ρ = −ω2

c2
+ ~k2 = 0, which tells us that gravitational waves must travel at the speed of

light in a vacuum.

We still also have a residual gauge freedom under the infinitesimal diffeomorphisms

xµ → xµ + ξµ and hµν → hµν − ∂µξν − ∂νξµ with which we can reduce things. Consider

first that we are still operating under the harmonic condition of �xµ = 0. For the diffeo-

morphism xµ → xµ + ξµ, this is true iff. �ξµ = 0, dictating another plane wave solution

for this quantity. We write the solution to this as

ξµ = ζµeikρx
ρ
, (4.17)

where ζµ is a 4-vector of constants. Let us now apply our diffeomorphisms to the trace-

reversed perturbation.

hµν = hµν −
1

2
ηµνh

→ (hµν − ∂µξν − ∂νξµ)−
1

2
ηµνη

ρτ (hρτ − ∂ρξτ − ∂τξρ)

→ hµν − ikµζνeikρx
ρ − ikνζµeikρx

ρ
+ iηµνk

τζτe
ikρxρ .

(4.18)

Inserting the form of hµν from equation 4.14 and dividing through by eikρxρ allows this to

be cast as

εµν → εµν − ikµζν − ikνζµ + iηµνk
τζτ . (4.19)

Taking the trace of the expression as εµµ = ηµνεµν this now becomes

εµµ → εµµ + 2ikµζµ , (4.20)

and we can choose to set kµζµ = i
2ε
µ
µ which causes both the polarisation tensor and hµν

to be traceless, reducing our independent components by another four down to just two.

There are no more freedoms left to gauge away these two components, so these two are

what fully carry the physical information about the gravitational waves with the gauge

choices we have made. What does the tracelessness of the trace-reversed perturbation

imply? Tracing over equation 4.6 we can see that this must imply that h = 0, and so with

our gauge choices hµν and hµν coincide.

Solutions to equation 4.13 are well known to take the form of Green’s functions

hµν(x
ρ) = −2κ2

∫
d4y G(xρ − yρ)Tµν(yρ) , (4.21)

where the Green’s function satisfies the relation

∂µ∂
µG(xρ − yρ) = δ(4)(xρ − yρ) . (4.22)



44

The Green’s function which suffices for this condition is

G(xρ − yρ) = − 1

4π|~x− ~y|
δ(|~x− ~y| − (x0 − y0))θ(x0 − y0) , (4.23)

where θ(x) is the Heaviside step function. This gives the expression for the perturbations

hµν =
κ2

2π

∫
d3y

1

t− tr
Tµν(tr, ~y) , (4.24)

where we have defined the retarded time as tr = t − |~x − ~y|. This is very informative, as

it shows to us that the perturbations are generated from all energy-momentum sources in

the retarded time past light-cone.

4.2 Gravitational Wave Spectrum

As we will be working with transverse-traceless quantities we also need to figure out how

to easily convert other important quantities such as the energy-momentum tensor into this

form, which requires the generation of a projection tensor to project these quantities out.

We construct

Pij(n) = δij − n̂in̂j , (4.25)

which is transverse in that niPij = 0 but not traceless, with P ii = 2. It is also manifestly

symmetric under the exchange of i↔ j. We can however use this to construct

Λij,kl(n) = Pil(n)Pjk(n)−
1

2
Pij(n)Pkl(n), (4.26)

which is traceless when contracting over either the first or last pair of indices i.e. Λii,kl =

Λ k
ij, k = 0, transverse for any index, and symmetric under (i, j) ↔ (k, l). For projection

operators we would also expect that when projection operators are contracted they form

another projection operator, which can be verified for both of these as

P ij (n)Pik(n) = Pjk(n) and Λij,kl(n)Λij,mn(n) = Λkl,mn(n) . (4.27)

Therefore we can always project out our gravitational wave perturbation into the transverse-

traceless gauge through

hTT
ij (k) = Λab,ij(k)hab(k) . (4.28)

4.2.1 Non-linear Considerations and the GW Stress-Energy Tensor

All calculations done in the previous section were a simplified version of the true picture.

The Universe is not always well described by a flat Minkowski metric, and because the

energy-momentum tensors in other theories such as scalar field theory or electromagnetism
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arise from quadratic terms of the fields (which we have ignored) we have implicitly assumed

that the gravitational waves do not carry energy that curves the spacetime. Now we have a

better grasp on the foundations of gravitational waves, we need to rectify these oversights.

We begin this treatment to promoting the metric to one in which the background can vary

with xµ,

gµν(x) = gµν(x) + hµν(x) (4.29)

If we contract equation 2.6 with the metric and input the relation we get of R = −κ2Tµνgµν

back into the same equation we can write the Einstein equations in the form of

Rµν = κ2
(
Tµν −

1

2
gµνT

)
, (4.30)

where we have defined the quantity T = Tµνg
µν . The Ricci tensor due to its construction

can be split up into pieces with increasing order in the perturbations as

Rµν = Rµν +R(1)
µν +R(2)

µν + . . . , (4.31)

where Rµν contains the Ricci tensor arising just due to the background curvature, R(1)
µν is

from the terms linear in hµν , and R
(2)
µν is from the previously ignored terms quadratic in

hµν . The reason for this choice of splitting is due to how it distributes the types of modes

present in the curvature. The background is expected to be varying slowly, and therefore

can be categorised as containing frequency modes in the lower end of the spectrum up

to some particular maximum fmax
b . The gravitational wave perturbations however should

be high frequency modes characterised by frequency fgw, and as long as they obey the

condition

fmax
b � fgw (4.32)

the two sets of modes should be distinguishable. For a more intuitive understanding,

consider a container of water. If you picked up one side of the container and then dropped

it, you would generate waves which propagated from one side to the other and then

back again. After a short while, these waves would have decreased in intensity to the

point of appearing as just slight undulations on the liquid surface; this represents the

slowly varying, low frequency background. If you then trickled some droplets of water

into the container from above you would see sharply defined ripples which are easily

discernible even with the liquid as a whole having a moving background; these are the

high frequency perturbations. If we push this metaphor even further, where the droplet

ripples are present there is a slight pushback on the varying background which will alter

how this background propagates further. This can be likened to how the presence of

gravitational waves inherently curves spacetime also.
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We can so far separate Rµν and R
(1)
µν into two distinct frequency regimes then, the

low frequency background and the high frequency perturbations respectively, the latter

of which is of most import to us. What about R(2)
µν ? Comprised of terms including two

factors of hµν means it will certainly have high frequency modes. However, there may also

be combinations where two high frequency modes have opposite magnitude wavevectors,

leading to the possibility of low frequency modes in this term as well. To deal with this,

we split up the Einstein equation 4.30 into

Rµν = −[R(2)
µν ]low + κ2

(
Tµν −

1

2
gµνT

)
low

(4.33)

and

R(1)
µν = −[R(2)

µν ]high + κ2
(
Tµν −

1

2
gµνT

)
high

, (4.34)

where we have truncated Rµν to second-order in perturbations. To explore these equations

in more detail we will have to calculate the actual forms of these curvature quantities.

Obviously, without specifying the form of gµν then all we can say for the form of Rµν is

that it is equation 2.4 with the replacement Γ(gµν)→ Γ(gµν). Working through in orders

of the perturbation however gives

R(1)
µν =

1

2

(
∇ρ∇µhνρ +∇

ρ∇νhµρ −∇
ρ∇ρhµν −∇µ∇νh

)
, (4.35)

where ∇µ is the covariant derivative with definition ∇ρhµν = ∂ρhµν − Γ
τ
ρµhτν − Γ

τ
ρνhµτ ,

and

R(2)
µν =

1

2
g ρτg αβ

{1
2
∇µhρα∇νhτβ + hρα(∇ν∇µhτβ +∇β∇τhµν −∇β∇νhµτ −∇β∇µhντ )

+∇ρhνα∇τhµβ −∇ρhνα∇βhµτ −∇ρhατ∇νhµβ +∇ρhατ∇βhµν −∇ρhατ∇µhνβ

− 1

2
∇αhρτ∇βhµν +

1

2
∇αhρτ∇νhµβ +

1

2
∇αhρτ∇µhνβ

}
(4.36)

to second order in the perturbations. With the knowledge of how we have two main

regimes, we may introduce an intermediate scale f̂ , which satisfies the inequality relation

fmax
b � f̂ � fgw . (4.37)

The meaning of this scale is that it categorises a wave which would have completed many

periods by the time the background had completed one but only a very small fraction of

a period in the time of one full gravitational wave period. Due to this, if we consider

averaging over the scale of this intermediate frequency f̂ then we notice that the low

frequency background will have barely changed and so will be approximately constant,
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however the gravitational wave will have completed many cycles and so will average to

zero. This allows equation 4.33 to be expressed as

Rµν = −〈R(2)
µν 〉+ κ2〈Tµν −

1

2
gµνT 〉 , (4.38)

where we have used the notation 〈x〉 to indicate that we are now averaging the quantity x

over many periods of the gravitational waves. If we apply a similar treatment to equation

4.34 we will instead find the condition

〈R(1)
µν 〉 = 0 (4.39)

due to it being composed only of high frequency modes which will average to zero. The

averaged energy-momentum tensor can be defined in terms of an effective tensor Tµν with

its related trace T = Tµνg
µν as

〈Tµν −
1

2
gµνT 〉 = Tµν −

1

2
〈gµν〉T , (4.40)

and we can then recognise that 〈gµν〉 = 〈gµν+hµν〉 will project out only the low-frequency

modes so 〈gµν〉 = gµν . Taking the trace over equation 4.38 against the background gµν

and using equation 4.40 gives

R = gµνRµν = −gµν〈R(2)
µν 〉 − κ2T , (4.41)

which can be rewritten as

R = −〈R(2)〉 − κ2T (4.42)

using the definition gµν〈R(2)
µν 〉 = 〈gµνR(2)

µν 〉 = 〈R(2)〉. Combining equations 4.38, 4.40, and

4.42 into the Einstein equations in the background we finally arrive at

Rµν −
1

2
gµνR = κ2Tµν − [〈R(2)

µν 〉 −
1

2
gµν〈R(2)〉] . (4.43)

What we can see from this equation is that the curvature of the background is formed

by two separate contributions: curvature from the matter present in the spacetime in

the low-frequency regime and also a completely matter non-dependent component which

arises due to the gravitational wave perturbations. We can make this even more obvious

by allowing the definition of a new tensor tµν through

tµν = − 1

κ2
〈R(2)

µν −
1

2
gµνR

(2)〉 , (4.44)

which when inserted into equation 4.43 now allows the right-hand side to appear like a

conventional curvature-matter equivalence with two sources as

Rµν −
1

2
gµνR = κ2(Tµν + tµν) . (4.45)
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The main takeaway from this analysis is that by including terms up to quadratic order in

the gravitational wave perturbation, just like including quadratic orders in other theories

such as scalar field theory or electromagnetism, we generate an effect on the curvature

in the background which acts exactly like an energy momentum tensor. This allows us

to explicitly define the energy-momentum tensor of the gravitational waves through the

tensor labelled tµν , and will be used as such from now on.

Now with a relation for what the energy-momentum tensor of the gravitational waves

is, we want to try and compute it fully. We have already derived an expression for R(2)
µν

(equation 4.36), but the covariant derivatives mean that utilising this will be very unwieldy

in our calculations. Fortunately, for all purposes in which we will be required to calculate

tµν we will be considering the gravitational wave as being greatly removed from its source,

and so it will be well approximated by the background curvature instead being flat space.

This approximation amounts to the substitution ∇µ → ∂µ as Γ[ηµν ] = 0, and so equation

4.36 simplifies to

R(2)
µν =

1

2

[
1

2
∂µhρτ∂νh

ρτ + hρτ∂µ∂νhρτ + hρτ∂ρ∂τhµν − hρτ∂ν∂τhρµ − hρτ∂µ∂τhρν

+ ∂τhρν∂ρhτµ − ∂τhρν∂ρhτµ − ∂τhρτ∂νhρµ + ∂τh
ρτ∂ρhµν − ∂τhρτ∂µhρν

− 1

2
∂ρh∂ρhµν +

1

2
∂ρh∂νhρµ +

1

2
∂ρh∂µhρν

]
.

(4.46)

This is still obviously a very complicated expression to be able to use, but we have already

explored methods to reduce the complexity of equations involving the perturbation hµν

through making the right gauge choices. Either by projecting out or simply considering

our gauge restrictions of ∂µhµν = 0 and h = 0 this leaves (leaving off the TT superscript

on hTT
µν for now)

R(2)
µν =

1

2

[
1

2
∂µhρτ∂νh

ρτ + hρτ∂µ∂νhρτ + hρτ∂ρ∂τhµν − hρτ∂ν∂τhρµ

− hρτ∂µ∂τhρν + ∂τhρν∂ρhτµ − ∂τhρν∂ρhτµ
] (4.47)

and

R(2) =
1

4
∂µhρτ∂

µhρτ . (4.48)

A further simplification can be implemented through noticing that we can reframe the

notion of our taking the average over many period intervals in the sense of an integration.

Due to this, we may perform integration by parts and reuse the gauge conditions along

with the wave equation ∂ρ∂
ρhµν = 0 to write the averaged quantities as

〈R(2)
µν 〉 = −

1

4
〈∂µhρτ∂νhρτ 〉 (4.49)
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and

〈R(2)〉 = 0 . (4.50)

Entering these into equation 4.44, the energy-momentum tensor for the gravitational waves

is now simply

tµν =
1

4κ2
〈∂µhρτ∂νhρτ 〉 . (4.51)

For detection of gravitational waves we will be concerned with the energy produced found

through the energy density ρ, the temporal component of the energy-momentum tensor

ρ = t00 =
1

4κ2
〈ḣρτ ḣρτ 〉 . (4.52)

Because of our gauge condition ∂µhµν = 0 and projecting into the transverse-traceless

gauge using equation 4.28 we see that tµν is only dependent upon the modes hTT
ij , and so

this reduces to the important result (restoring TT superscript)

ρgw =
1

4κ2
〈ḣTT
ij (t,x)ḣTT

ij (t,x)〉 . (4.53)

Due to the assumed stochastic nature of the generation of gravitational waves, we may

write the averaged quantity as

〈ḣTT
ij (t,k)ḣTT

ij (t,k′)〉 = Pḣ(t,k)(2π)
3δ(k+ k′) , (4.54)

where Pḣ(t,k) is the spectral density of the time derivative of the perturbations in the

metric. Taking the Fourier transform of 4.54 to get an expression in position space, we

now find that the gravitational wave energy density is

ρgw =
1

4κ2

∫
dkk2

2π2
Pḣ(k, t), (4.55)

which we can put into the more useful (for our purposes) frequency dependent quantity

through k = 2πf as

ρgw =
π

κ2

∫
dff2Pḣ(f). (4.56)

Finally we obtain the power spectrum of the gravitational wave energy density parameter

which is conventionally defined as the energy density per logarithmic frequency interval

scaled by the critical density ρcrit through

Ωgw(f) =
1

ρcrit

dρgw
d log f

=
π

κ2ρcrit
f3Pḣ(f) . (4.57)

All that is left to for the gravitational wave part of the analysis now is to categorise the

spectral density of the perturbations in the situation of bubble nucleations and collisions.
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4.2.2 Characterising the Spectrum

The aim of this work is to study cosmological first-order phase transitions, which will have

a scalar field stuck in a metastable state which will undergo thermal and quantum phase

transitions to the new stable state, which is separated by a potential barrier. These trans-

itions will nucleate bubbles, which are surrounded by a hot relativistic plasma composed

of early Universe particles. Therefore, the energy-momentum tensor of the model we are

considering contains a classical scalar field φ which is coupled to ideal fluid. This allows

us to write the tensor as just a combination of the EM tensors defined previously in 2.12

and 3.84 as

Tµν = Tµνφ + Tµνf = ∂µφ∂νφ− 1

2
gµν∂αφ∂

αφ+ (p+ ρ)uµuν + pgµν . (4.58)

As the gravitational waves are sourced only through the spatial components of the EM

tensor in transverse-traceless gauge, we can instead consider a simplified tensor which

sources our model as

τij = τφij + τ f
ij . (4.59)

The field and fluid components respectively are

τφij = ∂iφ∂jφ , τ f
ij = (p+ ρ)uiuj = γ2(p+ ρ)vivj , (4.60)

where we have used the definition that ui = γvi with γ being the Lorentz factor and

vi being the 3D velocity vector. To recover the physical perturbations when using this

simplification we must project out using our operator in equation 4.26, and so we can

write our metric perturbations for this model as

hij(t,k) = 2κ2Λij,kl(k)

∫ t

0
dt′

sin[k(t− t′)]
k

τkl(k, t′) , (4.61)

with the sin[k(t− t′)]/k coming from the Green function. This can then be differentiated

with respect to time and averaged over to give the necessary quantity for the power

spectrum as

〈ḣTT
ij (t,k)ḣTT

ij (t,k′)〉 = 4κ4
∫ t

0
dt1dt2cos[k(t− t1)]cos[k(t− t2)]Λij,kl(k)〈τ ijf (k, t)τklf (k′, t)〉 .

(4.62)

In this last equation we have used the simplification that unless the transition undergoes

strong supercooling the scalar contribution is negligible due to the vast majority of the

energy going into the fluid, and so τkl ' τklf . We now introduce what is known as the

unequal time correlator (UETC) for the shear stress of the fluid denoted Π2, which is
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defined through the relation

Λij,kl(k)
〈
τ ijf (k, t1) τ

kl
f

(
k′, t2

)〉
= Π2 (k, t1, t2) (2π)

3δ
(
k+ k′) . (4.63)

If we enter this definition into equation 4.62 and compare that to 4.54, we see that the

quantity we desire of Pḣ(k, t) is found through

Pḣ(k, t) = 4κ4
∫ t

0
dt1dt2cos[k(t− t1)]cos[k(t− t2)]Π2 (k, t1, t2) , (4.64)

which for the large periods that we are averaging over can instead be reduced to

Pḣ(k, t) = 2κ4
∫ t

0
dt1dt2 cos [k (t1 − t2)] Π2 (k, t1, t2) . (4.65)

We can now define the overall amplitude of the fluid shear stress by the root mean square

(RMS) four-velocity U f as

U
2
f =

1

wV

∫
V
d3xτ f

ii , (4.66)

where w is the averaged enthalpy density and V is the volume being averaged over (with

an analogous quantity for the field, Uφ, being constructed with τφii instead). Using this

definition and that ρ is the average energy density and p is the average pressure, the amp-

litude of the source of gravitational waves is expected to be approximately
[
(ρ̄+ p̄)U

2
f

]2
,

with its length scale being the size of the bubble R∗. From this then, the unequal time

correlator can be estimated as

Π2 (k, t1, t2) '
[
(ρ̄+ p̄)U

2
f

]2
R3

∗Π̃
2 (kR∗, z) , (4.67)

where Π̃2 is a dimensionless function of k, t1, and t2 and we have made the substitution

z = k(t1 − t2). Using this estimation for the unequal time correlator as well as the same

z substitution in equation 4.65 leaves the spectral density as

Pḣ(k, t) = 2κ4
[
(ρ̄+ p̄)Ū2

f

]2
tk−1R3

∗

∫
dz cos(z)Π̃2 (kR∗, z) . (4.68)

If we introduce a dimensionless “spectral density” for the gravitational waves P̃gw(kR∗)

which is defined through

P̃gw(kR∗) =
1

kR∗

∫
dz

cos(z)

2
Π̃2 (kR∗, z) (4.69)

we can instead write the spectral density as

Pḣ(k, t) = 4κ4
[
(ρ̄+ p̄)Ū2

f

]2
tR4

∗P̃gw(kR∗) . (4.70)

Noting that the adiabatic index is given by the relation Γ = 1+p/ρ and that the quantity

ρ = ρcrit is related to the Hubble rate we may recast the spectral density in terms of the

frequency as

Pḣ(f) = 36H4
n
[
ΓŪ2

f

]2
tR4

∗P̃gw(fR∗) . (4.71)
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With many simplifications achieved we remember that our full gravitational wave spectrum

is equation 4.57, and making use of the relation between critical energy density and Hubble

rate again this gives

Ωgw(f) = 12π[ΓŪ2
f ]

2(Hnt)(HnR∗)(fR∗)
3P̃gw(fR∗) , (4.72)

which we can integrate to find

Ω
∫
gw ≡

∫
Ωgw(f)d log f = 3[ΓŪ2

f ]
2(Hnt)(HnR∗)Ω̃

∫
gw (4.73)

where Ω̃
∫
gw is defined as (with substitution x = fR∗)

Ω̃
∫
gw = 4π

∫ ∞

0
dxx2P̃gw(x) . (4.74)

What other contributions can we elucidate? If we now consider the timescales for these

gravitational waves, we can label the approximate lifetime of the gravitational wave source

as t = τv. It was demonstrated in [112] that the suppression due to this finite lifetime

can be well-modelled in an expanding radiation-dominated Universe in which the source

is constant and shuts off after time τsw by taking this lifetime as (to a first approximation)

τv = H−1
n

(
1− 1√

1 + 2τswHn

)
, (4.75)

where τsw is the non-linear soundwave timescale which can be described through τsw '

R∗/
√
K from the non-linear terms in the fluid equations. This modifies the power spectrum

form to

Ω
∫
gw = 3[ΓŪ2

f ]
2(HnR∗)

(
1− K1/4√

K1/2 + 2HnR∗

)
Ω̃
∫
gw . (4.76)

To obtain the amplitude of the gravitational wave power spectra today, the power spectrum

must be modified by including a factor to normalise Ωgw of

Fgw,0 =
1

2
Ωγ,0g0

(
g0
g∗

)1/3

(4.77)

where Ωγ,0 is the current density of photons, g0 is the current degrees of freedom, and

g∗ is the effective degrees of freedom. Inputting the value for g0 and Ωγ,0 this gives us a

numerical form with related uncertainty (mostly from value of H0 used to calculate Ωγ,0)

in terms of g∗ of

Fgw,0 = (3.57± 0.05)× 10−5

(
100

g∗

)1/3

. (4.78)

Including this modification we can write the integrated power spectrum as

Ω
∫
gw,0 = 3Fgw,0K

2(HnR∗)

(
1− K1/4√

K1/2 + 2HnR∗

)
Ω̃
∫
gw , (4.79)
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where we have also used the definition that K = ΓŪ2
f , which is known as the kinetic

energy fraction. As Ū2
f is dependent upon the fluid velocity and enthalpy, both of which

are dependent upon the wall speed and transition strength, the kinetic energy fraction

will also be controlled by these. Taking the derivative of Ω
∫
gw,0 takes us back to Ωgw,0, but

as we can see from equation 4.74 the frequency dependence is now isolated in the term

Ω̃
∫
gw. We may therefore write that the derivative of this quantity is formed of a numerical

constant and a factor which is dependent on the frequency. This is frequently modelled as

dΩ̃
∫
gw

d log f
= Ω̃gwC(fR∗) , (4.80)

where C(s) is the spectral shape function which describes the acoustic gravitational wave

power spectrum using broken power laws. Numerous studies have been dedicated to

modelling this shape function in great detail, however a simpler case which is used for the

basis of the LISA group spectrum shape [113] is found as

C(s) = s3
(

7

4 + 3s2

)7/2

. (4.81)

The other quantity Ω̃gw is found to have numerical value of Ω̃gw = 1.2 × 10−2 from

numerical simulations [114], where it reproduces the peak amplitude for an intermediate

strength transition at high wall speed; this leaves

Ωgw,0 = 3Fgw,0K
2(HnR∗)

(
1− K1/4√

K1/2 + 2HnR∗

)
Ω̃gwC(fR∗) . (4.82)

We would also like to incorporate the peak frequency into the formula due to its ubiquity

across models. To calculate the peak frequency today we begin with the frequency scale

of when the spectrum was produced, which is f = R−1
∗ . This relationship allows us to

translate the dependency of the spectral shape into a ratio of the frequency over the

peak frequency. Frequencies emerging from cosmological spectra will be subjected to large

redshifting, which is taken into account through

fp,0 =
1

1 + z
fp = afp . (4.83)

Due to the conservation of the entropy with comoving volume d
dt(a

3g(T )T 3) = 0, we may

then rewrite this as

fp,0 =

(
g0

g(Tn)

)1/3 Tγ,0
Tn

fp , (4.84)

where Tγ,0 is the photon temperature today and we have used the definition that a(t0) = 1.

Inserting a factor of Hn in the numerator and denominator and using the definition of fp,

fp,0 =

(
g0

g(Tn)

)1/3 Tγ,0
Tn

(
1

HnR∗

)
Hn . (4.85)
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Using eq. 2.14 at the nucleation temperature with k = 0, κ2 = 8πM−2
p , and ρ = 4π3

45 T
4

from the explanation at the end of sec. 2.2 we find (in a conventional form)

fp,0 =
40
√
5 3
√
10

3
π3
(

1

HnR∗

)(
Tn

100GeV

)( g∗
100

)1/6 Tγ,0(g0)1/3
MP

GeV , (4.86)

and we can finally use the values Tγ,0 = 2.725 K [115], g0 ' 3.36, and MP = 1.22 × 1019

GeV as well as the conversion from GeV to Hz as 1 GeV = 2.418× 1023 Hz to leave

fp,0 ' 26

(
1

HnR∗

)(
Tn

100GeV

)( g∗
100

)1/6
µHz . (4.87)

The most recent modifications to Ωgw come through the recent findings that the value of

the sound speed and reheating of the metastable phase will also have a significant effect

on the gravitational wave signal.

In Refs. [116, 117] it was shown that the efficiency factor κeff (a quantity related

to the kinetic energy fraction), which was determined from solving the hydrodynamic

equations of the gravitational wave system is parameterised by only four variables: the

transition strength, the wall velocity, and the speed of sound in both the symmetric and

broken phases. Taking into consideration the dependency on sound speed departure from

c2s = 1/3 means substituting the kinetic energy fraction in equation 4.82 by

K → KGKSV =
3

4

(
1 +

p+
ρ+

)
αθκθ(cs, αθ, vw) , (4.88)

where p+ and ρ+ are the pressure and energy density in the symmetric phase respectively,

αθ is the strength parameter found through the “pseudotrace” θ = ρ− p/c2s, and κθ is the

efficiency factor in this sound-speed dependent model also found through the pseudotrace.

In Ref. [118] it was found that a deficit in the kinetic energy was produced due to

“droplets” of the metastable phase being reheated by energy transfer from the scalar field

to the fluid. This has the effect of slowing the bubble walls, causing the gravitational wave

signal to be suppressed. In our models we introduce this through the suppression function

defined as

Σ(vw, α) =
Ωgw

Ωgw,exp
, (4.89)

where Ωgw is the power spectrum found through the simulations in Ref. [118] and Ωgw,exp is

the expected power spectrum found by the LISA Cosmology Working Group in Ref. [119].

It is customary to present the power spectrum with a factor of the observed Hubble

parameter today h squared, and so multiplying by that on both sides we find the complete

form of the power spectrum as

h2Ωgw = 2.061h2Fgw,0K
2
GKSV(HnR∗)

1−
K

1/4
GKSV√

K
1/2
GKSV + 2HnR∗

 Ω̃gwC

(
f

fp,0

)
Σ(vw, α) .

(4.90)
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4.2.3 Signal to Noise Ratio (SNR)

Other than characterising the actual signal that will be received by the gravitational wave

detector, the other consideration for practical experiments will be whether the detector

itself is able to discern the signal from background noise due to its inherent sensitivity.

The quantity used to measure this sensitivity is Ωsens, which corresponds to the expec-

ted experiment sensitivity for a given configuration. This sensitivity is dependent upon

noise based considerations such as the noise in the optical metrology system (or position

noise) and the acceleration noise of a single test mass [120]. Obviously this varies from

detector to detector, and so each experiment produces an in-depth determination of their

apparatus’ sensitivity. Specifically, in this thesis we consider the detection possibilities

of three missions: LISA, Taiji, and TianQin. The LISA experiment and Taiji share very

similar sensitivity thresholds (found in [121] and [7]), but TianQin will be focussed on a

different parameter space, so its sensitivity calculation can be found in ref. [122]. Once

the sensitivity is known, the signal-to-noise ratio can be calculated through the relation

SNR =

√
T
∫ fmax

fmin

df

[
h2Ωgw(f)

h2Ωsens(f)

]2
, (4.91)

where the ratio is squared and integrated over the frequency range in question. This is

combined with the total duration time of the experiment mission T .

4.3 Parameters of the Gravitational Wave Generating Phase

Transition

4.3.1 Transition Strength α

The first parameter that we shall explore is the transition strength, broadly denoted by

α. It is useful to quantify the strength of the transition as we can broadly classify types

of transition by the value of this quantity, and we do this by considering the ratio of the

difference in potential energy of the scalar field (trace anomaly) in both phases versus the

enthalpy in the symmetric phase. The trace anomaly is defined as proportional to the

trace of the energy-momentum tensor through the relation

θ = −1

4
gµνT

µν =
1

4
(ρ− 3p) , (4.92)

and so we define our transition strength from this as

αθ =
4

3

∆θ

ws
=

4

3

θs − θb
ws

(4.93)
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which also serves as a definition for ∆. An ultra-relativistic plasma for example which

has equation of state p/ρ = 1/3 will therefore have no trace anomaly and zero transition

strength in all cases. We can also rephrase this in terms of the effective potential, which can

be more useful in situations where the potential is known directly. If we remember that the

effective potential evaluated at the minima is simply the free energy, then f = −p = VT .

Recalling the definition of the enthalpy in terms of the entropy and temperature and also

that the entropy can be written as a derivative of the pressure,

w = sT = T
∂p

∂T
= −T ∂VT

∂T
. (4.94)

Using the other definition for the enthalpy now in terms of the energy density and pressure

(equation 3.43) we can write the energy density as

ρ = w − p = −T ∂VT
∂T

+ VT , (4.95)

and so combining these together gives the trace anomaly in terms of the effective potential

as

θ =
1

4

(
4VT (φ)− T

∂VT
∂T

)
, (4.96)

with the transition strength now being able to be written as

α = −1

3

∆
(
4VT (φ)− T ∂VT

∂T

)
T ∂VT

∂T

∣∣
s

. (4.97)

Other definitions of the transition strength exist which are instead in terms of the latent

heat

L = ρs(Tc)− ρb(Tc) (4.98)

labelled as αL or in terms of just the free energy or energy density in the numerator. As a

quantity describing the strength at nucleation, the transition strength will always be eval-

uated at the nucleation temperature Tn unless otherwise stated. As mentioned previously,

the value we calculate for the transition strength categorises the type of transition that is

undergone. The transition labels are not rigidly set and flow continuously from one type

to the next, but if we split the spectrum up into “weak”, “intermediate”, “strong”, and

“very strong” then we can roughly define them as

weak: α . 0.01 ,

intermediate: α ∼ 0.1 ,

strong: α ∼ 1 ,

very strong: α� 1 .
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4.3.2 Transition Rate β

We also wish to know how quickly bubbles will appear in our system, as this will affect

how quickly our space will fill up and how quickly we shall see collisions. The probability

of nucleation per unit time per unit volume is [123]

p(t) = A(t)e−Γb(t) , (4.99)

whose time dependence is related to the non-zero cooling rate in the expanding Universe,

meaning the expression can equally be cast into a form dependent upon temperature also.

The pre-exponential factor is a non-trivial quantity and requires special treatments to

understand in depth, first being derived in [97]. As we know from section 3.3 there will

be two types of bubble depending on the temperature, which alters the symmetries: O(3)

symmetric and O(4) symmetric bubbles. We therefore need to study both cases. For an

O(3) symmetric bubble this pre-factor will take the form (in the static case)

A = T

(
ΓO(3)

2π

)3/2(det′[−∂i∂i + V ′′(φ, T )]

det[−∂i∂i + V ′′(0, T )]

)−1/2

, (4.100)

where the notation det′ indicates that zero eigenvalues are not considered when taking

the determinant of the quantity. Correspondingly, for an O(4) symmetric bubble this

pre-factor will be

A =

(
ΓO(4)

2π

)2(det′[−∂i∂i + V ′′(φ)]

det[−∂i∂i + V ′′(0)]

)−1/2

. (4.101)

The difference in powers of action between these two is due to the zero modes of the

operator −∂µ∂µ + V ′′(φ). Each zero mode produces a factor of
(
ΓO(n)/2π

)1/2, with the

O(3) bubble containing three zero modes and the O(4) four zero modes. The transition

rate is then defined through the relation

β ≡ d

dt
log (p(t)) , (4.102)

and considering that as previously mentioned for an expanding Universe the temperature

decreases as (from eq. 2.26)
dT

dt
= −H(T )T (4.103)

we can therefore translate this definition into a transition rate dependent upon temperature

in units of the Hubble rate of

β

H(T )
= T

d

dT
Γb(T ) . (4.104)
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4.3.3 Nucleation Temperature Tn

The temperature at which bubbles are defined to nucleate Tn requires a strict definition

for how this quantity is determined, and so to state it plainly the definition I will use is

that

The phase transition, and therefore when a bubble is nucleated, occurs when

the probability of nucleation per unit volume p(t) reaches one bubble per Hubble

volume per Hubble time.

In equation form, this translates to stating that nucleation happens when p = H4. Re-

membering from the previous section on cosmology that for the early Universe when

temperatures are high and the energy density is dominated by a relativistic plasma which

goes as ρ = π2

30 g∗T
4, we can write the Hubble rate as [124]

H2 =
8π

3M2
P

ρ− k

a2
=

4π3g∗
45

T 4

M2
P

, (4.105)

where MP is the Planck mass, k is the Gaussian curvature of the Universe which we set to

zero in the second equality, and a is the scale factor. Setting Eq. 4.99 equal to the square

of Eq. 4.105 to satisfy our definition for nucleation, we have(
4π3g∗
45

)2
T 8

M4
P

= A(T )e−Γb . (4.106)

For the O(3) bubble, this is(
4π3g∗
45

)2
T 8

M4
P

= T 4

(
ΓO(3)

2π

)3/2

e−ΓO(3) , (4.107)

which we can rearrange to

2 log

(
4π3g∗
45

)
+ 4 log

(
T

MP

)
=

3

2
log

(
ΓO(3)

2π

)
− ΓO(3)(T ) . (4.108)

The first and third term in Eq. 4.108 are both small compared to the second and fourth

term so can be discarded, leaving the relevant equation at the nucleation temperature of

ΓO(3)(Tn) = 4 log

(
MP

Tn

)
. (4.109)

Due to the logarithmic nature of the result, for any temperature around the range of the

electroweak phase transition range of about 100 GeV - 1 TeV we gain the same result

that the action at the nucleation temperature is about 150. Due to this then, we specify

that the nucleation temperature is defined as the temperature at which the bubble action

reaches 150.
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4.3.4 Wall Velocity vw

To attempt a calculation of the wall velocity, we begin with the energy-momentum tensor

of the model as before. The energy-momentum tensor of the fluid is given by

Tµνf =

∫
d3p

(2π)3
pµpν

p0
f(p, x) , (4.110)

where pµ is the four-momentum and f(p, x) is the distribution of the particles which make

up the fluid. This is for a more generalised fluid, but for a perfect fluid in local equilibrium

with a distribution

f eq =
1

eβu
µpµ ± 1

, (4.111)

this simply reduces to the form used before in equation 2.12. The measure used in equation

4.110 can always be recast as∫
d3p

(2π)3
1

p0
=

∫
d4p

(2π)4
δ
(
p2 +m2

)
θ
(
p0
)
, (4.112)

which is often useful as it demonstrates that it transforms as a scalar under Lorentz

transformations.

If we consider how the particle distribution will evolve in time, we make the substitu-

tions:
xµ(τ)→ xµ(τ) +

dxµ(τ)

dτ
dτ = xµ(τ) +

pµ(τ)

m
dτ ,

pµ(τ)→ pµ(τ) +
dpµ(τ)

dτ
dτ = pµ(τ) + Fµ(τ)dτ ,

(4.113)

where Fµ is the four-force. Particle distributions without collisions must be constant

when considering infinitesimal changes in time due to the conservation of particle number

in infinitesimal phase space volume, and therefore we can write

f

(
pµ(τ) + Fµ(τ)dτ, xµ(τ) +

pµ(τ)

m
dτ

)
= f(pµ, xµ) . (4.114)

If, however, there are collisions, we must include the “collision function” C[f ] into this

which describes the possibility of scattering removing and adding particles to the phase

space volume element as

f

(
pµ(τ) + Fµ(τ)dτ, xµ(τ) +

pµ(τ)

m
dτ

)
= f(pµ, xµ) + C[f ] . (4.115)

Taylor expanding the left-hand side to linear order in dτ = 0, this gives the relation

f

(
pµ + Fµdτ, xµ +

pµ

m
dτ

)
= f(p, x) + Fµ

∂f(p, x)

∂pµ
+
pµ

m

∂f(p, x)

∂xµ
, (4.116)

which we can insert in to equation 4.115 and rearrange to give(
mFµ

∂

∂pµ
+ pµ∂µ

)
θ(p0)δ(p2 +m2)f(p, x) = C[f ] . (4.117)
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Here we have inserted the factor θ(p0)δ(p2 + m2) which is the on-shell condition which

ensures that the differential equation is consistent. A further condition we impose is that

particle number and momentum are conserved which is enforced through∫
d3p

(2π)3
1

2p0
Ξ(p, x)C[f ] = 0 , (4.118)

where Ξ(p, x) is any function constructed out of arbitrary sub-functions as Ξ(p, x) =

ζ(x) +$µ(x)p
µ. If we multiply both sides by the momentum and integrate, we find

0 =

∫
d4p

(2π)4
pνC[f ] =

∫
d4p

(2π)4
pν
(
mFµ

∂

∂pµ
+ pµ∂µ

)
θ(p0)δ(p2 +m2)f(p, x) , (4.119)

with both sides equalling zero due to the condition 4.118. Manipulating just the rightmost

equation then, we can write this as

−mF ν
∫

d3p

(2π)3
1

2E
f(p, x) + ∂µ

∫
d3p

(2π)3
pµpν

2E
f(p, x) = 0 , (4.120)

where we have used integration by parts on the first term with the relation ∂pµ/∂pν = δνµ

and pulled the derivative out of the front of the second term then used equation 4.112

on both. Our definition for the fluid energy-momentum tensor in equation 4.110 can be

inserted for

−mF ν
∫

d3p

(2π)3
1

2E
f(p, x) +

1

2
∂µT

µν
f = 0 , (4.121)

and finally, using the definition for the force and the substitution dm/dm2 = (2m)−1 this

leaves

∂µT
µν
f = −∂νφdm

2

dφ

∫
d3p

(2π)3
1

2E
f(p, x) . (4.122)

The overall energy-momentum must be conserved, so

∂µT
µν = ∂µT

µν
φ + ∂µT

µν
f = 0 . (4.123)

As we have just found out what the second term in that equals, we now work through the

derivative of the field EM tensor. Using 3.84,

∂µT
µν
φ = ∂µ∂

µφ∂νφ+ ∂µφ∂µ∂
νφ− ∂ν

(
gαβ∂αφ∂βφ+ V (φ)

)
= ∂νφ (∂µ∂µφ− ∂φV (φ)) .

(4.124)

From the conservation equation 4.123 then and the result of the derivative of the fluid

EM tensor equation 4.122, this implies a relation of (after dividing through by a common

factor)

∂µ∂µφ− ∂φV (φ) = −dm
2

dφ

∫
d3p

(2π)32E
f(p, x) , (4.125)
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i.e. that the non-conservation of the fluid energy-momentum much be compensated for

through a term in the conservation of the scalar field. The distribution can be decomposed

into

f(p, x) = f eq(p, x) + δf(p, x) , (4.126)

where f eq(p, x) is the equilibrium distribution function and δf(p) is the departure from

equilibrium. This allows equation 4.125 to be rewritten as

∂µ∂µφ− ∂φV (φ) = −dm
2

dφ

∫
d3p

(2π)32E
δf(p, x) + ∂φV (φ, T ) , (4.127)

and we can combine the components of the potential into the “thermal potential” VT (φ, T ) =

V (φ) + V (φ, T ) to leave

∂µ∂µφ− ∂φVT (φ) = −
dm2

dφ

∫
d3p

(2π)32E
δf(p, x) . (4.128)

Linear response theory gives us an indication of what the right-hand side should analog-

ously act like, with the integral behaving proportionally to the gradient of the scalar field

as ∫
d3p

(2π)32E
δf(p, x) = ηuµ∂µφ . (4.129)

This quantity can be thought of as a “friction” term; as the particle distributions deviate

from equilibrium, this term will in effect slow the wall as it attempts to expand. If we use

this ansatz, we can explore what this will mean for the wall speed then. Our equation of

motion is

∂µ∂µφ− ∂φVT (φ) = −η
dm2

dφ
uµ∂µφ , (4.130)

and we can consider the wall moving in just the z-direction to simplify this to

∂2zφ− ∂φVT (φ) = −η̃γv∂zφ (4.131)

where we have absorbed the dependence on mass as η̃ = ηdm2/dφ. As we can see, we

now have an equation in terms of the velocity for the situation. In practical terms though,

many things are still unknown and exceedingly difficult to calculate effectively. The ansatz

in equation 4.129 is phenomenologically motivated, and the exact details of the relation are

elusive. Further to this, the calculation would require solving a coupled system involving

Boltzmann equations for particle species with a large coupling to the Higgs field [119].

Whilst this has indeed been done somewhat for the standard model [125] and minimally

supersymmetric standard model (MSSM) [126], these analyses are valid only for small

deviations from equilibrium, δf(p, x) � f eq(p, x), which correspond to weakly first-order

phase transitions. In our work we will consider far beyond just weak transitions, so there
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is effectively no realistic and accurate method as of yet for calculating the wall speed

generally.

4.3.5 Sound Speed c2s

Finally, let us turn to the sound speed. The quantity itself is important in phase transitions

of this sort as it will determine the hydrodynamics associated with the motion of the

bubble walls [127] and which type of situation our fluid is in; deflagration, hybrid, or

detonation. The conformal value of the speed of sound is c2s = 1/3 which corresponds to

a relativistic plasma and is the value most often used to approximate. Whilst useful for

estimations, this value cannot account for any models with more realistic particle physics.

For general equations of state for example the sound speed is temperature dependent and

differs depending on whether you are in the symmetric or broken phase. We define the

speed of sound as

c2s ≡
∂p/∂T

∂ρ/∂T
, (4.132)

noting that this can take two forms of c2s,b and c2s,s for the value in the broken and symmetric

phases respectively.

How does this quantity actually affect the hydrodynamics then? Let us consider once

again the energy-momentum tensor of the fluid from equation 2.12 and take the quantity

uν∂µT
µν . Projecting along the flow direction of the fluid with uµ∂νu

µ = 0 gives

∂µ(u
µw)− uµ∂µp = 0 , (4.133)

and projecting perpendicular to the flow direction gives

uνuµw∂µuν − uµ∂µp = 0 . (4.134)

For bubble solutions we may reformulate the situation into a spherically symmetric bubble,

which can be well described by the parameter ξ = r/t (where r is the bubble centre distance

and t is the time since the nucleation of the bubble) due to the system being “self-similar”,

i.e. the system appears the appears constant in the reference of this parameter ξ. We

may therefore express the gradients as

uµ∂
µ = −γ

t
(ξ − v)∂ξ , uµ∂

µ =
γ

t
(1− ξv)∂ξ , (4.135)

which when used in equations 4.133 and 4.134 give us

(ξ − v)
∂ξρ

w
= 2

v

ξ
+ [1− γ2v(ξ − v)]∂ξv ,

(1− vξ)
∂ξp

w
= γ2(ξ − v)∂ξv .

(4.136)
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Using our definition we presented for the speed of sound in equation 4.132 we find that

one combination of these two formulae gives

∂v

∂ξ
=

2v

ξγ2(1− vξ)
c2s

µ2 − c2s
, (4.137)

where

µ(v, ξ) =
ξ − v
1− ξv

, (4.138)

which is the fluid-velocity when Lorentz transformed. The other combination of the two

formulae along with what was just found in equation 4.137 gives

∂w

∂ξ
= w

(
1 +

1

c2s

)
γ2µ

∂v

∂ξ
. (4.139)

As we can see, the sound speed heavily influences the profiles of the velocity and the en-

thalpy, and it is usual to define the type of transition that is undergone in reference to the

speed of sound. There are three types of solutions which are allowed by the hydrodynamic

equations as mentioned previously: deflagration, hybrid, or detonation.

Deflagration - In this type, the wall is subsonic (vw < c2s,b). The fluid forms a “shock”

in front of the wall pulling the bubble outwards, while the fluid behind the wall is at rest.

Detonation - In this type, the wall is explosive in nature. The bubble wall velocity

is supersonic (vw > c2s,b), and is being pushed out from behind through a rarefaction wave

whilst the fluid in front is at rest.

Hybrid - A combination of both as the name suggests, the hybrid solution has elements

of a detonation and deflagration by containing a shockwave and a rarefaction wave. The

dependence on the sound speed is more complicated, and the wall velocity falls in the

range larger than the broken phase sound speed but smaller than the Jouguet velocity

defined through [117]

ξJ =
1 +

√
3αθ(1− c2s + 3c2sαθ)

1/cs + 3csαθ
. (4.140)
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Chapter 5

String Theory, Anti-de Sitter

Spacetimes, and Conformal

Theories

5.1 Conformal Field Theories

Conformal Field Theories (CFTs) are an integral part to exploring the dualities of string

theory. These are a class of quantum field theories which retain their symmetry under

conformal transformations, i.e. those transformations that respect

gµν(x)→ g′µν(x
′) = Ω(x)gµν(x) (5.1)

by leaving the metric invariant up to a scale change (where Ω(x) is the scale transforma-

tion). This scaling symmetry preserves angles and the causal structure as well as inherently

preserves the Poincaré group symmetries (briefly described in appendix H) as the metric

transforms like g′µν(x′) = gµν(x) such that the symmetry of the full group of transforma-

tions is SO(2, d).

By taking the infinitesimal coordinate transformation xµ → xµ+ εµ(x) we see that the

metric will transform as

ds2 = ηµνdx
µdxν → (ηµν + ∂µεν + ∂νεµ)dx

µdxν

= ds2 + (∂µεν + ∂νεµ)dx
µdxν ,

(5.2)

and to satisfy the the condition in equation 5.1 that this transformation appears as an

overall multiplicative factor to the metric we require

∂µεν + ∂νεµ = aηµν , (5.3)
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where a is the constant of proportionality. Tracing over both sides then fixes the constant

as a = 2
d∂

µεµ and taking a double derivative of eq. 5.3 then gives the condition (known as

the Killing equation)

(ηµν�+ (d− 2)∂µ∂ν)∂ρε
ρ = 0 . (5.4)

As can be seen there is a special case for this condition at d = 2, however we shall limit

our discussion to the cases of d > 2. From equation 5.4 we recognise that for d > 2 the

quantity εµ can be at maximum second-order in x (due to the requirement that ∂3ε = 0)

and so this determines the possibilities for transformations. The most general form that

εµ can take is

εµ(x) = aµ + ωνµxν + λxµ + bµxρx
ρ − 2xµbρx

ρ , (5.5)

with each term representing a set of specific transformations as follows:

• aµ: These represent usual translations.

• ωνµxν : These represent Lorentz transformations.

• λxµ: These represent scale transformations (also known as dilatations).

• bµxρx
ρ − 2xµbρx

ρ: These are the “special conformal transformations”, where bµ is

an arbitrary constant 4-vector.

We can associate generators with each of these, and so we find that the generators of the

translations are Pµ, the generators of the rotations are Mµν , the generator of dilatations

is the operator D, and the generators of the special coordinate transformations is the

operator Kµ.

Together these transformations form the “conformal transformations” and satisfy the

conformal algebra which is comprised of the Poincaré algebra along with the commutation

relations
[Mµν ,Kρ] = i(ηµρKν − ηνρKµ) ,

[D,Pµ] = iPµ ,

[D,Kµ] = −iKµ ,

[D,Mµν ] = 0 ,

[Kµ,Kν ] = 0 ,

[Kµ, Pν ] = −2i(ηµνD − Jµν) .

(5.6)

What does a quantum field theory with these properties look like then? The fields in
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these CFTs will transform in irreducible representations of the conformal algebra. Under

dilatations x→ λx the fields would transform as

φ(x)→ λ−∆φ(x) , (5.7)

where ∆ is the scaling dimension of the field. In a simple theory with for example just a

scalar field and quartic interaction these dilatation transformations would indeed leave the

action invariant then, but the inclusion of a mass term would break the invariance. If we

explore the symmetries we see that the translations and Lorentz transformations will give

conserved currents as usual of the energy-momentum (EM) tensor Tµν and the current

Nµνρ = xνTµρ−xρTµν respectively through Noether’s theorem. The new symmetries of the

dilatations and special conformal transformations will also be associated with conserved

currents, given by

JDµ = Tµνx
ν and JKµν = x2Tµν − 2xνx

ρTµρ . (5.8)

If we work through these currents we see that conservation of the energy momentum tensor

∂µTµν = 0 automatically conserves Nµνρ if the EM tensor is symmetric. The conservation

equations for the new currents with these conditions are

∂µJDµ = Tµµ and ∂µJKµν = −2Tµµ xν , (5.9)

and so we see that the requirement for conformal invariance in a field theory is that the

energy-momentum tensor is traceless, i.e. Tµµ = 0.

When is this condition satisfied in a quantum field theory? Through renormalisation

we discover that the couplings can run, that is that they have a dependence upon some

energy scale µ through the beta function

β(g) = µ
∂g

∂µ
, (5.10)

where g is the set of couplings of a theory; this necessitates the presence of the renorm-

alisation group (RG) and its ability to flow in a quantum field theory. When considering

renormalisation, we renormalise our fields as φr = Z
−1/2
φ φ0, where Zφ is the field renor-

malisation factor and φ0 is the bare field (i.e. the one which appears in a Lagrangian).

Our previous scaling dimension of the field in equation 5.7 will subsequently be modified

to the form

∆ = ∆0 + γ(g) , (5.11)

where ∆0 is the original classical scaling dimension and γ(g) is the anomalous dimension

given by

γ(g) =
1

2

µ

Zφ

∂Zφ
∂µ

. (5.12)
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Figure 5.1: A sketch of an RG flow with a UV fixed point (shown as a red dot). The

shape of the flow indicates that the coupling grows with energy scale up to a certain point

at which the flow reverses and the coupling shrinks. The arrows indicate the flow towards

the fixed point.

Due to this, some theories with classical conformal invariance do not maintain their con-

formal invariance when promoted to a quantum mechanical setting. Theories which are

classically scale invariant but lose this property under quantum mechanics are said to

acquire a trace anomaly when1

Tµµ 6= 0 . (5.13)

If in quantum field theories classical scale invariance is broken by these quantum consid-

erations at different energy scales, is it ever possible to obtain a conformal field theory?

By examining equation 5.10 we see that the field theory continues to be conformal (scale

invariant) only when β(g) = 0, i.e. when the coupling has no dependence upon µ. These

are known as fixed points of the renormalisation group flow, and it is where we will loc-

ate our CFTs. From this condition then we can find quantum field theories which are

conformal in two ways:

• The theory has value β(g) = 0 for all couplings, and are known as finite theories.

These theories do not “flow”, and so are conformal even at the quantum level, with

the coupling tracing out a line (or manifold) of fixed points. A theory of particular

importance in this class is that of N = 4 SYM (Supersymmetric Yang-Mills) theory,

where the contributions to the beta-function from scalars and fermions precisely

balances out the contribution of the gauge fields to at least third-order in loops
1however this property alone does not imply that the theory was originally classically scale invariant.
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[128, 129, 130, 131]. We shall explore this in more details later.

• The theory has particular points g∗ which satisfy β(g∗) = 0, known as the “fixed

points” of the renormalisation group. Here the theory can flow at different energy

scales and therefore will contain a trace anomaly, but at these fixed points we will

recover the CFT with Tµµ = 0 and the RG equation reduces to the Ward identity for

dilatations. An example of such a theory is shown in figure 5.1.

The restriction to a CFT imposes quite stringent limitations on the correlation func-

tions for this type of quantum field theory. Enforcing invariance of the action leads to the

dilatation Ward identity as just mentioned which takes the form
n∑
i=1

(
xµi

∂

∂xµi
+∆i

)
〈φ1(x1)φ2(x2) . . . φi(xI) . . . φn(xn)〉 = 0 , (5.14)

where ∆i is the scaling dimension for each particular field φi. The invariances present in

conformal transformations therefore restrict the forms of the two- and three-point func-

tions, which can be found as [132]

〈O(x1)O(x2)〉 =
1

(x1 − x2)2∆
(5.15)

and

〈O(x1)O(x2)O(x3)〉 =
C123

(x1 − x2)∆1+∆2−∆3(x2 − x3)−∆1+∆2+∆3(x1 − x3)∆1−∆2+∆3
,

(5.16)

where Oi are the operators and ∆i are their scaling dimensions as mentioned previously;

higher point functions are determined entirely in terms of these.

5.2 Anti-de Sitter Spacetimes

Due to the vital role that anti-de Sitter spacetimes play in the correspondence which

we utilise in this work, we need to understand some of its basic properties. The de Sitter

(and the related Anti-de Sitter) spacetimes are maximally symmetric manifolds with either

positive or negative constant curvature respectively (in the form of a positive or negative

cosmological constant); in this work we will focus on anti-de Sitter spacetimes. The action

which anti-de Sitter space corresponds to is the Einstein-Hilbert action of

S =
1

16πGd+1

(∫
M
dd+1x

√
−g (R− 2Λ)− 2

∫
∂M

ddx
√
−γK

)
, (5.17)

where Gd+1 is the (d + 1)-dimensional gravitational constant, Λ is the cosmological con-

stant, M is the manifold and ∂M is the boundary of the manifold. The second term is
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the Gibbons-Hawking-York (GHY) term for bounded surfaces where γµν is the induced

metric of the surface and K = Kµνγµν is the trace of the extrinsic curvature. This action

will give vacuum field equations of

Rµν −
1

2
Rgµν + Λgµν = 0 , (5.18)

which can be contracted to find the Ricci scalar of

R = 2
d+ 1

d− 1
Λ . (5.19)

Replacing this in the field equations now gives the Ricci tensor

Rµν =
2

d− 1
Λgµν . (5.20)

To understand the meaning of this sort of geometry we must embed it. To do so

we consider embedding in Rn, specifically we embed (n + 1)-dimensional AdSn+1 as a

submanifold in the flat space (n+ 2)-dimensional flat space manifold Rn+2 with metric

ds2 = ηMNdX
MdXN = −dX2

0 +

d∑
i=1

dX2
i − dX2

d+1 . (5.21)

This means that the AdS can be defined as the hyperboloid in this space with equation

− L2 = ηMNX
MXN = −X2

0 +

d∑
i=1

X2
i −X2

d+1 , (5.22)

where L2 is a quantity defined as the radius of the AdS space. With some basic definitions

now complete we can explore some properties of this type of space. We may transform

the space into the type originally considered by Maldacena [133] and follow his work by

taking the parametrisation

X0 =
L2

2r

(
1 +

r2

L4
(−t2 + ~x2 + L2)

)
,

Xi =
rxi
L

, i ∈ {1, . . . , d− 1} ,

Xd =
L2

2r

(
1 +

r2

L4
(−t2 + ~x2 − L2)

)
,

Xd+1 =
rt

L
,

(5.23)

where we note now that we only cover half of the spacetime due to the restriction of r > 0

leading to “local coordinates”. These local coordinates are presented in the form of a

Poincaré patch, and from this we see that we can write the metric as

ds2 =
L2

r2
dr2 +

r2

L2
ηµνdx

µdxν , (5.24)
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with the usual definition for the d-dimensional flat metric ηµν . Finally we can make

another substitution, this time of z = L2/r, to transform the metric into

ds2 = gMNdx
MdxN ≡ L2

z2
(dz2 + ηµνdx

µdxν) . (5.25)

If we construct the curvature tensors through the usual methods using this metric we find

that the Ricci tensor is

Rµν = − d

L2
gµν , (5.26)

and therefore comparing this form with the form from the field equations in 5.20 we can

see that the cosmological constant is simply

Λ = −d(d− 1)

2L2
. (5.27)

Finally for completeness we recognise that this definition for the cosmological constant

would transform the Ricci scalar into

R = −d(d+ 1)

L2
. (5.28)

How can we view these descriptions of AdS spacetime? We see from equation 5.25

that we may treat it as flat spacetime with the usual temporal and spatial components

t, ~x, along with an extra dimension parameterised by the coordinate z which due to its

domain and appearing as an overall factor takes the metric from infinitely small to infin-

itely large. Further to this we recognise that for constant values of z we are left simply

with flat spacetime multiplied by an overall conformal factor, and in this way we can see

the AdS space as being built of infinitely many slices of flat spacetime stacked on top of

each other; for example in the specific case of AdS5 we have infinitely many versions of

normal 4-dimensional flat Minkowski spacetime built together to form the fifth dimension.

We demonstrate an idea of how this would appear in figure 5.2. If we look at the limiting

cases of the AdS space we see that as the extra dimension takes the limit z → 0+ we have

a second-order singularity but also this case is conformally equivalent to the Minkowski

metric and so we can describe the anti-de Sitter space as having a conformal Minkowski

space at infinity. We also see that in metric 5.24 there will be a singularity at r → 0+,

equivalent to z → ∞ for metric 5.25. As this singularity only occurs in the r dependent

metric it is obvious that it is a coordinate singularity rather than a true curvature singu-

larity, however we can still glean some interesting information from it. To cover the full

spacetime we would also need another Poincaré patch in the region r ∈ {−∞, 0−} (equi-

valent to z ∈ {0−,−∞}), and so we can deduce that the coordinate singularity present in

that limit is actually demonstrating the presence of a Poincaré horizon.
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Figure 5.2: A sketch of AdS space. At z = 0 we have the coordinate horizon and at z →∞

we have the Poincaré horizon. Each “plane” that can be seen represents taking a slice of

the manifold ∂M at that z = const and seeing that it is flat Minkowski space; there are

infinitely many of these.

At finite temperature, this description also must include a black hole in the spacetime,

which will be discussed later.

With basic properties of both conformal field theories and anti-de Sitter spacetimes in

hand then we shall move on to one other necessity for the discussion of strings, the idea

of supersymmetries.

5.3 Supersymmetry (SUSY)

Another extension to the Standard Model which contains a new class of symmetries and

was a major influence on the development of string theory is supersymmetry, also known as

SUSY. Similarly to conformal theories this is an extension of Poincaré algebra with extra
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symmetries which are known as “supersymmetries”, and in fact we may state that including

supersymmetry enhances the conformal group to a conformal supergroup which extends

the conformal algebra to a superconformal algebra. However the similarities end there. In

1967 Coleman and Mandula put forth their “no-go theorem” [134] which effectively states

that there is no non-trivial way to combine spacetime and internal symmetries. This can

be bypassed by the consideration of “anti”-commuting symmetry generators instead of the

ones we are used to, and the main effect of these is that a supersymmetric transformation

alters the spin by 1/2, i.e. the supersymmetric generators Q act on the quantum states

by turning a boson into a fermion and vice versa through

Q|boson〉 = |fermion〉 and Q|fermion〉 = |boson〉 . (5.29)

As supersymmetry is important to string theory as a whole but not integral to our work

we shall only go briefly through the most important points. Supersymmetry extends

the Poincaré algebra with the addition of anticommuting generators which are spinors

in nature that we can denote by Qaα for the left-handed spinor and Q̄aα̇ for the right-

handed spinor. The index α is the spinor index and a = 1, . . . ,N denotes the number of

independent supersymmetries, which for this discussion we shall restrict to N = 1. The

algebra (also called the superalgebra) for this situation is given by

{Qα, Qβ} = {Q̄α̇, Q̄β̇} = 0

[Qα, P
µ] = [Q̄α̇, P

µ] = 0

{Qα, Q̄α̇} = 2σµαα̇Pµ

[Qα,M
µν ] = (σµν)βαQβ

[Q̄α,Mµν ] = (σ̄µν)α̇
β̇
Q̄β̇ ,

(5.30)

where εα̇β̇ and εαβ can be used to raise and lower spin indices and we have defined the

quantities σµν = 1
4(σ

µσ̄ν−σν σ̄µ) and σ̄µν = 1
4(σ̄

µσν− σ̄νσµ) which are formed of the Pauli

matrices σµ and their barred counterparts σ̄µ defined through (σ̄µ)α̇α = εαβεα̇β̇(σ
µ)ββ̇.

5.4 String Theory

String theory in certain formulations has been a contender for a Grand Unified Theory

(and possibly a Theory of Everything) for many years due to its ability to explain links

between areas of physics much more elegantly than many other theories that have come

before it. However it did not first start like this, and it certainly was not intended as such.

String theory began in earnest in the 1960’s as an attempt to explain the nature of hadrons
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through the strong nuclear force such as in references [135, 136]. It was quickly discarded

however as even though it had some success explaining desired properties it also predicted

the existence of anomalies such as a massless spin-2 particle, something not observed nor

expected in experiments. Further to this, the newly formulated quantum chromodynamics

(QCD) had proven to be exactly what was needed to explain the strong force, moving focus

away from string theory. This property of a massless spin-2 particle was later realised to be

the perfect candidate for the graviton, and that along with multiple other characteristics

led theorists to study string theory now as a basis for quantum gravity. Let us go through

some of the basics that lead us to the enthralling and integral dualities of string theory.

Where string theory differs from the conventional view of particles in the Universe is

that “normal” particles were thought to be pointlike, that is have no spatial dimensions

(which in itself is one of the reasons for the large number of infinities present); string

theory posits that the fundamental constituents are instead formed of one-dimensional

“string-like” objects, which can be either open or closed in nature. Whereas a traditional

point-like particle will trace out the familiar one-dimensional worldline as it moves through

spacetime, a string will instead trace out a two-dimensional “worldsheet”. The excitations

of these particular objects (like the excitations of a violin string corresponding to a note

or overtone) correspond to the spectra of particles.

5.4.1 Bosonic String Theory

This was the first incarnation of string theory, and it is named as such as it can only

attempt to explain the bosonic sector. There are two main topologies present in bosonic

string theory: open and closed strings. Open strings will have two endpoints whereas

closed strings will obviously have no endpoints. A fundamental string is a particular case

of a p-brane, which in more familiar language is just a p-dimensional object which moves

through spacetime. In particular, a point particle as is usual is identified as being a p = 0

brane and a string can be identified as a one-brane (i.e. with p = 1). These strings or

one-branes are especially important as their quantum theories are renormalisable.

There are two equivalent ways of writing the string theory action at a classical level

in terms of the spacetime embedding of the string worldsheet X(σ, τ), where σ and τ are

the two parameters necessary to specify a point on a two-dimensional worldsheet. These

are the Nambu-Goto action (using the convention d2σ̃ = dσdτ)

SNG = − 1

2πα′

∫
Σ
d2σ̃
√
−det(gMN∂αXM∂βXN ) , (5.31)

which has a more readily distinguishable physical interpretation but is difficult to quantise
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due to its square-root form (where here gMN is the metric on the (d + 1)-dimensional

spacetime), and the Polyakov action

SP = − 1

4πα′

∫
Σ
d2σ̃
√
−hhαβgMN∂αX

M∂βX
N (5.32)

which is more predisposed to quantisation. The Polyakov action is built upon an auxiliary

worldsheet metric hαβ, and both actions contain as an overall factor the inverse string

tension or “Regge slope” α′ which is related to the string tension T through T = 1/(2πα′).

Through dimensional analysis we can also associate the Regge slope to the natural length

scale of the model as

α′ = l2s , (5.33)

where ls is the string length. In many ways this string length can be thought of as the

only meaningful scale and parameter in string theory.

As previously mentioned, this type of theory permits open and closed strings. These

are subject to certain boundary conditions, namely Dirichlet and Neumann conditions.

In a closed string the embedding functions are periodic i.e. Xµ(σ, τ) = Xµ(σ + π, τ)

(where we choose that the coordinate σ has bounds −π ≤ σ ≤ π), but for an open string

we can have either Neumann conditions at the end of the string (which corresponds to

X ′
µ[σ = −π, π] = 0) or Dirichlet conditions (which corresponds to Xµ[σ = −π] = a,

Xµ[σ = π] = b where a, b are constants).

It does not make sense for the open strings to have free endpoints on nothing and just

end anywhere, and so this allows us to introduce new dynamical objects called “D-branes”

which are named after the requirement for Dirichlet boundary conditions (also called Dp-

branes where p is the spatial dimension) which these endpoints live on. These branes

have tension and so are affected by gravity and interactions with other objects; they are

meaningful stringy objects in their own right.

For any sort of theory which attempts to describe the Universe we expect to be able to

quantise it, and so we do the same with this theory. Under this procedure, the quantum

operators form what is known as the “Virasoro algebra” [137]. Introducing light-cone

coordinates on the worldsheet of

σ± = τ ± σ , (5.34)

we may decompose the worldsheet solution Xµ into left-moving (Xµ
L(σ

+)) and right-

moving (Xµ
R(σ

−)) waves. The Virasoro generators Lm and L̃m are formed from the modes

of the left-movers and right-movers of the string αµ−n and α̃µ−n which are each described
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by a conformal field theory, and the quantum version of this algebra satisfies

[Lm, Ln] = (m− n)Lm+n +
c

12
m(m2 − 1)δm+n,0 , (5.35)

where c is the central charge, also equal to the spacetime dimension c = D. Only with

the choice of spacetime dimension D = 26 does the string spectrum under this algebra

not contain the non-physical negative norm states, and so this is known as the critical

dimension.

This is not the only way to find the dimension necessary for bosonic string theory.

Another way is to consider that under a scale transformation on the curved worldsheet we

find that the trace of the energy-momentum tensor goes as

Tµµ ∝ (D − 26)R , (5.36)

which leads us to the conclusion that to remove the trace anomaly and maintain the

symmetries found classically then bosonic string theory can only be quantised if we make

the choice D = d+ 1 = 26.

In the end though it was found that bosonic string theory is obviously unsuitable for

a realistic description of nature: not only can it not account for fermions, it has a severe

problem with tachyonic states. Although thought to be a theory killer for a long time,

string theory eventually underwent another revolution as we shall see next.

5.4.2 Superstring Theory

The next step in the evolution is superstring theory, which attempts to solve some of

the difficulties on bosonic string theory. The discovery of supersymmetry in 1971 and its

properties mentioned in section 5.3 led to the incorporation of SUSY into string theory as

superstring theory initially by Ramond [138] and also by Neveu and Schwarz [139]. There

are two main ways to accomplish this, either by the Ramond-Neveu-Schwarz (RNS) form-

alism or the Green-Schwarz (GS) formalism, which are equivalent in certain circumstances.

We shall explore the RNS formalism. The key difference between the bosonic string and the

superstring is the addition of fermionic modes on its worldsheet, and so we include the fer-

mionic fields Ψµ(τ, σ) which are two-component spinors Ψµ(τ, σ)T = (ψµ−(τ, σ), ψ
µ
+(τ, σ)).

We do so by slightly modifying the previous string action into

S = − 1

2π

∫
d2σ

(
∂αX

µ∂αXµ +Ψ
µ
ρα∂αΨµ

)
, (5.37)

where we have set the string tension to T = 1/π (or equivalently α′ = 1/2), and the

quantity ρα is the two-dimensional equivalent of the Dirac matrix satisfying {ρα, ρβ} =
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2ηαβ (see appendix I). Similarly to as is usual, the conjugate field is defined through

Ψ
µ
= Ψµ†iρ0 with (Ψµ)† being the Hermitian conjugate of the fermionic field. Under the

transformations
δXµ = ε†iρ0Ψµ ≡ εΨµ ,

δΨµ = ρα∂αX
µε ,

(5.38)

where ε is an infinitesimal Majorana spinor formed of two real Grassmann numbers ε−, ε+

through

ε =

ε−
ε+

 (5.39)

we find that the action is invariant (up to boundary terms which can be dropped with

suitable boundary conditions), and so we see that these transformations mix bosons and

fermions and therefore the action is inherently supersymmetric.

Once again there are various types of boundary conditions possible in the model,

however in this case the choice of boundary conditions will split the theory into two sectors.

For open strings, the Ramond (R) sector consists of choosing boundary conditions at one

end of the string that specify

ψµ+(σ = π) = ψµ−(σ = π) , (5.40)

and this will give rise to fermions. The Neveu-Schwarz (NS) sector instead consists of

choosing the boundary conditions

ψµ+(σ = π) = −ψµ−(σ = π) , (5.41)

and this will give rise to bosons. Thus the open string allows for four distinct sectors

corresponding to the choice of boundary conditions on each end of the string: R-R, R-NS,

NS-R, and NS-NS. For closed strings the boundary conditions are instead given by

ψ±(σ) = ±ψ±(σ + π) , (5.42)

with the difference in signs leading to periodic or antiperiodic boundary conditions for the

+ or − case respectively.

Performing a similar analysis as for the bosonic case we can again try and quantise the

theory. In this case we now instead can form the “super-Virasoro algebra”, and we obtain

two different versions of the algebra for the two different sectors caused by the boundary

conditions. There is a supercurrent associated with the symmetries of the superstring

action 5.37 given by

JαA = −1

2
(ρβραΨµ)A∂βX

µ , (5.43)
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which is formed by two independent components J− and J+. We will generate two sets

of modes associated with this supercurrent depending on which sector we are in: the

modes Fm are associated with the Ramond sector and the modes Gr are associated with

the Neveu-Schwarz sector. In the Ramond sector therefore we can construct the super-

Virasoro algebra as [138]

[Lm, Ln] = (m− n)Lm+n +
D

8
m3δm+n,0 ,

[Lm, Fn] =
(m
2
− n

)
Fm+n ,

{Fm, Fn} = 2Lm+n +
D

2
m2δm+n,0 ,

(5.44)

and in the Neveu-Schwarz sector we can construct the super-Virasoro algebra as [140]

[Lm, Ln] = (m− n)Lm+n +
D

8
(m3 −m)δm+n,0 ,

[Lm, Gr] =
(m
2
− r
)
Gm+r ,

{Gr, Gs} = 2Lr+s +
D

2

(
r2 − 1

4

)
δr+s,0 ,

(5.45)

where the central charge in this situation is related to the spacetime dimension through

c = D+D/2. The indices m,n refer to integers m,n ∈ Z and the indices r, s refer to half

integers r, s ∈ Z+ 1
2 .

Once again there is a particular choice of spacetime dimension in which the string

spectrum does not contain the negative norm states, and so for superstring theory the

critical spacetime dimension is D = 10.

With the significantly more realistic string theory consisting of bosons and fermions

now produced we are in a much more solid place theoretically, however the tachyonic mode

still persists and the spectrum is not properly spacetime supersymmetric. Fortunately, it

was discovered in 1977 by Gliozzi, Scherk and Olive that further conditions through the

GSO projection should be imposed on the spectrum of the RNS string which leads to

the removal of tachyon and further to a truly supersymmetric theory in ten-dimensional

spacetime [141, 142]. This discovery lead to the first superstring revolution as it is named,

which began in 1984.

In this treatment quantities are constructed called “G-parity operators”, which are

defined through a number operator counting fermions F (specifically FNS in the NS sector

and FR in the R sector) as

G = (−1)FNS+1 = (−1)
∑∞

r=1/2 b
i
−rb

i
r+1 (5.46)

in the NS sector and

G = Γ11(−1)FR = Γ11(−1)
∑∞

n=1 d
i
−nd

i
n (5.47)
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in the R sector, where Γ11 is the ten dimensional analogue of the Dirac matrix γ5 in four

dimensions (see appendix I for properties and details) and dn, br are Grassmann-valued

Fourier modes found when Fourier expanding the superstrings. When applying Γ11 to a

spinor, the values

Γ11Ψ = ±Ψ (5.48)

are defined as having either a positive (+Ψ) or negative (−Ψ) chirality. With this pro-

jection we must make some choices, namely that we have both the left- and right-moving

sectors in which we must choose which G eigenstate to project out independently, and this

must be done in both the R and NS sectors. In making this choice we actually separate

our theory out into two distinct types of string theory, named type IIA and IIB. The dis-

tinctions are as such: in type IIA string theory the left- and right-moving R-sector ground

states have the chirality chosen to be opposite, whereas in type IIB string theory the left-

and right-moving R-sector ground states have the chirality chosen to be the same. There

is a rich structure for each of these types of string theory which is beyond the scope of

this thesis, so with the basics definitions covered we shall move onto what other possible

types of string theory there are.

5.4.3 Further String Theories

As we have just seen, we have already found two consistent but distinct types of string

theory. This at first glance seems unfortunate, surely if the purpose of string theory

is to try and construct the one overarching “theory of everything” there should not be

ambiguity about the fundamental properties. In fact, this may not even be the worst part

of it; there actually turns out to be even more types of string theory which are completely

consistent and one cannot say that one type is “more fundamental” than any other. The

possible ten-dimensional theories are:

• Type I

• Type IIA

• Type IIB

• Heterotic SO(32)

• Heterotic E8 × E8 .

We saw where the type IIA and IIB theories came from, but what about the others? There

is in fact a close relationship between type I and type II string theory, specifically type IIB
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string theory. An orientifold projection in string theory requires physical states be invari-

ant under a mirror symmetry. If we orientifold type IIB string theory we arrive at type I

string theory [143, 144] by considering that type IIB orientifolds are generalised orbifolds

that involve world-sheet parity reversal along with geometric symmetries of the theory.

The orientifold procedure results in an unoriented closed string theory. Consistency then

generically requires introducing open strings that can be viewed as starting and ending

on D-branes [145]. In particular, Type I compactifications on toroidal orbifolds can be

viewed as Type IIB orientifolds with a certain choice of the orientifold projection [146].

The other two types of string theories mentioned, SO(32) and E8 × E8, are closed

string theories and are known as heterotic string theories. They are called this due to their

composition: they are assumed to be the combination of a supersymmetric chiral piece

and a non-supersymmetric piece i.e. made up of both bosonic strings and superstrings,

and were first proposed in ref. [147]. In these types of models the left-moving degrees of

freedom of the 26-dimensional bosonic string theory are combined with the right-moving

degrees of freedom of the 10-dimensional superstring theory.

5.4.4 Dualities of String Theory and M-Theory

We now know that there are five distinct types of string theory possible. How do we

reconcile this and decide which one should describe the Universe? Whilst exploring string

theory and how the observable dimensions will be reduced down to the usual four, the

idea of compactification popularised by Kaluza and Klein was investigated. Following

this procedure then, a spatial dimension in the theory (which we choose to be Xd) is

compactified on a circle, meaning that it is periodic. For superstring theory this will mean

our spacetime shall be topologically equivalent to the product of 9-dimensional Minkowski

spacetime and a circle of radius R, that is R8,1×S1
R. What will this mean for our boundary

conditions? The non-compactified boundary conditions shall stay the same as

Xµ(σ = 0, τ) = Xµ(σ = 2π, τ) , (5.49)

but the S1 compactified dimension will now have condition

X9(σ = 2π, τ) = X9(σ = 0, τ) + 2πRW , W ∈ Z , (5.50)

where W is known as the winding number. The winding number describes how many

times a string has wound around the compactified dimension, and in what direction. This

allows the winding number to take any positive or negative integer value, as demonstrated

in figure 5.3.
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Figure 5.3: d + 1-dimensional spacetime with the spatial dimension d compactified on

a circle S1 with radius R. The dark black curves show strings living on the spacetime

winding around the compactified dimension. The closed string on the left has winding

number W = 2, the open string in the middle has a positive non-integer winding number,

and the closed string on the right has winding number W = −1.

In this type of compactification the momentum will be quantised for X9 as

p9 =
n

R
, (5.51)

and what we will find then is that a string with n units of momentum, a winding number

of W , and NL, NR total number of oscillators on the left and on the right has a total mass

given by

M2 =
n2

R2
+
W 2R2

α′2 +
2

α′ (NL +NR − 2) , (5.52)

and a level matching condition of

NR −NL = nW . (5.53)

What we can see from equation 5.53 is that under the exchange of meaning of the mo-

mentum n and the winding number W it is invariant. What about equation 5.52? Under

the same exchange the mass is not equivalent, however if we also simultaneously make

the exchange R → α′/R̃ we recover the same form as we had previously, and this sec-

ondary substitution does not alter the level matching condition. We call this duality the

“T-duality” (for target-space duality), and it is described through the exchanges

T : Rd−1,1 × S1
R ←→ Rd−1,1 × S1

R̃
,

T :W ←→ n .
(5.54)

What this means is that the winding-mode excitations in the description compactified on

a circle of radius R correspond to momentum levels in the dual description compactified
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on a circle of radius R̃. Exchanging the winding and momentum amounts to exchanging

the bosonic field Xµ
L +Xµ

R with Xµ
L−X

µ
R and the superstring field Ψµ with Ψ

µ which will

reverse the GSO projections, meaning that under the T-duality one type of type II string

theory gets converted into the other as:

Type IIB compactified on S1 with radius R←→ Type IIA compactified on S1 with radius R̃ .

This remarkable duality led to the second superstring revolution and to to the realisa-

tion of other dualities. Shortly after it was found that the distinction between the E8×E8

and SO(32) heterotic theories only exists in ten dimensions, and after toroidal compactific-

ation there is a single moduli space demonstrating that the E8×E8 and SO(32) heterotic

theories are also related by a T-duality [25].

In 1994 a further duality was proposed in ref. [148] named “S-duality” in reference to

its relating strong couplings and weak couplings. In string theory, this relates the string

coupling gs (which is the genus of the string worldsheet or equivalently the expansion in

string loop number) to 1/gs. A special case is one of a string theory model which exhibits

both T- and S- type dualities, and is dual to N = 4 SYM; we shall study shortly. For

the type I superstring and SO(32) heterotic string the low-energy effective actions can

actually be related by a transformation Φ → −Φ (where Φ is the dilaton), along with a

rescaling of the metric as [149]

gµν → e−Φgµν . (5.55)

From this it can be seen that the SO(32) heterotic and type I string theories in ten

dimensions are dual to each other as descriptions of the same quantum theory in different

regions of parameter space. Also, due to the relation

gs = 〈eΦ〉 , (5.56)

where 〈eΦ〉 is the vacuum expectation value of the dilation field, we see that the exchanging

of the sign of the dilaton implies that the string coupling of the type I superstring is the

reciprocal of the string coupling of the heterotic SO(32). This provides the duality that

a strong-coupling region of one theory can be described by dynamics of solitonic states

which is equivalent to the weak-coupling dynamics of elementary states of the other [150].

The S-duality also appears in a surprising way, in that it was found that type IIB

string theory with the string coupling constant gs is actually equivalent to the very same

theory with the coupling 1/gs.

Finally, one may ask whether there is any sort of description of the other two super-

string theories under this S-duality. What is found is that they (the type IIA superstring
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and the E8 ×E8 heterotic string) exhibit an eleventh dimension at strong coupling which

grows as gsls (shaped as a circle for type IIA and a line for E8 × E8) and thus approach

a common eleven-dimensional limit. The theory that emerges is known as M-theory (for

magic or mystery), and although it is not hugely well-understood it has garnered much

interest and study as its possibility of being the all-encompassing theory which we seek.

Explorations of it are plentiful and could fill many pages, but as interesting as it is we

do not need details of it for this work. All else we shall say on this topic is that the low

energy effective theory for M-theory is 11-dimensional supergravity (also called SUGRA,

however other dimensions do also have SUGRA also), which is somewhat special since it

is the highest possible dimension if one requires that there be no massless state with spin

higher than two [151]. We direct the interested reader to reviews [152, 153, 154] for more

details.

Figure 5.4: The consistent types of string theory as branches of M-theory with the dualities

relating them.

So we have found that all consistent string theories are related in what is known as the

“web of dualities” (which is depicted in figure 5.4) and we no longer have to make a choice
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of which is the correct one to describe the Universe. That this is the case is remarkable, as

many of these theories appear to have totally different properties and explain very different

effects yet are related by “simple” dualities. Of particular interest to us is the S-duality.

Many areas of physics are limited in their ability to explain physical phenomena due to

relying upon perturbation theory which is only valid in the weak coupling regime, despite

numerous very important physical aspects existing only at strong coupling. A duality

therefore which could translate easily calculable perturbation results into the strongly

coupled regime would be very useful if we could formulate the situation in a “stringy”

context, and this is what we shall explore in the form of the AdS/CFT correspondence.



84

Chapter 6

AdS/CFT Correspondence a.k.a.

Holography

We may wonder: “If string theory is truly meant to describe the Universe, surely we should

experience some of these dualities in the physics we know now such as in quantum field

theory, which string theory should reduce to in the low-energy limit.” This is indeed the

case. The S-duality, for instance, is present in a non-stringy context in electromagnetism

under the exchange of E→ B and B→ − 1
c2
E which shows that under the exchange of the

electric and magnetic fields the theory is invariant (in vacuum, magnetic monopoles are

required for the non-vacuum case). The Lagrangian coupling in this instance goes from

L ∝ 1
g2

to L ∝ g2, and so we see that this is precisely an S-duality due to the relation of

strong to weak coupling.

This line of reasoning also led to the AdS/CFT correspondence being formulated in

1997-98 in Refs. [133, 155, 156], which at the heart of it is built upon the properties of D-

branes. If we recall the D-branes we mentioned earlier which we defined as p-brane objects

on which open strings could end with Dirichlet boundary conditions we can explore a few

of their important properties. One such property is that the massless spectrum of open

strings on a Dp-brane for type II string theory is maximally supersymmetric U(1) gauge

theory in p+1 dimensions; the internal excitations of the Dp-branes sources a gauge field

described by the Dirac-Born-Infield action (an action describing electromagnetism with a

limiting field strength). If we consider instead when N of them are in coincidence we enjoy

a U(N) gauge theory on their world-volume [157]. This is due to the fact that we have

N2 open string subsectors linking one D-brane to another as they can start and end on

any combination of the D-branes, which in the limit when they are stacked on top of each

other will all have massless modes and we thus obtain the reduction of U(N) ' SU(N)×U(1)
ZN
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gauge theory from ten dimensions to d = p + 1. Further to this, as the U(1) subgroup

decouples, then due to the composition of U(N) we actually identify the our duality

as being (supersymmetric) Yang-Mills theory with gauge group SU(N) (see Polchinski’s

lectures [158] for much greater detail on D-branes, or reviews such as [159, 160, 161]).

Obviously, as we have begun this analysis considering string-based objects there must

be a fully string theory description of these interacting D-branes too which may lead to

some other way of viewing the system. As we have said previously these D-branes are

fully dynamic objects, and for a large amount of these D-branes (corresponding to large

N) this stack is a heavy object embedded into a theory of closed strings existing in the

entire spacetime which contains gravity. In fact it is deeper than that; as strings can split

and join freely two open strings which reside on the same D-brane can come together,

merge into a closed string, and therefore are no longer bound to the brane and can travel

unhindered in the spacetime bulk. These p-branes therefore emit Hawking radiation [162]

which corresponds to all closed string fields that can move in the bulk, and therefore permit

a gravitational description through supergravity coupled to massive modes of these strings,

which in the limit of low energy would simply be a supergravity description.

This is the crux of the field theory/gravity correspondence. There are multiple equally

valid descriptions of the theory which link very different concepts springing from a string

theory setup, both describing a gravitational theory and a gauge theory. We shall now

proceed to a specific example to get a feel of this correspondence. For overall reviews of

the AdS/CFT correspondence see e.g. [163, 164, 165, 166, 167].

6.1 N=4 Supersymmetric Yang-Mills Theory

Let us look at this correspondence in the concrete and famous example of N=4 Super-

symmetric Yang-Mills (SYM) theory. For N coincident Dp-branes the metric and dilaton

backgrounds may be expressed in the following simple string frame form [132]:

ds2 = H−1/2(r)

[
−dt2 +

p∑
i=1

(dxi)2

]
+H1/2(r)

[
dr2 + r2dΩ2

8−p
]
, (6.1)

where dΩ2
8−p is the (8− p)-dimensional sphere metric and H(r) is the warp-factor defined

through

H(r) = 1 +
L7−p

r7−p
. (6.2)

The warp factor is related to the dilaton through the relation

eΦ = H(3−p)/4(r) . (6.3)
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Let us specify to the p = 3 case, meaning that we are now considering a stack of D3-branes

in type IIB string theory (type IIB as type IIA describes even integer p-branes and IIB

describes odd integer p-branes due to consistency of boundary conditions1) which as a

consequence of the reduction lives in d = p + 1 = 4. This stack of D3-branes give rise

in particular to N=4 SYM. The quantity N describes the number of supersymmetries

present, and the gauge group of this theory is SU(N), with N being the rank of the gauge

group and the number of D-branes.

Exploring the various limits of the bulk we see that as r → ∞ we have H → 1, and

so the metric reduces to flat 10-dimensional Minkowski. In the opposite limit as r → 0

however the warp factor goes as H(r) ≈ L4/r4, and so the metric becomes

ds2 =
r2

L2
ηµνdx

µdxν +
L2

r2
dr2 + L2dΩ2

5 . (6.4)

If we then make the familiar substitution r = L2/z we transform the metric to the form

ds2 =
L2

z2
(dz2 + ηµνdx

µdxν) + L2dΩ2
5 , (6.5)

which if we compare with the metric 5.25 we see that the first term is simply AdS5 and

so the metric is the product space of AdS5 × S5.

From the point of view of the supergravity background solution, the gauge theory lives

in the original metric (before taking the r → 0 limit). Therefore in the new AdS5 × S5

limit space we can say that the gauge theory lives at r →∞, or z → 0, which as we have

proven when analysing AdS space, is part of the real boundary of global AdS space, and

in Poincaré coordinates z → 0 is a Minkowski space. Therefore the gravity theory lives

in AdS5 × S5, whereas the Super Yang-Mills theory lives on the 4 dimensional Minkowski

boundary of AdS5 parametrised by t and ~x.

This is the reason as to why this correspondence is known as the holographic principle

[168, 169, 170, 171, 172]; the entire information content of a quantum supergravity theory

in a given volume can be encoded in an effective field theory at the boundary surface of

this volume, and therefore just like a hologram a d + 1-dimensional picture can be built

solely out of d-dimensional information.

We need to explore the limits of this space and the couplings present also. We have a

relation of the radius of the space compared to the string length as(
L

`s

)7−p
= (2
√
π)5−p Γ

(
7− p
2

)
gsN , (6.6)

1Technically all integer branes are possible in both type IIA and type IIB, however only odd branes are

stable for type IIB and only even branes are stable for type IIA due to being BPS objects.
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which for our D3 brane case simplifies to(
L

`s

)4

= 4πgsN . (6.7)

However we can also remember that the string coupling and Yang-Mills coupling can be

related through g2YM = 4πgs, and further that the ’t Hooft coupling of the dual gauge

theory is simply λ = g2YMN , allowing the string length and radius to be related through(
`s
L

)2

=
1√
λ
. (6.8)

What can we glean from this relation? When the field theory is described by weak coupling,

the radius of curvature L must be small compared to `s, and therefore the gravitational

geometry is strongly curved. However when the gravitational background is weakly curved

(and therefore more easily tractable) the radius of curvature is large, and therefore the field

theory is strongly coupled, which is something we shall discuss in the following section.

This is the heart of why the AdS/CFT correspondence is so useful: when usual per-

turbation methods break down for field theories in the strong coupling regime, the problem

can be translated into a weakly curved gravitational theory which is easily solved so long

as the right identifications are made for dual quantities.

One further consideration we need to make is the limits of validity of this analysis.

Depending on our regime, there could be possible corrections from either quantum gravity

effects or from string effects that we wish to avoid. We can think about the quantum grav-

ity effects in terms of the (ten-dimensional) Planck length and how our radius compares

to it. We find the relation between the two as(
lP
L

)8

=
π4

2N2
, (6.9)

which is gained from examining the coefficient of the ten-dimensional Einstein-Hilbert

action. If we are to avoid having quantum gravity corrections we must require then that

lP /L → 0, and complementing this to avoid “stringy” corrections we must require that

`s/L → 0 at the same time. From these restrictions then we see that this discussion is

only valid in the limits where

N � 1 , and λ� 1 (6.10)

if we do not compute corrections from these effects.

An interesting limit to work in is the ’t Hooft limit, which consists of taking N →∞

whilst also keeping the ’t Hooft coupling fixed at a constant value. This corresponds to

considering only planar diagrams (Feynman diagrams which can be drawn on a sphere
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with zero handles i.e. h = 0 when considering topological surfaces) whilst non-planar

diagrams will be subleading effects categorised by 1/N2 behaviour. This is due to the

fact that there are fewer colour index contractions (or “loops”) for non-planar diagrams

which have the same momentum structure as their planar counterparts, and as these index

contractions provide factors of N this leads to the non-planar diagrams being suppressed

in comparison.

6.2 Holographic Dictionary

From the dualities we have explored we can now form a “holographic dictionary” which

translates quantities from one limit of the duality to the other and is necessary if we

wish to correctly identify what processes in field theory look like in their gravitational

description.

It is useful to first look at the symmetry groups of the two separate theories. The

isometry group of AdSd+1 is given by SO(2, d), the same as the conformal group in (d−

1, 1) dimensions, and the symmetry group for the sphere S5 is the usual SO(6). The

32 supersymmetries present are inherently halved with the inclusion of the D3 branes

which break 16 Poincaré supersymmetries, however near the horizon these are joined by

16 conformal supersymmetries enhancing the overall symmetry group to SU(2, 2|4).

For the N = 4 SYM theory we find a global symmetry group which is described by

the superconformal group SU(2, 2|4), and also for this supergroup the bosonic subgroup is

found through the product of the R-symmetry group and conformal group as SO(2, 4)×

SO(6)R [173], and so for our case with d = 4 the symmetry groups coincide.

This is a large piece of evidence in the AdS/CFT correspondence’s favour; completely

identical group structures would already innately suggest an isomorphism between two

theories without the arguments we have just put forward. With this structure we can feel

justified in relating quantities and operators on both sides.

We begin the dictionary by stating the famous Witten-GKP relation [155, 156] (GKP

here referring to Gubser, Klebanov, and Polyakov)

ZO[φ0]CFT = Zφ[φ0]string , (6.11)

which allows us to relate the partition function of type IIB string theory with the generat-

ing functional of CFT correlation functions. This is the strongest version of this relation,

however more frequently the weaker version is considered which relates solutions of type

IIB supergravity containing leading asymptotic behaviour near the conformal boundary as
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acting as the generating functional for connected correlation functions with an operator

O. This uncovered equivalence between the fundamental quantities of both theories is

once again a large piece of supporting evidence for the AdS/CFT correspondence.

For this duality to be useful, we wish to relate the observables on both sides, which

will be e.g. the matter fields on the supergravity side and the operators on the field theory

side. We can try and explore this in the simplest case, that of the scalar field. If we again

recollect the AdS metric 5.25 and remember the equation of motion for a scalar as(
1√
−g

∂µ
√
−ggµν∂ν −m2

)
φ(z, x) = 0 , (6.12)

and Fourier transform to a plane wave decomposition φ(z, x) = eip
µxµφp(z) we find a

relation for the scalar field of

z2∂2zφp(z)− (d− 1)z∂zφp(z)− (ηµνp
µpνz2 +m2L2)φp(z) = 0 . (6.13)

As we care mostly about the case at z → 0, we consider this limit and see that the field

behaves as φp(z) ∼ z∆, which when inputted into 6.13 and then taking the limit z → 0

leads to the condition

∆± =
d

2
±
√
d2

4
+m2L2 , (6.14)

where ∆± correspond to the two distinct solutions possible as roots from the condition

∆(∆− d) = m2L2 , (6.15)

and are related through ∆− = d−∆+. We can therefore expand the boundary behaviour

of the field as

φ(z, x) = φ1(x)z
∆− + φ2(x)z

∆+ + . . . , (6.16)

where φ1 and φ2 are as yet undetermined general quantities. We see from the metric

5.25 that AdS should have a dilatation invariance under the simultaneous transformations

x → λx and z → λz, and so for the scalar field to be invariant we must require that φ1

and φ2 transform as
φ1(x)→ λ−∆−φ1(x) ,

φ2(x)→ λ−∆+φ2(x) = λ∆−−dφ2(x) ,
(6.17)

and thus recalling eq. 5.7 we see that this is simply telling us that φ1 has conformal

dimension ∆−, whereas φ2 has a different but related dimension. As we can see then, there

seems to be an exact linkage between the group representations as well as the conformal

dimension and mass, and so from this we can make the identification that a scalar field

of mass m2 in AdS is dual to a conformal scalar operator O of dimension ∆ on the field
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theory side. Further to this, by dimensional analysis we may identify φ2 as the vacuum

expectation value for this dual scalar field theory operator O, and φ1 as the source for this

operator.

An important point to note is that in AdS space scalar fields can be stable even for

negative masses due to the shape of the potential. This leads to what is known as the

Breitenlohner-Freedman bound [174, 175], which states that stable solutions can exist for

m2L2 ≥ −d
2

4
. (6.18)

In addition, the unitarity bound for scalars ∆ ≥ (d − 2)/2 which requires all states in a

representation have positive norm limits the solution to only the one we have previously

presented, however in the range

− d2

4
≤ m2L2 ≤ −d

2

4
+ 1 (6.19)

both types of solution are permissible, meaning that the how we identified the source and

the vacuum expectation value of the field theory operator can be interchanged. This will

be especially important for our work later.

Although the arguments we have put forth are specifically for the scalar field, this type

of reasoning can be generalised for fields of higher spin. From this we can find meanings

for the fermionic fields, gauge fields, and metric tensor living on the gravitational side for

the field theory dual.

If we put all of these duality relations together then we can form the “holographic

dictionary” which relates important quantities from both dual theories, and these dualities

are summarised in Table. 6.1.

Field Theory on Boundary Gravity in Bulk

Generating Functional Z[φ0(x)] = Partition Function Z[φ0(x)] =〈
exp

∫
∂M ddxφ0(x)O(x)

〉 ∫
φ0
Dφ exp(−S[φ(x), gµν ])

Scalar Operator O Scalar Field φ

Fermionic Operator Oψ Dirac Field ψ

Symmetry Current Jµ Maxwell Field Aµ

Energy-Momentum Tensor Tµν Metric Tensor gµν

Scalar Operator Dimension ∆ Mass of Field m2

Table 6.1: The holographic dictionary, relating field theory and gravity quantities.
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6.3 Holographic Renormalisation

In quantum field theories, divergences of multiple types are commonplace. There are two

main divergence types, namely infrared (IR) divergences and ultraviolet (UV) divergences.

The IR divergences appear from theories containing massless particles such as photons

where arbitrary amounts can be present, whereas UV divergences come from the fact

that undetermined momenta can be as large as possible, or the distance between any two

positions in spacetime can be made as small as possible. Studying CFTs means that we

will inherently have to figure out how to deal with these divergences also.

Some in-depth treatments of the particularities of holographic renormalisation are

found in Refs. [176, 177, 178, 179, 180, 181], and we shall utilise these in our explanations.

As they are used frequently for this section they shall not be referenced every time they

are necessary, so we direct the reader to these for all more in-depth explanations necessary.

Due to the correspondence we have just studied, we recognise that when we speak of UV

divergences on the field theory side, this will actually translate over to IR divergences

on the gravitational side, and similarly QFT IR divergences relate to gravitational UV

divergences. Mainly we shall be interested in correlation functions on the field theory side

which suffer from UV divergences, and so this shall translate to finding ways to deal with

IR or near boundary divergences gravitationally. Further to this, renormalisation and the

renormalisation group through the dictionary can be related to the idea that the radial

coordinate of a spacetime with asymptotically AdS geometry can be identified with the

RG flow parameter of the boundary field theory [182].

To renormalise our theory we effectively need to find a way to rid ourselves of the

divergences which plague the action due to our choice in Lagrangian. To do this we employ

the use of subtracting “counterterms” which are of the same form as the terms already

considered in the non-renormalised Lagrangian. We can consider this type of process as

a type of “reparameterisation”, but really the idea behind why this sort of procedure is

fine to do is that we are not adding terms in the ad hoc sense that we have just decided

they are necessary and we pluck them from nowhere. Instead, we realise that the way we

have formulated the theory is in a non-ideal way, and therefore because of this we receive

divergences which tell us we must find a way to reparameterise the theory which removes

these. Ergo, to obtain physically meaningful quantities we cancel these divergent terms

by related counterterms which are strictly dictated by our theory.

As we shall only be considering the use of scalar operators and the energy-momentum

tensor (corresponding to scalar fields coupled to gravity) in our papers I shall stick to dis-
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cussion of these elements in terms of holographic renormalisation, which means considering

how to renormalise massive scalars and the metric.

To calculate well-behaved quantities therefore we need to regularise and then renorm-

alise the action, through

Sren = Sreg + Sct . (6.20)

We construct the regularised action Sreg by simply choosing a cutoff point for the bulk

coordinate in the theory labelled ε > 0, which if we took to its true limit of ε = 0 would

lead to divergences. After regularisation we work through the machinery of holographic

renormalisation to locate the divergences fully, then apply constrained counterterms to

remove these divergences. Once removed, we finally take the limit ε → 0 and obtain a

renormalised, finite result.

For a scalar field φ coupled to gravity, we shall be considering a base action of the form

S[G,φ] =
1

8πGd+1

(∫
M
dd+1x

√
−G

[
RG
2

+Gµν∂µφ∂νφ+ 2V (φ)

]
−
∫
∂M

ddx
√
−γK

)
,

(6.21)

where the cosmological constant is absorbed into the definition of the potential V (φ), Gµν

is the d+1-dimensional metric with determinant G = detGµν and related Ricci scalar RG,

and the second term is the GHY term explained previously. This will be recast in terms

of the boundary fields and their leading falloffs which are of most importance (in our case

g(0),ab and φ(0)), and then regularised with the cutoff ε, leaving a regularised action as

Sreg[g(0), φ(0); ε] = Snon-ren[g(0), φ(0)]

∣∣∣∣
x5=ε

. (6.22)

This action will contain the express divergences which must be dealt with, along with

the finite terms which dictate the theory and terms of higher order in ε which will be

irrelevant after renormalisation. With the divergent terms located we can construct the

action containing the counterterms Sct, which will be fashioned as

Sct[g(x, ε), φ(x, ε); ε] = −Sreg[g(0), φ(0); ε]O(ε)<ε0 , (6.23)

i.e. it is formed of the negative of terms with a factor of epsilon of order less than ε0. Whilst

the regularised action is expressed in terms of the leading boundary expansion coefficient,

the counterterm must be expressed in terms of the full fields living on the boundary

(which are dependent upon these coefficients and simplify to them in the full limit) to

satisfy covariance. Finally with the counterterms removing any possible divergences we

combine the regularised action with the counterterms and take the full limit of ε → 0 to

determine the renormalised action

Sren[g(0), φ(0)] = lim
ε→0

(
Sreg[g(0), φ(0); ε] + Sct[g(x, ε), φ(x, ε); ε]

)
. (6.24)
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This renormalised action therefore defines for us a generating functional for renormalised

correlation functions. After this renormalisation process, we can vary the renormalised

action with respect to the fields to find

δSren[g(0)ab, φ(0)] =

∫
d4x
√
g(0)

(
1

2
〈Tab〉δgab(0) + 〈O〉δφ(0)

)
, (6.25)

which now allows us to determine the one-point operators through the relations

〈O〉 = 1
√
g(0)

δSren
δφ(0)(x)

(6.26)

and

〈Tab〉 =
2
√
g(0)

δSren

δgab(0)(x)
. (6.27)

It will also be useful to express these relations in terms of the full fields on the boundary,

which we shall detail later. We now turn to some concrete examples. Although we will

require the full action of Einstein-Hilbert gravity coupled to scalars, we will study each

piece of the action individually and will then combine in a later section.

6.3.1 Einstein-Hilbert Gravity

As gravitation makes up a large area of our study, we must determine how to deal with

the metric in terms of renormalisation. For holography we shall be dealing with Einstein-

Hilbert gravity, which will take the action introduced earlier in eq. 5.17 with cosmological

constant Λ giving

SEH =
1

16πGd+1

(∫
M
dd+1x

√
−g (RG − 2Λ)− 2

∫
∂M

ddx
√
−γK

)
, (6.28)

where again RG is the Ricci scalar of the full d + 1-dimensional metric Gµν , which has a

related Ricci tensor RGµν . The variation of this action produces the Einstein equations

RGµν −
1

2
RGGµν − ΛGµν = 0 , (6.29)

which we wish to solve to be able to determine information about our operators and

boundary falloffs. For the AdS metric we have been considering with a generalised d-

dimensional sector appearing as

ds2 =
L2

z2

(
dz2 + gab(x, z)dx

adxb
)
, (6.30)

we may expand gab as

gab(x, z) = g(0),ab(x) + z2g(2),ab(x) + . . .+ zdg(d),ab(x) + zdh(d),ab(x) log z
2 + . . . , (6.31)
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with the logarithmic piece appearing only in even dimensions for d. This metric and ex-

pansion are useful and will be the metric we employ for holographic renormalisation in

one of our papers, however it is conventional to switch to another metric for the renor-

malisation arguments, which we shall follow. All results found are transferable between

metrics. For this we make the substitution ρ = z2, which transforms the metric to the

Fefferman-Graham form [183]

ds2 = Gµνdx
µdxν =

L2

4ρ2
dρ2 +

L2

ρ
gab(x, ρ)dx

adxb , (6.32)

where now the d-dimensional part is given by

gab(x, ρ) = g(0),ab(x) + . . .+ ρd/2g(d),ab(x) + ρd/2h(d),ab log ρ+ . . . . (6.33)

This metric and expansion lead to the following Einstein equations

ρ[2g′′ab − 2(g′g−1g′)ab +Tr(g−1g′)g′ab] + L2Rab(g)− (d− 2)g′ab − Tr(g−1g′)gab = 0

∇aTr(g−1g′)−∇bg′ab = 0

Tr(g−1g′′)− 1

2
Tr(g−1g′g−1g′) = 0 ,

(6.34)

where a prime denotes a derivative with respect to ρ and ∇a is the covariant derivative

with respect to gab. If we consider these equations order by order in ρ we may find the

coefficients in the expansion of 6.33. At leading order we may set ρ = 0 in the first equation

of 6.34 to retrieve

g(2),ab =
1

d− 2

(
Rab −

1

2(d− 1)
Rg(0),ab

)
, (6.35)

and this can be repeated further for higher orders. Using what we have found so far then,

we can regularise the action by setting a cutoff ε > 0, entering our metric expansion, and

integrating. This gives a regularised action of

SEH,reg =
1

16πGd+1

(∫
ρ≥ε

dd+1x
√
G (RG + 2Λ)− 2

∫
ρ=ε

ddx
√
γK

)
=

1

16πGd+1

∫
ddx

[∫
ρ=ε

dρ
d

ρd/2+1

√
g +

1

ρd/2
(4ρ∂ρ

√
g − 2d

√
g)

]
,

(6.36)

which can be shown in its divergent form as [177]

SEH,reg =
1

16πGd+1

∫
ddx
√
g0

(
ε−d/2a(0) + ε−d/2+1a(2) + . . .− log εa(d)

)
+O(ε0) , (6.37)

where the functions a(n) are conventional and in terms of constants or curvature quantities,

such as

a(0) =
2(d− 1)

L2
, a(2) =

R

2(d− 1)
, a(4) =

L2

2(d− 2)2

(
RabR

ab − 1

d− 1
R2

)
. (6.38)
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By eq. 6.23 we see that our counterterms must be the negative of these divergent terms

living at the boundary, and so we induce a metric at the boundary ρ = ε through γab =

(L2/ε)gab, which has determinant γ = (L2d/εd)g. As we have actions in terms of g(0), we

will need to invert eq. 6.33 to find them in terms of γ. Inverting as a perturbative series,

we find

√
g(0) =

√
γεd/2

(
1− 1

2
εTr(g−1

(0)g(2)) +
1

8
ε2[(Tr(g−1

(0)g(2)))
2 +Tr(g−1

(0)g(2))
2] + . . .

)
. (6.39)

This allows us to now write our counterterms at the boundary, which is given by (after a

lot of calculation)

Sct =
1

16πGd+1

∫
ρ=ε

√
γ

[
2(d− 1) +

1

2− d
R[γ]

+
1

(d− 4)(d− 2)2
(R

(γ)
ab R

(γ),ab − d

4(d− 1)
R[γ]2)− log εa(d) + . . .

]
,

(6.40)

where R
(γ)
ab and R[γ] are the Ricci tensor and scalar based on γab respectively. When

restricting to a particular dimension, the number of applicable terms changes. For even

dimensions, only the first d/2 terms must be kept along with the logarithmic term; for

odd dimensions, only the first (d + 1)/2 terms are to be kept. With our actions now in

terms of the induced metric, we can look to the form of the energy-momentum tensor.

The form presented earlier can be modified to be in terms of the full field through

〈Tab〉 =
2
√
g(0)

δSren

δgab(0)(x)
= lim

ε→0

2
√
g

δ(Sreg + Sct)

δgab(x, ε)
. (6.41)

From this we can recast this in terms of the induced metric on the boundary ρ = ε by the

relations presented earlier,

〈Tab〉 = lim
ε→0

(
Ld−2

εd/2−1

2
√
γ

δ(Sreg + Sct)

δγab(x)

)
= lim

ε→0

(
Ld−2

εd/2−1
T γab

)
, (6.42)

where T γab is the energy-momentum tensor at the boundary ρ = ε. This boundary tensor

can be split into its two constituent parts as T γab = T reg
ab + T ct

ab , arising from Sreg and Sct

respectively. We can find general forms for both of these energy-momentum tensor pieces

so as to be able to find the full tensor. The first piece, T reg, is the much simpler of the

two. From the definition in eq. 6.37 we can write it as being comprised of the extrinsic

curvature tensor Kab and its trace as

T reg
ab =

1

8πGd+1
(Kab −Kγab)

=
1

8πGd+1

(
1− d
ε

gab(x, ε)− ∂εgab(x, ε) + gab(x, ε)Tr[g
−1(x, ε)∂εgab(x, ε)]

)
.

(6.43)
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Moving on to the counterterm piece, we can now make use of the counterterm action we

found earlier in eq. 6.40 and therefore take the functional derivative with respect to the

induced metric to find

T ct
ab =

1

8πGd+1

(
(d− 1)γab +

1

(d− 2)

(
Rab −

1

2
Rγab

)
− 1

(d− 4)(d− 2)2

[
−∇2Rab + 2RabcdR

cd +
d− 2

2(d− 1)
∇a∇bR

− d

2(d− 1)
RRab −

1

2
γab

(
RcdR

cd − d

4(d− 1)
R2 − 1

d− 1
∇2R

)]
− T a(d)ab log ε

)
,

(6.44)

where the term T
a(d)
ab corresponds to the energy-momentum produced when considering

the term proportional to a(d) in eq. 6.40. It can be shown that for even dimensions this

term is related to the term appearing in the expansion of the metric of h(d) through

T
a(d)
ab = −d

2
h(d)ab . (6.45)

Finally with these relations for T reg
ab and T ct

ab we can move on to calculating 〈Tab〉. For this

part we shall specify d = 4, as that is the case we shall actually want to consider in the

papers (to replicate the realistic 4D world) and each dimension has very different results.

To do so we shall also need to rewrite both expressions in terms of g(0), which will require

inverting the Ricci tensor. This is found through

Rab[γ] = Rab
[
g(0)
]
+

1

4
ε
(
2Rac

[
g(0)
]
Rcb
[
g(0)
]
− 2Racbd

[
g(0)
]
Rcd

[
g(0)
]

−1

3
∇a∇bR

[
g(0)
]
+∇2Rab

[
g(0)
]
− 1

6
∇2R

[
g(0)
]
g(0)ab

)
+O

(
ε2
)
.

(6.46)

Combining our results and taking the functional derivative, we arrive at the result (where

we have now dropped all arguments in the curvature tensors, which are to be understood

as all calculated from g(0))

〈
Tab
[
g(0)
]〉

=
1

8πGd+1
lim
ε→0

[
1

ε

(
−g(2)ab + g(0)abTr(g

−1
(0)g(2)) +

1

2
Rab −

1

4
g(0)abR

)
+ log ε

(
−2h(4)ab − T

a(d)
ab

)
− 2g(4)ab − h(4)ab − g(2)abTr(g−1

(0)g(2))−
1

2
g(0)abTr(g

−1
(0)g(2))

2

1

8

(
RacR

c
b − 2RabcdR

cd − 1

3
∇a∇bR+∇2Rab −

1

6
∇2R(0)ab

)
−1

4
g(2)abR+

1

8
g(0)ab

(
RcdR

cd − 1

6
R2

)]
.

(6.47)

We can see that straight away our formula for T a(d)ab in eq. 6.45 specified for d = 4 will

remove the logarithmic divergence. Employing another result we have found, we can input
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the value of g(2)ab we found in eq. 6.35 to see that the 1/ε divergence is removed. Finally

using the first Einstein equation in 6.34 we can calculate h(4)ab, and from this we find

h(4)ab =
1

2
(g−1

(0)g(2))
2
ab −

1

8
g(0)abTr(g

−1
(0)g(2))

2

+
1

8

(
∇c∇ag(2)bc +∇c∇bg(2)ac −∇2g(2)ab −∇a∇bTr(g−1

(0)g(2))
)

=
1

8
RabcdR

cd +
1

48
∇a∇bR−

1

16
∇2Rab −

1

24
RRab +

(
1

96
∇2R+

1

96
R2 − 1

32
RcdR

cd

)
g(0)ab .

(6.48)

Entering this expression as well, all divergences have now been removed and we can take

the limit of ε→ 0 to calculate the fully renormalised energy-momentum tensor of

〈Tab〉 =
2

8πGd+1

(
g(4)ab −

1

8

[
(Tr(g−1

(0)g(2)))
2 − Tr(g−1

(0)g(2))
2
]
− 1

2
(g−1

(0)g(2))
2
ab

+
1

4
g(2),abTr(g

−1
(0)g(2)) + (scheme dep.h(4))

)
.

(6.49)

As we can see, in the d = 4 case we have retained an undetermined tensor g(4)ab which

is exactly as expected. Scheme dependent terms can also enter through local finite coun-

terterms.

6.3.2 Massive Scalar Field

One of the major components we will need to renormalise is a scalar field. We can consider

the action of a massive scalar field

Sφ =
1

2

∫
dd+1x

√
−G

(
Gµν∂µφ∂νφ+m2φ2

)
, (6.50)

where m is the scalar mass and G = detGµν . As we will later be examining scalars in

potentials we may think of this case as a scalar with potential V (φ) = −m2φ2. Obviously

when more complex potentials are explored there will be extra terms to be renormalised.

For the AdS metric we have been reviewing of

ds2 =
L2

z2

(
dz2 + gabdx

adxb
)

(6.51)

we shall take the ansatz of the scalar field to be

φ(x, z) = zd−∆φ̃(x, z) , (6.52)

where we expand the field φ̃(x, z) around the AdS boundary at z = 0 as

φ̃(x, z) = φ(0)(x) + z2φ(2)(x) + . . .+ zdφ(d)(x) . (6.53)

Once again however we switch to the Fefferman-Graham form, which causes the expansion

of the field to change to

φ(x, ρ) = ρ(d−∆)/2φ̃(x, ρ) , (6.54)
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and

φ̃(x, ρ) = φ(0)(x) + ρφ(2)(x) + . . .+ ρd/2φ(d)(x) . (6.55)

A massive scalar field must obey the related Klein-Gordon equation

(�G −m2)φ = 0 , (6.56)

where �G is the Laplacian

�Gφ =
1√
G
∂µ(
√
GGµν∂νφ) . (6.57)

Entering the definition for φ in eq. 6.54 with expansion eq. 6.55, we therefore find that

the scalar field must satisfy the relation

0 = (m2L2 −∆(∆− d))φ̃(x, ρ) + 2(2∆− d− 2)ρ∂ρφ̃(x, ρ)− ρ�gφ̃(x, ρ)

− (d−∆)ρφ̃(x, ρ)∂ρ log g − 2ρ2∂ρφ̃(x, ρ)∂ρ log g − 4ρ2∂2ρ φ̃(x, ρ) ,
(6.58)

where �gφ = 1√
g∂a(
√
ggab∂bφ), g = det gab. We can explore this relation order by order

to find out more. In the limit ρ→ 0 we see that we find

(m2L2 −∆(∆− d))φ̃(x, ρ) = 0 , (6.59)

which corresponds to the scalar mass condition found previously in eq. 6.15; this must be

satisfied even when ρ 6= 0. Applying this condition we can continue examining eq. 6.58,

and so inputting the expansion in eq. 6.55 gives

φ(2)(x, ρ) =
1

2(2∆− d− 2)

(
�g0φ(0)(x) + (d− Λ)φ(0)(x)Tr(g

−1
(0)g(2))

)
, (6.60)

where �g0 is the Laplacian with respect to g(0) and Jacobi’s formula of d
dt detA(t) =

(detA(t)) ·Tr
(
A(t)−1 · dA(t)dt

)
has been utilised. This analysis may be recursively applied

by differentiating eq. 6.58 and entering the form found for each expansion coefficient.

As an aside let us quickly look at the limit gab → δab, such as is the case for locally

regular AdS. In this limit eq. 6.60 simplifies to

φ(2)(x, ρ) =
1

2(2∆− d− 2)
�δφ(0)(x) , (6.61)

where �δ = δab∂a∂b. If we compute the recursion as mentioned in this case, we see that

there is a general formula of

φ(2n)(x, ρ) =
1

2n(2∆− d− 2n)
�δφ(2n−2)(x, ρ) . (6.62)

Evidently, there is a problem with the general form at a particular terminating point

satisfying 2∆ − d − 2n = 0 which will also appear in the specific forms at 2∆ − d −
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2 = 0 due to the denominator becoming zero. This will only occur in even dimensions

when the conformal dimension is an integer or in odd dimensions when the conformal

dimension takes a half-integer value. In these situations the expansion must be modified

by introducing a logarithmic term at the ρ(2∆−d)/2 order as

φ̃(x, ρ) = φ(0)(x)+ρφ(2)(x)+ . . .+ρ
(2∆−d)/2(φ(2∆−d)(x)+log(ρ)ψ(2∆−d)(x))+ . . . . (6.63)

However, when we enter this expression back into the scalar field equation we find this

means that φ(2∆−d) is no longer determined by the equations of motion, but ψ(2∆−d) is

through the relation

ψ(2∆−d)(x) = −
1

22∆−dΓ(∆− d/2)Γ(∆− d/2 + 1)
�∆−d/2
δ φ(0)(x) . (6.64)

Reverting back to the general form of the metric the situation is similar and φ(2∆−d) will

not be determined, however we can find ψ(2∆−d) such as in the case 2∆− d = 2, which is

given by

ψ(2) = −
1

4

(
�g0φ(0)(x) +

1

2
(d− 2)φ(0)(x)Tr(g

−1
(0)g(2))

)
. (6.65)

We can now move on to regulating and renormalising the scalar case. Integrating

over the bulk past the finite cutoff ρ ≥ ε, we find (using integration by parts and the

Klein-Gordon equation 6.56)

Sφ,reg =
1

2

∫
ρ≥ε

dd+1x
√
G
(
Gµν∂µφ∂νφ+m2φ2

)
=

1

2

∫
ρ≥ε

dd+1x
√
G φ(x, ε)

(
−�G +m2

)
φ(x, ε)− 1

2

∫
ρ=ε

ddx
√
Ggρρφ(x, ε)∂εφ(x, ε)

= −Ld−1

∫
ρ=ε

ddx
√
g(x, ε)εd/2−∆

[
1

2
(d−∆)φ̃2(x, ε) + εφ̃(x, ε)∂εφ̃(x, ε)

]
.

(6.66)

We may now write this in a way that exemplifies the divergent terms by expanding out

the fields, giving the regularised action as

Sφ,reg = Ld−1

∫
ddx
√
g(0)

(
εd/2−∆a(0) + εd/2−∆+1a(2) + . . .− log ε a(2∆−d)

)
+O(ε0) ,

(6.67)

where the functions a(n) are again conventional and in terms of the leading boundary

fall-off φ(0), e.g.

a(0) = −
1

2
(d−∆)φ2(0), a(2) = −

1

4
Tr g(2)φ

2
(0) + (d− Λ + 1)φ(0)φ(2) . (6.68)

As we have that ∆ > d/2 there will be only a finite number of divergent terms that

need renormalisable treatments when we finally take the limit ε → 0; if there were to be
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infinitely many that needed counterterms we would call the theory non-renormalisable. At

this point we know exactly which terms will cause our divergences, and so we know that our

counterterms must be exactly those which cancel them out. As we stated previously, our

counterterms need to be constructed with the fields living at the boundary for covariance,

and so we require φ(0), φ(2), etc. in terms of φ(x, ε). To calculate these we invert eq. 6.54

with expansion 6.63, giving (with some caveats depending upon the value of 2∆− d)

φ(0)(x) = ε−(d−∆)/2

(
φ(x, ε)− 1

2(2∆− d− 2)
�γφ(x, ε) + . . .

)
. (6.69)

With these inversions, we can write the counterterms as2

Sct =

∫
ddx
√
γ

[
d−∆

2
φ2(x, ε)

+
1

2(2∆− d− 2)

(
φ(x, ε)�γφ(x, ε) +

d−∆

2(d− 1)
R[γ]φ2(x, ε)

)
+ . . .

]
.

(6.70)

Similarly to the pure gravity case, we can write the one-point function as

〈O〉 = 1
√
g(0)

δSren
δφ(0)(x)

= lim
ε→0

1
√
g

δ(Sreg + Sct)

δφ(x, ε)
, (6.71)

which can then be put in terms of the boundary γab as

〈O〉 = lim
ε→0

(
Ld

εd/2
1
√
γ

δ(Sreg + Sct)

δφ(x, ε)

)
. (6.72)

6.3.3 Scalar-Gravity System

With both sectors understood in terms of holographic renormalisation we can move on to

the situation where we include a coupled scalar+gravity system through

Stot = SEH + Sφ , (6.73)

which allows for a backreaction of the scalar field satisfying the Einstein equations

Rµν −
1

2
GµνR− ΛGµν = 8πGTµν . (6.74)

2This is valid when we have the condition ∆ < d/2 + 2, except when the condition 2∆− d = 1. In this

case, the coefficient of the term in parentheses is modified from 1/[2(2∆− d− 2)] to −1/4 log ε.
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If we take eq. 6.32 to be the metric we consider again, along with eq. 6.33 to be the

expansion of the d-dimensional part, we find the Einstein equations

ρ
[
2g′′ab − 2

(
g′g−1g′

)
ab

+Tr
(
g−1g′

)
g′ab
]
+Rab(g)− (d− 2)g′ab − Tr

(
g−1g′

)
gab

= 8πGd+1ρ
d−∆−1

[
(∆− d)∆
d− 1

φ2gab + ρ∂aφ∂bφ

]
∇aTr

(
g−1g′

)
−∇bg′ab = 16πGd+1ρ

d−∆−1

[
d−∆

2
φ∂aφ+ ρ∂ρφ∂aφ

]
Tr
(
g−1g′′

)
− 1

2
Tr
(
g−1g′g−1g′

)
= 16πGd+1ρ

d−∆−2

[
d(∆− d)(∆− d+ 1)

4(d− 1)
φ2

+(d−∆)ρφ∂ρφ+ ρ2 (∂ρφ)
2
]
,

(6.75)

which obviously reduce to equations 6.34 in the limit φ = 0 as it should do. In this

system, much of the machinery we have presented is still applicable, except now we must

contend with backreaction. We therefore will have to solve the coupled equations 6.75

and 6.58 which will involve inserting both sets of expansions, for the scalar field and the

metric. Although the exact details will be very case specific, generally the formulae we have

derived do apply except with certain extensions to take into consideration the role of the

scalar field. Specifically for example, when working through the Einstein equations 6.75

we will now find that the falloffs of the metric expansion will depend upon the boundary

coefficients of the field which relate to the source and vacuum expectation value of the

field.

Field Theory on Boundary Gravity in Bulk

Generating Functional W [J ] Regularised Action Sreg[φ]

Renormalised Generating Functional Wren[J ] Renormalised Action Sren[φ]

RG Flow Bulk radial geometry evolution

Table 6.2: The additions to the holographic dictionary from holographic renormalisation.

Finally, we note a few of the dictionary discoveries we have made along the journey

during holographic renormalisation in table 6.2; remembering these will help with under-

standing how quantities have been related during the research later in the thesis.

6.4 Fluid/Gravity Correspondence

A caveat that we have so far left out is that all of our considerations for the duality so far

have necessarily been at zero temperature; an energy scale drops out of the discussion due
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to conformality ensuring physics is the same at any energy scale. Naturally for physical

problems we expect to be able to describe things in terms of a temperature, and so we

need to find a way to incorporate this. Fortunately, we have already come across the

constituent ideas necessary for this type of discussion. In subsection 3.2.1, we discussed

that to translate QFT from zero temperature to finite temperature we needed to Wick

rotate the time direction, and therefore the temporal dimension becomes compactified on

a circle. We find that for string theory, this takes our stack of D-branes to a stack of black

D-branes, the string theory description of black holes in extended dimensions.

This promotes the supergravity background metric 6.1 to (specifying to d = 4, p = 3)

ds2 = H−1/2(r)

[
−f(r)dt2 +

3∑
i=1

(dxi)2

]
+H1/2(r)

[
f−1(r)dr2 + r2dΩ2

5

]
, (6.76)

where dΩ2
5 is the 5-dimensional sphere metric, H(r) is the warp-factor defined the same

as in 6.2 with p = 3, and f(r) is the blackening factor defined through

f(r) = 1−
r7−ph

r7−p
, (6.77)

which is specified at p = 3 for our case. Taking similar limits as for the zero-temperature

case, as r → ∞ we again recover exactly the same situation with flat Minkowksi at the

boundary. In the other limit at r/L � 1, we can again take H(r) ≈ L4/r4 and rewrite

the metric as

ds2 =
L2

z2

[
−
(
1− z4

z4h

)
dt2 +

3∑
i=1

(dxi)2 +

(
1− z4

z4h

)−1

dz2

]
+ L2dΩ2

5 , (6.78)

where we have used the substitution z = L2/r and zh = L2/rh. As we can see, the metric

is almost identical to what we found previously, with all sectors sharing the same radius

L. In fact, if we remember at the very beginning of our discussion the form of eq. 2.30

with D = 5, we see that the anti-de Sitter portion of the metric has simply been modified

to also contain a Schwarzschild black hole. Our space has therefore been modified to

AdS5-Schwarzschild×S5 when considering the inclusion of temperature effects.

We may even check that our usual determination of temperature is still valid. As we

said previously, to find a temperature we must Wick rotate and so we take τ = it and also

define a new coordinate
z

zh
= 1− ρ

L2
. (6.79)

This leaves our metric looking like

ds2 =
4ρ2

z2h
dτ2 +

L2

z2h

3∑
i=1

(dxi)2 + dρ2 + . . . , (6.80)
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to lowest order in ρ, where . . . signifies the higher order terms and also the 5-sphere metric

which is unaffected. We may make a further identification of the time coordinate as

dφ =
2

zh
dτ , (6.81)

which is a direct comparison of eq. 2.40 and near the horizon this leaves us with

ds2 = dρ2 + ρ2dφ2 . (6.82)

Again periodicity must be imposed to avoid a conical singularity, and so integrating eq.

6.81 exactly like eq. 2.41 as ∫ 2π

0
dφ =

∫ 1/T

0

2

zh
dτ (6.83)

means we find a Hawking temperature for this setup of

TH =
1

πzh
, (6.84)

which is plainly just 2.42 with a particular choice of f(r) and g(r). With the temperature

of the system in hand, all other thermodynamic quantities can follow from it, and so we

can form a complete thermodynamic picture of a QFT from the thermal description of the

black hole on the gravitational side. This leads to questions such as what phase transitions

in a field theory translate to for a black hole system. This is obviously dependent upon

the type of phase transition the system is experiencing, but generically what it indicates

on the gravitational side is an instability of the black hole system [184, 185].

Overall then we have found that at finite temperature the AdS/CFT correspondence

must contain a black hole in its interior which provides thermodynamics through the usual

black hole thermodynamic relations. We list these additions to the holographic dictionary

in Table 6.3.

Field Theory on Boundary Gravity in Bulk

Finite-Temperature Field Theory AdS-Schwarzschild

Temperature T Hawking Temperature TH

Phase Transition Black Hole Instability

Table 6.3: Extended holographic dictionary at non-zero temperature.

Evidently this case we have studied is specific to N = 4 SYM theory and we have

found a thermodynamic theory from it; this is known as the top-down approach. There

are in fact two ways to go about studying the AdS/CFT correspondence:



104

• Top-down: In this approach one starts with a superstring theory and tries to find a

field theory similar to their real-world problem.

• Bottom-up: In this approach one starts with the field theory they want to study and

attempts to construct a string theory which approximates the situation.

In our papers we shall always be using the bottom-up approach.
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Chapter 7

Paper I: Gravitational Waves from

a Holographic Phase Transition

Abstract

We investigate first order phase transitions in a holographic setting of five-dimensional

Einstein gravity coupled to a scalar field, constructing phase diagrams of the dual field

theory at finite temperature. We scan over the two-dimensional parameter space of a

simple bottom-up model and map out important quantities for the phase transition: the

region where first order phase transitions take place; the latent heat, the transition strength

parameter α, and the stiffness. We find that α is generically in the range 0.1 to 0.3, and is

strongly correlated with the stiffness (the square of the sound speed in a barotropic fluid).

Using the LISA Cosmology Working Group gravitational wave power spectrum model

corrected for kinetic energy suppression at large α and non-conformal stiffness, we outline

the observational prospects at the future space-based detectors LISA and TianQin. A TeV-

scale hidden sector with a phase transition described by the model could be observable at

both detectors.
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7.1 Introduction

Spontaneous symmetry breaking of gauge theories is a fundamental ingredient of nature,

which can manifest itself in the early Universe as a phase transition [186, 187]. In partic-

ular, when temperatures were in the range 100-1000 GeV, there may have been a phase

transition associated with the breaking of the electroweak symmetry. If this was a first or-

der transition, gravitational waves would have been produced through bubble nucleation,

collision and counter-propagating sound waves (see e.g. [188]). There is a strong possibility

that they would be of the right frequency to be observed by a space-based gravitational

wave detector such as LISA (Laser Interferometer Space Antenna) [189]. LISA will be

sensitive to gravitational waves in the frequency range 1 to 10 mHz with characteristic

strains of order 10−21, and hence to phase transitions occurring at around 10−12 seconds

after the big bang (see e.g. [2]).

The standard model electroweak transition is known to be a crossover [10, 11, 12],

however, even minimal extensions may allow a first-order transition [190, 191, 192, 193,

194, 195, 196, 197, 198, 199]. One class of extensions invokes strong dynamics just above

the electroweak scale, which triggers electroweak symmetry-breaking, while addressing

the hierarchy problem (see e.g. [200, 201]). Strongly-coupled field theories are notoriously

difficult to study quantitatively. Holography is a technique for simplifying calculation

by translating these complex strongly-coupled field theories into more tractable weakly-

coupled gravitational theories [202, 167, 203].

Cosmological phase transitions in holographic models have been studied mostly in the

context of Randall-Sundrum models [87, 88, 89, 91, 204, 205, 206, 207, 208, 209, 210, 211,

212], where there is a first order phase transition between a black brane geometry and

a horizonless geometry. From the field theory dual point of view this is interpreted as a

confinement transition [156]. More recently in [213], this approach has been extended to

the confinement transition in a model based on a string theory construction, the Sakai-

Sugimoto model [214]. In addition [213] also studied chiral phase transitions in the same

model. The chiral transition is realised through probe branes in a fixed black brane

background entering the horizon [215, 216].

Gravitational wave production has been studied in Randall-Sundrum models [88, 206,

207, 208, 210, 211, 212], and recently in the context of the above-mentioned Sakai-Sugimoto

model [217]. It should be noted that all these studies are based on static configurations.

Dynamical evolution of strongly coupled theories close to a phase transition has been

studied in the context of applications to heavy ion collisions and condensed matter [218,
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219, 220, 221], including dynamical phase separation in three-dimensional [222, 223, 224]

and four-dimensional [225, 226, 227] theories.

In this paper we study a phase transition in a simple bottom-up holographic model, cal-

culating the equilibrium parameters which are most important in determining gravitational

wave signals. We scan over the two parameters of the model, showing that the transitions

are generically “intermediate” in strength in the classification of Ref. [118], meaning that

the transition strength parameter at the critical temperature (the fraction of the energy

available for conversion to kinetic energy and thereby gravitational wave production) is

α = O(10−1). Strong transitions (α = O(1)) are also possible with supercooling. We find

a strong correlation between α and the stiffness at the critical temperature, meaning that

the speed of sound can be quite different from 1/
√
3.

We then study the implications for gravitational wave production and observation,

using the LISA Cosmology Working Group model [228] as a starting point. We take into

account recent work on kinetic energy conversion at strong transitions [118] and when the

stiffness is different from 1/3 [116], and include an improved treatment of the effect of the

finite lifetime of the source [112].

We find that the transitions in the holographic model are strong enough to be easily

seen at LISA (and the similarly configured Taiji [7]), and possibly even TianQin [122], if the

peak frequency is in the range of the maximum sensitivity. The condition of observability

constrains a combination of the transition temperature, the transition rate parameter, and

the wall speed.

The rest of this paper is organized as follows. In Section 7.2 we review the putative

first order phase transitions and their relation to properties of expanding bubbles in a

cosmological context. In Section 7.3 we will describe the holographic model [229] and

its black brane solutions. In Section 7.4 we compute the thermodynamic quantities of

interest from the holographic model. Equipped with the equation of state across the phase

transition, in Section 7.5 we make a scan over the free parameters of the holographic model

and find the regions of the parameter space in which a strongly first order phase transition

exists, and the relevant thermodynamic parameters for gravitational wave production. In

Section 7.6 we will determine if the signal as extracted from the holographic model is in

the sensitivity window of future gravitational wave detectors. We conclude in Section 5

with a discussion of our findings and some thoughts on future developments of our work.

Appendices A and B contain details of the holographic renormalisation and the numerical

procedures we implement, respectively, and Appendix C contains details of the power
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T � Tc
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T � Tc

Figure 7.1: The thermal potential for varying temperatures. T � Tc is the limit in which

the potential is symmetric around φ = 0, T = T2 is the temperature below which a second

minimum appears, Tc is the critical temperature at which there are degenerate minima,

and T = T1 is where the first minimum at the origin disappears and the second minimum

becomes the only equilibrium state.

spectrum model, describing the modifications to that of Ref. [228] we have introduced.

7.2 First order phase transitions

First-order transitions from an ‘old’ to a ‘new’ phase proceed through the nucleation of

bubbles in the old phase, with an order parameter jumping discontinuously at the trans-

ition temperature. Coleman [96, 97] was the first to analyse how a metastable phase could

decay through vacuum quantum fluctuations via bubbles nucleating containing a stable

phase at zero-temperature in a cosmological setting. Later on Linde [94, 95] general-

ised Coleman’s work to bubbles nucleating at a non-zero temperature. Collision of these

bubbles would be an extremely energetic process, leading to gravitational waves being

produced in a possibly observable way [230]. Accurately estimating the power spectra of

the signal is of great import as detection of cosmological gravitational waves would be

strong evidence for physics beyond the Standard Model (see [228] for a review).

Fluctuations in the old phase trigger the nucleation of bubbles of the new phase.

These bubbles would then collide and merge until the Universe would saturate with the

new phase, at which time the phase transition would be complete. The generation of
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bubbles and whether conditions are right for them to proliferate is described by four main

parameters: transition strength α, transition rate β, nucleation temperature TN , and the

wall speed vw. Recently, it has also been pointed out that the sound speed, controlled by

the stiffness ∂p/∂e is also important [231, 116].

The important temperatures in a phase transition are as follows. First, the critical

temperature Tc, where the free energy of two competing phases first becomes equal, as

shown in Fig. 7.1. Bubble nucleation takes place at a lower temperature TN < Tc, where

the phase transition actually takes place. Between these two temperatures the system is

in a supercooled state. The supercooled state can persist to a minimum temperature T1,

which may be zero.

Another important quantity of a first-order phase transition is the difference in the

trace of the energy-momentum tensor between phases, which is the energy available for

conversion to shear stress and so dictates the power of the gravitational wave signal. This

is quantified in a dimensionless transition strength parameter α, which we define below.

We first note that the plasma enthalpy w, pressure p, and energy density e are all related

by w = e+ p. We also introduce a useful quantity θ that is proportional the trace of the

energy-momentum tensor:

θs,b =
1

4
(es,b − 3ps,b) , (7.1)

where the s/b subscripts represent quantities in the symmetric and broken phase, respect-

ively.1 The transition strength parameter is then defined as

α =
4

3

(θs − θb)
ws

. (7.2)

Another quantity which is closely related is the latent heat, found at Tc by

L = es(Tc)− eb(Tc) = 4(θs(Tc)− θb(Tc)), (7.3)

with the second equality following from the definition of the critical temperature, pb(Tc) =

ps(Tc). If the latent heat is comparable to the radiation energy density of the universe, we

call the transition strongly first order. In terms of the transition strength, this happens

when α ∼ 1. We also call α ∼ 0.1 intermediate, and α � 1 very strong, following

[232, 114, 118]. The parameter α is a primary focus in this paper, as it can be directly

accessed through a holographic calculation, and we will expand on it later.

1We use the terms “symmetric” and “broken” for the two phases, following the convention in gauge

theories. As we are considering cooling through the transition, the symmetric phase is the ‘old’ phase and

the broken phase is the ‘new’ phase.
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Bubble walls are assumed to expand at a constant speed vw [233], which is determined

by how the wall interacts with the surrounding plasma in the interplay between bubble

expansion and frictional forces [234, 125]. Fluid friction is thought to prevent runaway

acceleration in phase transitions in gauge theories, although the details of the interactions

between the particles of the plasma and the wall are under debate [235, 236, 237]. Ref.

[238] recently showed that in confining transitions, the LO “leading order” pressure (the

pressure from the partial conversion of the quark’s momenta before entering the bubbles

into hadron masses [239]) is in principle enough to ensure bubble walls do not runaway

asymptotically. The wall speed is of particular importance as it impacts the kinetic energy

production, and hence the gravitational wave power.

Another important parameter is the transition rate

β ≡ d

dt
log

(
Γ(t)

V

)∣∣∣∣
t=tf

, (7.4)

where Γ(t)/V is the nucleation rate per unit volume in the symmetric phase. This is

evaluated at a time tf which is at the temperature where the nucleation rate averaged

over the whole universe peaks, and can be used to define the nucleation temperature

[188]. From these quantities the scale of the theory in the form of the typical bubble

separation is set by

R∗ ∝
vw
β

. (7.5)

The proportionality factor is an O(1) number, which specifically for weak transitions is

(8π)1/3. As it is not known what the factor is for all transition strengths, we will use this

number as a first approximation.

Finding β involves a calculation of the effective action for non-constant fields, which

is a straightforward procedure in a weakly coupled theory, but in a holographic set-up is

challenging enough to merit a separate treatment. Holographic methods for calculating

vw in this theory do not yet exist. When studying gravitational wave production we will

therefore treat them as free parameters.2 For studying gravitational wave power spectra

the more useful scale-setting combination is R∗.

7.3 Holographic setup

The gauge/gravity duality is a powerful tool to deal with strongly coupled gauge systems

and their phase structure, as strongly coupled systems on one side can be translated into

weakly coupled systems on the other. The duality provides a “holographic dictionary”
2In weakly coupled theories, there are interesting correlations between β and α [240, 241].
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which describes an exact linkage between quantities on the d-dimensional field theory side

to quantities on the (d+1)-dimensional gravitational side, with surprising success in areas

such as heavy ion collisions [202, 167, 203]. Using the duality we are able to calculate

quantities relevant for gravitational wave production in phase transitions, which would

otherwise be very hard to compute.

The model consists of gravity coupled to a bulk scalar field, with the following action

Snon-reg =
2

κ25

∫
d5x
√
−g
(
R
4
− 1

2
∂µφ∂

µφ− V (φ)

)
+

1

κ25

∫
∂M

d4x
√
−γK , (7.6)

where the first term is the (4+1)-dimensional Einstein-Hilbert action and the last term is

the Gibbons-Hawking-York boundary term [242, 243], with γ representing the determinant

of the induced metric on the boundary and K giving the trace of the extrinsic curvature.

The potential for the scalar field V (φ) is defined in terms of a superpotential W (φ) which

was introduced in this holographic setting by [244]. It is worth pointing out that the

system is not expected to be supersymmetric and invoking the superpotential is merely

a mathematical trick which allows to find solutions by solving a simpler set of first order

equations [245]. By analogy with supersymmetric systems we we will dub the solutions to

the first order system as “BPS” (Bogomol’nyi-Prasad-Sommerfield).

The general formula for the potential is as follows

V (φ) = −4

3
W (φ)2 +

1

2
W ′(φ)2 . (7.7)

The superpotential is chosen as in [229], so as to provide the system with a first-order phase

transition. It is dependent upon two parameters that we will specify in the numerical

calculation (namely φM and φQ), and has the form

LW (φ) = −3

2
− φ2

2
− φ4

4φ2M
+
φ6

φQ
. (7.8)

When W is inserted into the equation for the potential (7.7), one obtains

L2V (φ) = −3− 3φ2

2
− φ4

3
−
(

1

3φ2M
− 1

2φ4M
+

2

φQ

)
φ6

−
(

1

12φ4M
+

6

φ2MφQ
− 4

3φQ

)
φ8 +

(
2

3φ2MφQ
+

18

φ2Q

)
φ10 − 4φ12

3φ2Q
.

(7.9)

It is evident that both the potential and superpotential have a maximum at φ = 0. At

the maximum the second derivative of the potential (which determines mass) takes the

value m2 = −3/L2. Following the usual holographic dictionary [246] for a massive scalar

in AdS5, the field φ is dual to a scalar operator O with a scaling dimension determined by

∆(∆− 4) = m2L2 . (7.10)
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The larger solution determines the scaling dimension of the dual operator ∆+ = 3. The

smaller solution corresponds to a coupling with dimension ∆− = 1. We have deferred

details of the holographic renormalisation to Appendix A and hence speed forward to

discussing the solutions of the model instead.

φ
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L
2
W

(φ
)

φ4φ1

φ

0

L
2
V

(φ
)

φ4

φ3φ2

φ1

Figure 7.2: Graphs of the superpotential W (φ) and potential V (φ) of the theory, with

interesting points shown. The superpotential and potential share the BPS extrema φ1

and φ4, whilst only the potential has the non-BPS extrema φ2 and φ3. In this plot the

values used are φM = 0.5 and φQ = 5.0.

The potential and superpotential share a minimum and a maximum, with the minimum

known as the BPS vacuum, but for some values of the parameters the potential also

contains two “non-BPS” extrema in between these points not present in the superpotential,

as seen in Fig. 7.2. The non-BPS minimum corresponds to a vacuum which persists to

zero temperature. Some values that realise this situation are the ones used in [229],

φM ' 0.5797 and φQ = 10.0; see also related study in [247]. At zero temperature there

can be solutions interpolating between the φ = 0 maximum close to the boundary and

either the BPS or the non-BPS minimum in the deep interior of the geometry. Each of

them correspond to different vacua of the dual field theory. At finite temperature there is

a competition between the phases associated to each of these vacua, but even for values of

the parameters where the non-BPS extrema are absent from the potential and there is a

unique vacuum at zero temperature, a new phase appears at large enough temperatures.

We will be interested in this last situation, so we only look at potentials for which

there are no extrema at φ2, φ3 (implying that at T = 0 there are less solutions) and

with values of φh < φ4. Branches on the thermodynamic phase diagrams will arise from

heating up these vacua, with more discussion on the branch structure found in [229]. We

are interested in solutions interpolating between two AdS solutions, which is dual to RG
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flows from the UV fixed point at φ = 0 to the IR fixed point and so we are looking for

solutions where φ approaches the conformal vacuum φ = 0 at infinity due to this being

where the holographic duality is best understood. The reason for the IR fixed point is

that this guarantees that the zero-temperature solution is smooth in the deep IR.

7.3.1 Black brane solutions

In order to determine the thermodynamic properties of this system, we need to find a

family of black brane solutions. They can be parametrised by the horizon value of φ

(denoted φh), with φh approaching the value where the potential has a minimum at lower

temperatures and zero at higher temperatures. The zero temperature solutions for φ

indicate that the field is monotonic with respect to the radial coordinate meaning we can

use the scalar field as a coordinate, and so we employ the same metric choice as [248],

which can be expressed in the Eddington-Finkelstein form as

ds2 = e2A(φ)
(
−h(φ)dτ2 + dx2

)
− 2eA(φ)+B(φ)Ldτdφ . (7.11)

The Einstein equations for this metric Ansatz are

A′′(φ)−A′(φ)B′(φ) +
2

3
= 0

h′′(φ) + (4A′(φ)−B′(φ))h′(φ) = 0

3

2
A′(φ)h′(φ) + (6A′(φ)2 − 1)h(φ) + 2e2B(φ)L2V (φ) = 0

4A′(φ)−B′(φ) +
1

h(φ)

(
h′(φ)− e2B(φ)L2V ′(φ)

)
= 0 .

(7.12)

We observe that our scalar field is bounded by 0 ≤ φ ≤ φh, with the requirement that the

blackening factor goes to zero at the horizon h(φh) = 0.

We emulate the master function procedure first introduced in [249], where by combining

the Einstein equations and derivatives thereof we can reduce the problem to only depend

on the “master function” and the potential. We consider a smooth “generating function”

which will be related to our metric components by

G(φ) =
dA(φ)

dφ
. (7.13)

Replacing this in the field equations and manipulating them we find

G′(φ)

G(φ) + 4V (φ)
3V ′(φ)

=
d

dφ
log

G′(φ)

G(φ)
+

1

6G(φ)
− 4G(φ)− G′(φ)(

G(φ) + 4V (φ)
3V ′(φ)

)
 , (7.14)

leaving us with a second order non-linear differential equation to solve. To reduce this to

first order equations more suitable for numerical integration, we introduce a new variable
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defined as

H(φ) =
G′(φ)

G(φ)
, (7.15)

which when entered into the master equation, and after some further manipulation, yields

two differential equations to be solved:

G′(φ) = G(φ)H(φ) (7.16)

and

H ′(φ) =
H(φ)(

1 + 4γ1(φ)
3G(φ)

) [2H(φ) +
2

G(φ)
+

8γ1(φ)

9G2(φ)
+

1

γ2(φ)
+ 4G(φ)

(
1 +

4γ1(φ)

3G(φ)

)]
.

(7.17)

Here we have set

γ1(φ) =
V (φ)

V ′(φ)
, γ2(φ) =

V ′(φ)

V ′′(φ)
, γ3 =

V ′′(φ)

V ′′′(φ)
, (7.18)

for brevity, with the last definition preemptively added. Further following the procedure of

[249], the next step is to find the series solution of the master equation around the horizon

φh, which translates to finding series solutions for both G(φ) and H(φ). By requiring that

the blackening factor goes to zero at the horizon, i.e., h(φh) = 0, we can find an expression

for G(φh) by combining the last two of the Einstein equations in (7.12) and evaluating

them at the horizon. Derivatives of the expression before horizon evaluation can give an

expansion up to any desired order. Taylor expanding around φh therefore gives (denoting

γ(φh) = γh)

G(φ) = −4

3
γh1

[
1 +

1

2
(φ− φh)

(
γh2 − γh1
γh1 γ

h
2

)]
+ O(φ− φh)2 (7.19)

and

H(φ) =
γh2 − γh1
2γh1 γ

h
2

[
1 +

2

3
(φ− φh)

(
1 +

γh1
γh2 γ

h
3

(γh3 − γh2 )
(γh2 − γh1 )

− 8

3
γh1

)]
+ O(φ− φh)2 , (7.20)

with the condition for H at the horizon

dH

dφ

∣∣∣∣∣
φh

= H(φh)

(
2

3

γh1
γh2 γ

h
3

(γh3 − γh2 )
(γh2 − γh1 )

− 16γh1
9
− 3

2γh1
− 4

3

)
. (7.21)

We also wish to know what is happening for these quantities at the other boundary in our

model, where φ → 0. Expansion for small φ of (7.19) and (7.20) gives a simple leading

behaviour

G(φ) =
dA(φ)

dφ
= − 1

φ
+ . . . , (7.22)

and

H(φ) = − 1

φ
+ . . . . (7.23)
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Once the master function is determined, the other metric quantities have a simple depend-

ence on it.

The first relation comes immediately from the definition of G(φ) (7.13), that we integ-

rate to obtain A(φ)

A(φ) = − log

(
φ

ΛL

)
+

∫ φ

0

(
G(ϕ) +

1

ϕ

)
dϕ , (7.24)

where Λ is an arbitrary constant which overall simply acts as a rescaling through the

magnitude of the scalar field non-normalisable mode. Rearranging the first of our field

equations (7.12) for B′(φ) and integrating gives us

B(φ) = log(|G(φ)|) +
∫ φ

0

2dϕ

3G(ϕ)
. (7.25)

Finally, eliminating h′(φ)/h(φ) from the last two field equations in (7.12) leaves h(φ) in

terms of known quantities, taking the form

h(φ) = −e
2B(φ)L2(4V (φ)) + 3G(φ)V ′(φ)

3G′(φ)
. (7.26)

With our differential equations and metric functions specified and our boundary conditions

established in the form of horizon quantities (7.19) and (7.20), we now show how this

master function can be solved.

Analytic solutions to our system of equations are rare, only occurring for specially

selected master functions/potentials (see Ref. [250] where G(φ) = −1/(3γ)). Therefore,

as we are searching for specific solutions of a relatively complicated potential, we will need

to resort to numerical methods (see Appendix B).

7.4 Thermodynamics

The entropy and temperature in the dual field theory are determined by the Bekenstein-

Hawking entropy and Hawking temperature of the black brane. The entropy is propor-

tional to the area of the horizon while the temperature is proportional to the surface

gravity. These can be expressed in terms of metric components as

s = lim
φ→φh

2π

κ25

√
(gxx)3, T = lim

φ→φh

1

2π

∂φ
√
gττ

√
gφφ

. (7.27)

Using the metric (7.11), we can read off the entropy density and temperature as follows

s =
2π

κ25
e3A(φh), LT =

eA(φh)−B(φh)

4π
|h′(φh)| . (7.28)

All of these functions are now readily evaluated at the horizon using the formulae

(7.24)-(7.26) found in Section 7.3. Evaluating h′(φ) at the horizon simply requires the use
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of either of the last two field equations in (7.12). Combining everything together, we find

the entropy density and temperature in terms of the master function

s =
2π

κ25

(
ΛL

φh

)3

exp
{
3

∫ φh

0

(
G(φ) +

1

φ

)
dφ

}
(7.29)

and

T = −ΛL
2V (φh)

3πφh
exp

{∫ φh

0

(
G(φ) +

1

φ
+

2

3G(φ)

)}
. (7.30)

At zero temperature the theory becomes conformal at the fixed points (UV and IR), such

as the BPS-minimum φ4, due to the zero temperature solutions being the vacuum solutions

which have 〈O〉 = 0,and therefore 〈Tµµ 〉 = 0 which satisfies the condition for conformality.

It can be seen that the temperature must go to zero at this minimum by considering the

last Einstein equation in (7.12) and noting that for φ→ φh = φ4 we find h(φh = φ4) = 0

and V ′(φh = φ4) = 0. This readily leads to h′(φh = φ4) = 0 which sets T = 0 through

equation (7.28). We then expect the entropy density to tend to 2π2

45 g∗T
3 close to those

fixed points, where g∗ is the effective number of relativistic degrees of freedom of the

corresponding CFT. Defining a dimensionless and rescaled measure of the entropy( s

T 3

)
R
=

κ25
2π4L3

s

T 3
= −

(
3

L2V (φh)

)3

exp
(
−
∫ φh

0

2dφ

G(φ)

)
, (7.31)

we now have an expression purely depending on the master function and the potential.

We compare our calculation of s/T 3 with that obtained in [229] for particular values of

the parameters in the potential (φM ' 0.5797, φQ = 10.0) in Appendix B. Conformal

symmetry is achieved at high temperature, when the coupling to the scalar operator is

negligible compared with the temperature, and we approach the solution φ ∼ 0 in the

gravity dual. Here our rescaled quantity tends to 1, and so this implies that our number

of degrees of freedom on the gravity side is

s

T 3
=

2π4L3

κ25
, (7.32)

which depends on the radius of curvature L and the five dimensional Newton’s constant

κ25 = 8πG5.

For the study of the phase transition, we will also need the energy density and pressure,

e and p. The pressure can be obtained directly from s and T using the thermodynamic

derivative

s =
dp

dT
, (7.33)

which is easily integrable (numerically) to give

p =

∫ T

0
s(T̃ )dT̃ . (7.34)
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This is consistent with the holographic renormalisation analysis of Appendix A, in that the

vacuum contribution vanishes. The energy density is obtained through the thermodynamic

relation

e = Ts− p . (7.35)

Integrating numerically in this way introduces errors, which we checked by comparing to

the correct T 4 behaviour at high temperature and found matches well.

Another quantity we are interested in is the expectation value of the scalar operator.

As the energy-momentum tensor can be written as Tµν = diag(e, p, p, p), we may take the

trace and use the Ward identity3

〈Tµµ 〉 = −Λ〈O〉 (7.36)

to write

− 〈Tµµ 〉 = e− 3p = Λ〈O〉 . (7.37)

We will fix units to κ25/L3 = 1, so implicitly we are computing rescaled quantities such

as

〈Õ〉 = κ25
L3
〈O〉 , (7.38)

and similarly for the thermodynamic potentials. We plot the expectation value of the

scalar operator, as well as the free energy (f = −p) and the rescaled effective degrees

of freedom g̃∗ = g∗κ
2
5/L

3 for various values of φQ at fixed φM in Fig. 7.3. These curves

are generated by varying the horizon value φh, which produces a different temperature for

each φh point. The phase transition occurs between solutions where the order parameter is

〈O〉 = 0 to solutions where 〈O〉 6= 0. We first see that, as φQ increases, f moves away from

its usual “swallow tail” first-order transition shape and the energy density and free energy

tend to the case with non-BPS extrema, i.e. with both phases persisting down to zero

temperature. The “kinks” in the swallow tail shape are a consequence of the positivity of

the entropy of solutions merging in configuration space. In the IR, the scalar field is non-

zero and will be most relevant to all physics considerations. In the UV region, however,

all operators tend to ∝ ΛT 2 and to very similar numeric values as well (no difference up

to the 13th decimal place for these examples). This is explained by noticing that in the

UV region we are considering the vicinity of φ → 0, which results in the potential acting

as

V (φ) ≈ −3 + O(φ2) , (7.39)
3For this particular model a possible contribution to the trace anomaly ∼ Λ4 vanishes, see, e.g., [251, 252]

and Appendix A.
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Figure 7.3: Free energy density f , rescaled degrees of freedom g̃∗, and dimensionless scalar

condensate 〈Õ〉 over temperature for varying φQ at constant φM ≈ 0.58. The solid yellow

line on each plot shows the critical temperature Tc, the dashed yellow line on each plot

shows the last temperature at which the metastable phase exists T1, the green line shows

the stable phase, and the black dashed line on the middle row plots shows the asymptotic

value of g̃∗.

independent of φM or φQ values.

Recalling our definition for α (7.2) we now see that we have everything necessary for

its calculation, except for knowing how to split the energy density and the free energy into

their broken and unbroken phase sections. To do so we remember that the two different

branches of the free energy that cross each other on the free energy plot correlate to

the two different phases in question, and so the quantities we need are the sections of

these branches which exist simultaneously before the critical temperature Tc as shown in

Fig. 7.4. The critical temperature is defined as the temperature at which this crossing

happens, in which it becomes energetically favourable to transition from one phase to the

other.
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Figure 7.4: Pressure, trace of the energy-momentum tensor, and enthalpy density for

φQ = 10.0 and φM = 0.7, with the different branches labeled. The green line shows the

stable phase, the solid yellow line shows Tc, and the dashed yellow line shows T1.

7.5 Parameter scanning

With all definitions and calculation techniques set in place we can finally move to scan-

ning over the holographic parameters to see how varying these will change the quantities

relevant for gravitational wave spectra. The two “dials” we can turn in this theory are the

parameters in the potential, φM and φQ; varying these changes the shape of the potential

and therefore the black brane solutions and thermodynamic quantities derived from them.

Increasing φM effectively means bringing the two non-BPS extrema in the potential V (φ)

closer together, until at a certain value for each φQ these merge as an inflection point

and then disappear completely. The approximate equation of the region with non-BPS

extrema is

φQ & 150φ5M , (7.40)

which was found by a fit to the numerical solution of the equations V ′(φ) = 0 and V ′′(φ) =

0.

We have chosen to explore parameter ranges without these non-BPS extrema, as they

produce a theory with a metastable minimum at T = 0. These are unattractive for
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cosmological model-building, as the Universe could instead be trapped in an eternally

inflating phase.

Fig. 7.5 shows the latent heat and the critical temperature of the phase transition over

a region in the (φM , φQ) plane. The boundary of the region with non-BPS extrema is

marked with a dashed line. Where there is a first-order transition, Tc it is defined as the

temperature at which the free energy in both phases is equal. In the cross-over region Tc

is defined as the temperature in which the ratio of the trace of the stress energy tensor to

the enthalpy (also known as the interaction measure I) peaks, where

I =
e− 3p

e+ p
. (7.41)
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Figure 7.5: Filled contours of latent heat L in units of the critical temperature Tc for

different values of the two scalar potential parameters on the left, and of the critical tem-

perature Tc in units of the coupling for different values of the scalar potential parameters

on the right. The contours found past the crossover line on the critical temperature plot

are from the peak of the interaction measure.

Increasing φM away from the region (7.40), the latent heat of the first-order transition

decreases until it vanishes, as seen in Fig. 7.5, at which point the theory presumably

undergoes a second-order phase transition. The region of cross-overs has the approximate

formula

φQ . 6.5φ5M , (7.42)

obtained by a numerical fit. The boundary is marked with a solid line in Fig. 7.5. Increas-

ing φQ however has the opposite effect, but much more slowly. As φQ grows the system is

pushed into a stronger first-order phase transition with higher latent heat.

The measure of the strength of the phase transition relevant for gravitational produc-

tion is α, defined around Eq. 7.2. In Fig. 7.6 we show the value of α(Tc), the value at
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Figure 7.6: Scan of the transition strength parameter α at the critical temperature for

different values of the scalar potential parameters.

the critical temperature, in the (φM , φQ) plane. It is very promising that there are sys-

tems accessible with intermediate transition strengths, as it is thought that, for α ∼ 0.1

or greater, a signal will be observable at space-based detectors, as we will discuss in the

following section.

0.0 0.2 0.4 0.6 0.8 1.0 1.2
φM

0

2

4

6

8

10

12

14

φ
Q

crossover point

non− BPS minima appear

0.0 0.2 0.4 0.6 0.8 1.0 1.2
φM

0

2

4

6

8

10

12

14

φ
Q

crossover point

non− BPS minima appear

0.0

0.2

0.4

0.6

0.8

1.0

T
1
/T

c

10−1

100

101

102

α
(T

1
)

Figure 7.7: Left: contours of T1/Tc in the (φM , φQ) plane, where T1 is the lowest tem-

perature at which the metastable phase exists. Right: transition strength parameter α at

temperature T1.

The most relevant quantity for the strength of the phase transition is α at the nuc-

leation temperature α(TN ). We have not established the nucleation temperature of the

transition, but we do know that the lowest nucleation temperature is the lowest temper-

ature at which the metastable phase exists, which we denote T1. In Fig. 7.7 we show the



122

ratio T1/Tc, showing the maximum possible supercooling, as well as α(T1). As α increases

below the critical temperature, as shown in Fig. 7.8, α(T1) represents the maximum value

of the transition strength parameter achievable by supercooling. At the boundary where

the non-BPS minima appear T1 → 0, and the enthalpy of the metastable phase can reach

arbitrarily low values. We therefore see diverging values of α(T1) near that boundary,

which can also be seen in the curve for φM ' 0.5797 in Fig. 7.8.
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Figure 7.8: Temperature dependence of the transition strength parameter α in terms

of T/Tc for φQ = 10.0. The dashed lines represent at which value the original, high-

temperature minimum is no longer separated by a potential barrier and so disappears, as

seen in Fig. 7.1.

The final parameter scans in Fig. 7.9 are that of the stiffness of the equation of state

∂p/∂e in both phases, a quantity which for barotropic fluids can be identified as the square

of the sound speed c2s. We have not properly established with a fluctuation analysis that

the speed of sound is indeed the square root of the stiffness, but we will nevertheless denote

∂p/∂e = c2s in the following and use both interchangeably. As can be seen in the figure, the

conformal value of 3 × ∂p/∂e = 1 is reached in the region where the transition strength

is strongest and in fact goes above the conformal value in phase two for the strongest

transitions, however, the stiffness steadily declines to relatively small values as we journey

towards a crossover transition. The effect this could have on the signal is has been recently

discussed in [116, 117] and is described in Appendix C.
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Figure 7.9: Scan of 3× ∂p/∂e at the critical temperature in both phases, with phase one

(the symmetric phase) on the left and phase two (the broken phase) on the right. Values

that fall above the conformal stiffness value ∂p/∂e = 1/3 are shown as a red filled contour.

7.6 Gravitational waves

To see what the results from the holographic model imply for the detectability of gravita-

tional waves by the LISA mission, we turn to the gravitational wave spectra calculations.

The quantity of interest is h2Ωgw(f), the energy density contained in gravitational waves

relative to the total per log frequency interval, sometimes called just the power spectrum.

This is to be compared to the detector noise, which is quoted in terms of a sensitivity

h2ΩSens(f), which is the gravitational wave power spectrum producing the same amplitude

signal as the detector noise at frequency f . The comparison is through the signal-to-noise

ratio (SNR) defined below.

The base model for these spectra is summarised in [2], based on numerical simulations

[114] and a physical understanding in terms of sound waves [253, 254]. There have been

developments in understanding since the appearance of [2], concerning the finite lifetime

of the source [112], and kinetic energy production in strong phase transitions [118], and

those with stiffness away from 1/3 [116].

With these improvements (see Appendix C), the power spectrum can be written

h2Ωgw = 2.061h2Fgw,0 (HNR∗)K
2Ω̃gwC

(
f

fp,0

)(
1− 1√

1 + 2x

)
Σ , (7.43)

where h is the Hubble parameter today with value 0.678± 0.009 [255], HN is the Hubble

rate at nucleation, Fgw,0 is an attenuation factor

Fgw,0 = (3.57± 0.05)× 10−5

(
100

g∗

) 1
3

, (7.44)

K is the kinetic energy fraction of the fluid around the expanding bubbles of the stable
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phase, and x = HNR∗/
√
K, where R∗ is the mean bubble separation. The final factor

Σ takes into account the effect of kinetic energy suppression recently observed in strong

phase transitions [118].

We use R∗ = (8π)1/3vw/β though the relation is accurate only for weak transitions

(α . O(10−2)). We do not yet have a good theory of the function R∗(vw, β); replacing

(8π)1/3 by the sound speed as advocated in [228] is likely to lead to overestimating the

power.

The constant Ω̃gw has a numerically-determined value of order 10−2 [114]. We take it

to be 1× 10−2, which replicates the correct peak amplitude for an intermediate strength

transition with vw = 0.92 but under-predicts the power spectrum for other transitions, so

is a conservative estimate. Lastly, C(s) is the spectral shape function

C(s) = s3
(

7

4 + 3s2

)7/2

(7.45)

with peak frequency

fp,0 ' 26.2

(
1

HNR∗

)(
TN

100GeV

)( g∗
100

)1/6
µHz (7.46)

which comes from fits around the peak of the numerically-determined GW power spectrum.

As can be seen, the peak frequency of the power spectrum depends on the nucleation

temperature TN , and also on the wall velocity vw and transition rate β through R∗ (equa-

tion 7.5). The peak power is controlled by R∗ and the kinetic energy fraction, which in

turn is sensitive to the transition strength parameter α and the wall speed vw, and the

stiffness. Hence the power spectrum is controlled by all four crucial parameters mentioned

in Section 7.3 as well as the sound speed cs [116, 117].

We take α to be equal to its holographic value and therefore neglect the Standard

Model degrees of freedom, which is discussed in more detail at the end of this section.

To properly calculate the nucleation temperature would require a full derivation of the

nucleation rate through the effective action, which is beyond the scope of this paper.

To circumvent this we realise that the nucleation temperature will always be lower than

the critical temperature, and by Fig. 7.7 we see that lowering the temperature will in

fact increase the transition strength, thereby increasing the gravitational wave signal. We

therefore take a conservative estimate of the nucleation temperature as being at the critical

temperature, TN = Tc.

This now allows us to translate the temperatures we found in previous sections which

are in units of the coupling to physical temperatures in units of GeV. The lack of new

physics up to the TeV scale motivates placing a lower bound of 1 TeV on the coupling Λ.
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From Fig. 7.5 we can estimate that this will limit our nucleation temperature to a range

from 300 GeV to 1.3 TeV. The vast majority of parameter values (approximately three

quarters) fall within the range of temperatures 400 − 600 GeV, which in turn motivates

the choice of a nucleation temperature of TN = 500 GeV when plotting spectra from here

on.

The only parameter in the gravitational wave power spectrum which depends on this

choice is the peak frequency fp,0. By inspecting (7.46) we note that an increase of TN

will result in a shift to higher frequencies of the gravitational wave power spectral curves,

without a change in shape. For parameter values of g∗ = 100, α = 0.25, β/Hn = 50, vw =

0.5 used in Fig. 7.10 values of TN up to around ∼ 750 GeV will keep the peak within the

LISA sensitivity window.
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Figure 7.10: Power spectra for varying vw, α, and β/Hn respectively. The baseline takes

values g∗ = 100, α = 0.25, ∂p/∂e = α, β/Hn = 50, vw = 0.5, and Tn = 500GeV, and is

depicted as the darkest line on every plot.

A gravitational wave detector’s sensitivity to cosmological sources is determined from

the instrumental noise, converted into an equivalent gravitational wave signal

h2ΩSens(f) =
2π2

3H2
0

f3Sn(f) , (7.47)
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where Sn(f) is the noise power spectral density and H0 is the Hubble rate today.

LISA’s expected noise power spectral density is fully described in [121]. Another

mission Taiji is also planned with very similar parameters to LISA [7]. A third planned

space-based mission is TianQin, with a substantially different configuration [8, 256]. In

Fig. 7.10 we display the model gravitational wave power spectra for varying β/Hn, vw,

and Tn to demonstrate the strength of the signals from phase transitions relative to the

sensitivity curves of LISA (taken to also apply to Taiji) and TianQin. We have chosen

g∗ = 100 and Tn = 500 GeV for all graphs. The darkest line on every plot takes values of

β/Hn = 50, vw = 0.5, and α = 0.25, with one variable shifting for each plot. We take the

stiffness equal to α, in view of the correlation shown in the next section.

Significant quantities determining whether the signal will be in the detectable range are

the wall speed and transition strength parameter. As it is evident from the figures, most

of the signals we show are strong enough to be detected by LISA, if the peak frequency

falls into its range of sensitivity, although all fall short of TianQin’s direct detection level.

Despite this, particular choices of higher wall speeds and stronger transitions than what

we chose could quickly push the signal into the range that allows signal detection from

both detectors.
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Figure 7.11: Curves of constant wall speed vw in the α − β plane for LISA and TianQin

Ωgw,exp, with dark red and dark blue lines representing the detectable signal-to-noise ratio

limit of 10 for each wall velocity. The left plot displays wall speeds of vw = 0.5 and below,

and the right plot displays wall speeds of vw = 0.6 and above, with the area contained

above each line being theoretically detectable for that wall velocity, which is labeled on the

line itself. The curve for wall velocity vw = 0.1 for TianQin is not detectable in the range

of transition strengths shown, and the temperature used for this plot is Tn = 500GeV.

To more reliably indicate whether a signal will be seen by a mission we turn to the
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signal-to-noise ratio SNR. The SNR allows comparison of a gravitational wave signal with

the detector’s base noise level and whether the signals produced will be discernible from

it. Once the power spectrum and detector sensitivity is known, the SNR follows from

SNR =

√
T
∫ fmax

fmin

df

[
h2Ωgw(f)

h2ΩSens(f)

]2
, (7.48)

where T is the mission duration time.

For the LISA mission the duration is taken to be four years in orbit and a duty cycle of

usable science data of 75% making tobs = 3yr. Displayed in Fig. 7.11 is a plot combining

both the SNR and three of the important parameters (α, β/Hn, vw) for both LISA and

TianQin. We take that the stiffness ∂p/∂e for each point equal to the value of α, a

correlation which will be seen later in Fig. 7.14. We note, however, that we have not yet

formally calculated the speed of sound in our model, though we expect it to lie close to the

square root of the stiffness, at least for high temperatures. A proper calculation requires

an analysis of the dispersion relations of the quasi-normal mode spectra of the coupled

scalar field and metric components fluctuations, which we hope to perform elsewhere.

It is usually considered that a SNR above 10-20 is highly likely to be detectable [257],

and so we produce contours of 10 and above for nine different wall speeds for each detector,

which we split into two plots for clarity.

100 101 102 103

β/HN

10−1

6× 10−2

2× 10−1

3× 10−1

α

0.
5

0.
4

0.
3

0.2

0.1

0.5

0.4

0.3

LISA
TianQin

100 101 102 103

β/HN

10−1

6× 10−2

2× 10−1

3× 10−1

0.9

0.8
0.7

0.6

0.9
0.8

0.7

0.6

LISA
TianQin

Figure 7.12: Curves of constant wall speed vw in the α − β plane for LISA and TianQin

matching Fig. 7.11, now with the suppression Σ applied giving Ωgw, with dark red and

dark blue lines representing the detectable signal-to-noise ratio limit of 10 for each wall

velocity. Once again the left plot displays wall speeds of vw = 0.5 and below, and the

right plot displays wall speeds of vw = 0.6 and above with the temperature used for this

plot being Tn = 500GeV.

In Fig. 7.11 we produce these signal-to-noise ratios incorporating the majority of the
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most recent discoveries including the finite lifetime of the source and the effect of varying

sound speeds. In Fig. 7.12 we also incorporate the recently discovered suppression of

kinetic energy production in strong phase transitions Σ(vw, α), which as can be seen has

a large effect on slower wall speeds, removing most contours for TianQin with slow wall

speeds in our parameter range. We show with and without this modification as the data

on this effect is sparse and therefore possibly not as illuminating, with some new points

having not been analysed in great detail such as not being checked for lattice convergence.

Finally, we discuss the effect of the Standard Model degrees of freedom on the system.

First, suppose the Standard Model and holographic degrees of freedom are at the same

temperature. If so, there will be no change to the difference in vacuum energy, however

there will be a contribution to the enthalpy, as wtot = wholo + wSM . Including this into

our definition for α modifies the value found as

αtot = αholo

(
1 +

κ25
L3

gSM∗
gsym∗,holo

)−1

, (7.49)

which depends only on the ratio of degrees of freedom and the constants from the holo-

graphic model.
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Figure 7.13: Contour plot of the ratio of a reference effective number of relativistic de-

grees of freedom (100) with the holographic degrees of freedom, scaled by the holographic

parameters κ25/L3, in the symmetric phase at the critical temperature.

We see from Fig. 7.13 that the degrees of freedom ratio is small (always less than unity

in units of κ25/L3), but it is greatly influenced by the gravity dual parameters. This in

turn indicates that the ratio is contingent on the gauge group of the dual field theory

N2, which when large will render the standard model contributions negligible. The figure
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therefore informs how close to a large N limit the theory is required to be in order to

neglect standard model corrections. As holography is best formulated in a large N limit

however, neglecting this contribution is justified.

7.7 Discussion

In this paper we studied a particular model for phase transitions in a field theory, stemming

from a putative strongly coupled sector described by holography. We adopted the so-called

bottom-up gauge/gravity approach, using a 5-dimensional model with a single scalar field,

whose bulk potential (7.9) has two free parameters, the coefficients of the quartic and

sextic terms of a superpotential [229]. From a model builder’s perspective this allows us

the freedom to explore generic features without the greater complexity of a proper string

theory construction.

We focused on the thermodynamic parameters relevant for gravitational wave produc-

tion: the critical temperature, the latent heat, the transition strength parameter α, the

minimum temperature for metastability, and the stiffness ∂p/∂e. We then explored the

implications for gravitational wave production in the early universe, if the strongly coupled

sector described by the model belonged to an extension of the Standard Model.

The theory has one dimensionful parameter Λ, which can be viewed as the coupling of

a dimension-3 scalar operator O in the effective action of the field theory, and the scale of

new physics. We find that the theory has a first order phase transition in the approximate

region given in Eq. (7.42). Outside this region is a cross-over.

The critical temperature of the transition Tc is O(Λ), and generally Tc < Λ. We found

the minimum temperature to which the metastable phase persisted T1, finding that in

the region given in Eq. (7.40) the metastable state persisted to zero temperature. The

transition strength parameter at Tc is generally in the range 0.1 . α . 0.3, although

it drops to zero at the boundary with the cross-over region, as does the stiffness. The

stiffness can be larger than 1/3, but is also generally in the range 0.1 . ∂p/∂e . 0.3. It is

strongly correlated with the transition strength (see Fig. 7.14).

Our study of gravitational waves was necessarily restricted by the lack of a prediction

for the scale Λ, and the equilibrium nature of the calculation, which gave access only to the

transition strength parameter and the stiffness. It is therefore illustrative in nature. To

gain insight into observational prospects, we assumed a critical temperature of Tc = 500

GeV, with negligible supercooling, and that the number of degrees of freedom of the

Standard Model was small in comparison with that of the dual field theory.
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Figure 7.14: Scatter plots for the stiffness of the equation of state for phase one (the

symmetric phase) on the left and phase two (the broken phase) on the right. The dashed

line represents the conformal value ∂p/∂e = 1/3. Density of points is not significant in

this plot and is due to how the values of φM and φQ were sampled.

To calculate the gravitational wave power spectrum, we used the LISA Cosmology

Working Group recipe [228], augmented by the kinetic energy suppression factor of Ref. [118]

(see Appendix C). We explored the consequences of stiffness away from the conformal value

of 1/3 using the kinetic energy fraction algorithm recently presented in [117].

With this set of choices, we found that the transitions are strong enough to be ob-

servable at LISA over a wide range of parameter space, and there is also a smaller range

detectable by TianQin. In order to be more definitive, it is important to calculate the

speed of the phase boundary vw, and the amount of supercooling, which is fixed by the

rate of change of the tunnelling probability β. These are harder calculations, to which we

will return in future.

It is interesting to speculate about which features we have found are generic in a

strongly coupled transition. That the critical temperature is below the masses of new

states (unless there are also approximate symmetries broken at the transition) is a feature

of QCD, in the generalised sense of the temperature of peak interaction measure, which is

well below the nucleon and glueball masses. This is in contrast to weakly-coupled theories,

where the masses of new states are generally down by a power of a coupling constant from

transition temperature. One can also argue that the transition strength parameter is

generally intermediate in strength (α ∼ 0.1). For example, in a confinement transition in

a large N theory, as O(N2) degrees of freedom become massive and are removed from the

effective number of relativistic degrees of freedom, also O(N2). While the phase transition
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in the bottom-up theory we studied is not obviously a confinement transition in a real

field theory, it shares this feature of a large change in the number of degrees of freedom,

evident in Fig. 7.3.

The strong departures of the stiffness from the conformal value of 1/3 may also be

generic, although its physical origin is difficult to understand. In bottom-up models con-

sisting only of metric and a single bulk scalar field, the scalar potential (7.9) controls

all the properties of the dual field theory. For example, the quartic coefficient −1/3 can

be shown to correspond to attractive interactions in elastic two-to-two scattering events

[258, 259] and this coefficient also plays a pivotal role in determining the stiffness. In

fact, the value −1/3 is precisely the border line case for vanishing trace anomaly and

where the equation of state changes from being soft ∂p/∂e < 1/3 to stiff ∂p/∂e > 1/3

[251, 252]. Here we therefore also expect that the equation of state could be stiff if the

contributions from the rest of the terms in the scalar potential are negligible and we are

in the low temperature regime where the bulk scalar has its most important effect. This

effect is partially evidenced in the left plot of Fig. 7.7 for larger values for φQ. It would

be interesting to generalise our study by relaxing fixed quartic coefficient and explore how

the stiffness affects the signal-to-noise ratios in the gravitational wave searches.

More generally, the gravitational wave power spectrum contains information about the

equation of state of the underlying theory, in this case a strongly coupled one. In order

to understand how to access this information, one needs to perform numerical simulations

with the correct equation of state and field-fluid coupling. Up to now, these have been

performed only with simplified models of weakly-coupled field theories [114, 232, 253].

With holography, one has the exciting prospect of computing the required functions for

strongly-coupled theories as well, which will eventually allow gravitational wave detectors

to probe the equation of state, and perhaps provide evidence for a phase transition in a

strongly-coupled theory. We hope to turn to these computations in future work.

A Holographic renormalisation

Due to the close nature of the relationship between quantum field theory and gravity

through the holographic principle, UV divergences on the field theory side from compos-

ite operators approaching coincident points in d-dimensions appear as IR divergences on

the gravitational side as infinite volumes of AdSd+1 geometries. These divergences must

be regularised and renormalised, and so the supergravity fields are expanded near the

boundary and counterterms must be introduced so as to subtract any divergences that



132

arise. Holographic renormalisation of this type is well known (see e.g. [260]) and it is the

procedure we will follow. The initial step is to expand the solutions at the boundary, and

for this the Fefferman-Graham metric

ds2 =
L2

u2

(
gab dxadxb + du2

)
(7.50)

is used with the boundary at u → 0. Expanding our fields and metric around this point

gives

gab = γab + g
(2)
ab u

2 + g
(4)
ab u

4 + . . . (7.51)

for the boundary metric, and

φ = Λu+Υu3 + . . . (7.52)

for the scalar field. For these variables Λ has dimension 1 and Υ has dimension 3, caus-

ing φ to be dimensionless. The leading behaviour of the boundary metric is simply flat

Minkowski (γab = ηab), and g
(2)
ab is determined in terms of this and Λ as

g
(2)
ab = −1

3
Λ2γab. (7.53)

The u4 coefficient g(4)ab leads to the energy-momentum tensor. Through the holographic

dictionary we can also identify Λ as the coupling to the dual field operator, and Υ as dual

to the vacuum expectation value of the ∆ = 3 operator. Boundary behaviour in hand, our

next job is to tame the divergences by regularising the theory. Denoting the regularised

action as Sreg, we find the field theory operators through

〈O〉 =
δSreg
δφ

, 〈Tab〉 =
δSreg
δγab

(7.54)

where this action is built up of the Einstein-Hilbert with scalar term, Gibbons-Hawking

term, and counterterm as

Sreg = SEH + SGH + Sct. (7.55)

To find this action the extrinsic curvature is needed for the Gibbons-Hawking term, and

in these coordinates that is given by

K = − 1
√
guu

L4

u4
∂u log

(
L4

u4
√
−g
) ∣∣∣∣∣

u→0

= −L
3

u3
∂u log

(
L4

u4
√
−g
) ∣∣∣∣∣

u→0

. (7.56)

We choose the counterterm to regularise the action as a term similar the superpotential,

which is usual [261]. Our counterterm therefore is

Sct =
2

κ25

∫
d4x
√
−γL

3

u4

(
−3

2
− φ2

2
− φ4

4φ2M

) ∣∣∣∣∣
u→0

, (7.57)
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which excludes the φQ term as this will vanish anyway with (φ6/u4)|u→0 and so would not

contribute to the divergences. By choosing this renormalisation scheme we are in effect

“preserving supersymmetry” which causes the vacuum energy to vanish. Combining all

together and performing the calculations (7.54) generates

〈O〉 = −2L3

κ25

(
2Υ +

Λ3

φ2M

)
, (7.58)

and

〈Tab〉 =
2L3

κ25

{
g
(4)
ab + γab

(
ΛΥ− Λ4

18
+

Λ4

4φ2M

)}
. (7.59)

The tensor which gives rise to the stress-energy tensor, g(4)ab , is found to be given by the

expression

g
(4)
ab = diag

(
− 1

36

(
2Λ4 − 18ΛΥ + 27h4

)
,
1

36

(
2Λ4 − 18ΛΥ− 9h4

)
,

1

36

(
2Λ4 − 18ΛΥ− 9h4

)
,
1

36

(
2Λ4 − 18ΛΥ− 9h4

) )
,

(7.60)

where h4 is the constant associated with the subleading term in the expansion of the

blackening factor h in the limit φ → 0. Recalling that γab is simply flat Minkowski, the

trace of the stress-energy tensor is therefore

〈T aa 〉 =
2L3

κ25

{
2ΛΥ +

Λ4

φ2M

}
, (7.61)

where the constant Λ4 term has dropped out as well as h4. It is quickly evident that the

Ward identity is satisfied by this, giving the form

〈T aa 〉+ Λ〈O〉 = 0 . (7.62)

B Numerical methods

The numerical integration is performed using scipy’s “solve_ivp” function using the “Radau”

method, usually with at least 300 points and standard tolerances. It is provided with the

system of equations for G′(φ) and H ′(φ), the Jacobian of the system, and the initial values

of G(φh) and H(φh). When numerically integrating, it first must be realised that there

is a simple pole at exactly φh in H ′(φ) as G(φh) = −4
3γ

h
1 . Consequently, the solver must

be displaced a small amount, φh + ε, by pushing the initial values slightly away from

G(φh) and H(φh). The choice of ε does not seem overly important as long as it is small

compared to φh (i.e. ε/φh . 1×10−2−1×10−3) but large enough to push the solver away

from the pole. The “solve_ivp” function is repeated for the desired number of φh values,
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with careful consideration being taken for the direction of arrays as the system must be

integrated from φh down to the minimum value.

Once solved, the thermodynamic quantities s and T quickly follow from numerical

integration (using scipy’s “trapz” function), for each value of φh. Other thermodynamic

quantities in this paper are easily derivable from T and s. Numerical integration and

differentiation are subject to errors at large T spacings.

The critical temperature Tc is determined from the self-intersection of the free energy

curve in the (f, T ) plane. Knowing where Tc is located allows the free energy and energy

density curves to be broken up into different branches and found for the symmetric and

broken regions, as seen in Fig. 7.4, enabling calculation of α and L(Tc).
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T/Λ
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100
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) R
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Figure 7.15: Rescaled entropy versus temperature graph for φM ' 0.5797 and φQ = 10.0,

with critical temperature Tc/Λ ≈ 0.499.

To ensure our numerics performed well, we checked our results against most graphs in

[229]. Fig. 7.15 serves as a comparison with figure 6 in that paper to demonstrate that

our numerical solutions are behaving as expected.

C Gravitational wave power spectrum model

The model for the gravitational wave power spectrum from phase transitions has undergone

a number of changes as understanding has improved. We may start by considering the

form given in the erratum in Ref. [114],

Ωgw,0(f) = 2.061Fgw,0K
2(HnR∗)Ω̃gwC

(
f

fp,0

)
. (7.63)
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The form applies only when the sound wave lifetime τsw = R∗/
√
K is much longer than

the Hubble time H−1
n . Ref. [112] showed that modelling the decay as an abrupt switching

off at τsw introduces a factor

Υsw(x) = 1− 1√
1 + 2x

. (7.64)

where x = τswHN . We take the attenuation timescale to be τsw = R∗/
√
K. The LISA

Cosmology Working Group (LCWG) model takes the function to be Υsw(x) = min(1, x).

A similar approximation is seen in [240, 262, 263] with further discussion. The lack of

understanding of how the power spectrum attenuates and changes in form is the major

uncertainty in this model.

The kinetic energy fraction is estimated from an efficiency factor κ, computed for the

self-similar flow around a single expanding bubble of the stable phase [264, 119]. It is

related to the kinetic energy fraction by

K =
κα

1 + α
. (7.65)
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Figure 7.16: Plots of the effect of varying stiffness of the equation of state ∂p/∂e on the

kinetic energy fraction K for α = 0.1, 0.2, 0.3, 0.4, and 0.5 as a function of the wall speed

vw. This is displayed as a ratio of the kinetic energy fraction for two different equations

of state (∂p/∂e = 1/4, 1/6) to the kinetic energy fraction of the conformal stiffness ∂p/∂e.

Black crosses have been placed on each graph to show a reference point with vw = 0.5 and

α = 0.25.

The LCWG model uses the fitting formulae for κ in Ref. [119], which are derived in

a model with stiffness ∂p/∂e = 1/3. As we find significant departures from 1/3, we use

instead the code snippet given in [117], denoting the values obtained as KGKSV Fig. 7.16

shows how the kinetic energy fraction is modified as a function of α and vw for stiffnesses
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1/4 and 1/6. A reference value of vw = 0.5 with α = 0.25 has been indicated, for which

the maximum reduction in the kinetic energy fraction is about 20%.

Finally, 3-dimensional hydrodynamic simulations of strong first-order thermal phase

transitions in [118] showed a deficit in kinetic energy compared to the LCWG value [119],

ascribed to slowing of the phase boundary due to reheating of the metastable phase. This

will have the effect of reducing the gravitational wave signal, and so must be taken into

consideration. We define a suppression function Σ(vw, α), defined as

Σ(vw, α) = Ωgw/Ωgw,exp, (7.66)

where Ωgw is the true total gravitational wave power, and Ωgw,exp is that predicted by the

LCWG model. We take the values of this function by cubic interpolation of the ratio of

the last two quantities in Table 1 of [118]. Contours of the suppression function are shown

in Fig. 7.17.

The final expression for the gravitational wave power spectrum is

Ωgw,0(f) = 2.061Fgw,0K
2
GKSV(HnR∗)Ω̃gwC

(
f

fp,0

)
Υsw(x)Σ(vw, α) . (7.67)
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Figure 7.17: Contours of suppression to Ωgw in the form of the ratio Ωgw to Ωgw,exp, where

Ωgw,exp is the expected power computed according to the LCWG model.
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Chapter 8

Paper II: Effective actions and

bubble nucleation from holography

Abstract

We discuss the computation of the quantum effective action of strongly interacting field

theories using holographic duality, and its use to determine quasi-equilibrium parameters

of first order phase transitions relevant for gravitational wave production. A particularly

simple holographic model is introduced, containing only the metric and a free massive

scalar field. Despite the simplicity, the model contains a rich phase diagram, including first

order phase transitions at non-zero temperature, due to various multi-trace deformations.

We obtain the leading terms in the effective action from homogeneous black brane solutions

in the gravity dual, and linearised perturbations around them. We then employ the

effective action to construct bubble and domain wall solutions in the field theory side and

study their properties. In particular, we show how the scaling of the effective action with

the effective number of degrees of freedom of the quantum field theory determines the

corresponding scaling of gravitational wave parameters.
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1 Introduction

First order phase transitions are of great interest especially for early-universe cosmology,

where bubble nucleation could result in the production of an observable gravitational wave

signal at LISA [5, 2], providing evidence for beyond the Standard Model physics. If this

new physics is strongly coupled, computations of the parameters of the phase transition

relevant for gravitational wave production with standard techniques (see, e.g., [265, 188]

for reviews) fail, and the direct connection between the gravitational wave signature and

the masses and couplings of the underlying field theory is lost.

Gravitational waves at strong coupling in SU(N) gauge theories have been investigated

using phenomenological models of the free energy density [266, 267, 268]. A complement-

ary approach is through holographic duality [217, 3, 269], but analyses have so far had

certain limitations. In [3, 269] only equilibrium properties were computed, with some

significant properties such as the bubble nucleation rates left as free parameters. This

was not the case in [217], where the transition rate was computed (based on the results

in [213]), but some additional assumptions were made, either by working in a quenched

sector of the theory or by using a phenomenological approach that does not strictly fol-

low from the holographic dictionary. In this work we will try to partially improve the

holographic approach and present a derivation of the transition rate that does not require

these assumptions. Although our analysis is motivated by its possible application to cos-

mological transitions and thus limited to high temperature and zero charge density, it can

be straightforwardly generalised to other set-ups.

In quantum field theories the dynamical evolution of the phase transition can start to

be addressed by finding the quantum effective action of the theory, which in many aspects

is reminiscent of a Ginzburg-Landau effective action. Bubble configurations are obtained

from semiclassical solutions to the effective action, and these can be employed to compute

key properties of the transition such as the nucleation rate. Bubble production could take

place through quantum tunnelling or thermal fluctuations, the probabilities of which can

be estimated from the action. However, the dynamical evolution of the bubbles themselves

require further analysis, as at nonzero temperature dissipation and drag will enter into

play. We will not attempt to describe the dynamical evolution of bubbles, but this has

been studied in some models [270, 271, 272].

In a weakly coupled theory, the effective action can be computed by standard per-

turbative methods (see, however, [273] for a discussion of issues at non-zero temperature).

At strong coupling things are as always more difficult. While lattice simulations provide
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one route of attack (see, e.g., [274]), they are computationally expensive and have great

difficulty at non-zero charge density and especially for real time evolution. A possible

avenue is to use gauge/gravity duality, or holography, which is well suited both for strong

coupling and to study the dynamical evolution of the system at non-zero temperature.

In this paper, we consider the computation of the effective action using holographic

duality. This allows us to study a strongly coupled QFT (often a gauge theory in the

large-N limit) through the lens of a classical gravitational theory. We will consider only

zero charge density, so our focus is on configurations that may be relevant for a cosmological

phase transition, and pick a simple model to illustrate our approach. An analysis of the

gravitational wave signal extracted in this model will be presented elsewhere [275].

Our approach has some similarities with the effective action approach used to describe

the confinement-deconfinement transition from holographic models [213, 276], in that we

do not attempt to find gravity solutions dual to bubble configurations, but construct the

bubble solutions directly in the field theory. However, we do not make any additional phe-

nomenological assumptions within the holographic model. Our derivation of the effective

action follows directly from the usual rules of the duality. We will truncate the effective

action by keeping only terms with two derivatives, but we show that higher derivative

terms seem to be comparatively suppressed in the bubble configurations we obtain.

The outline of the paper is as follows. In Sec. 2 we warm up with a general discussion

of the field theory (quantum) effective action, and show how to extract it from the gravity

dual. Then, in Sec. 3, we introduce a particularly simple “bottom-up” gravity theory

which nonetheless displays an interesting phase structure upon deforming it by single-

and multi-trace operators. By finding a one-parameter family of numerical black brane

solutions and applying careful holographic renormalisation, we show how to extract the

effective potential, and thereby produce the phase diagram. Furthermore, by solving the

linearised equations of motion around the black brane solutions, we show how to derive the

(non-canonical) kinetic term as well as a subset of higher derivative terms. In Sec. 4 we then

use the effective action to study the first order phase transitions of this theory, by finding

the critical bubble solutions and computing their action, which sets the nucleation rate.

We discuss implications for early-universe cosmology, including the computations of the

nucleation temperature and the transition rate, as well as their dependence on the number

of degrees of freedom N . We also briefly discuss domain walls and compute their surface

tension for the complete parameter space, allowing us to comment on the applicability of

the thin-wall approximation. Our conclusions and the discussion of the extensions of our
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work appear in Sec. 5. The appendices detail on the holographic renormalisation, exact

results at large temperatures, and also the linearised fluctuation equations.

2 The quantum effective action from holography

Consider a theory with a scalar field Ψ whose action we denote S[Ψ]. The path integral

in the presence of an external source J is

Z[J ] =
∫
DΨ exp

[
iS[Ψ] + i

∫
d4xJΨ

]
. (8.1)

From the path integral one can obtain the closely related generating functional for con-

nected correlation functions

W[J ] = −i logZ[J ] , (8.2)

we define the effective action through a functional Legendre transform,

Γ[〈Ψ〉J ] =W[J ]−
∫
d4x 〈Ψ〉JJ . (8.3)

In this definition J should be understood as being a functional of 〈Ψ〉J determined impli-

citly through the relationship
δW[J ]

δJ
= 〈Ψ〉J . (8.4)

This is also the statement that 〈Ψ〉J — sometimes referred to as the classical field —

corresponds to the expectation value of Ψ for a given source J . Separating the expectation

value of the field in the sourceless and sourced parts

ψ = 〈Ψ〉J=0, δψ = 〈Ψ〉J − 〈Ψ〉J=0 , (8.5)

the effective action can be recast as a functional of δψ. The effective action so defined

is the generating functional of 1-point irreducible (1PI) connected correlation functions

Γn(x1, . . . , xn;ψ); hence it can be expanded as

Γ[ψ + δψ] =
∞∑
n=0

1

n!

∫
d4x1 . . . d

4xnΓn(x1, . . . , xn;ψ)δψ(x1) . . . δψ(xn) . (8.6)

The 1PI connected correlators themselves admit in principle an expansion around the

trivial vacuum ψ = 0

Γn(x1, . . . , xn;ψ) = Γn(x1, . . . , xn; 0)

+
∑
k≥1

1

k!

∫
d4y1 · · · d4ykΓn+k(x1, . . . , xn, y1, . . . , yk; 0)ψ(y1) · · ·ψ(yk) .

(8.7)
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The full effective action is in general highly non-local, as can be seen from this ex-

pansion. However, if there are no gapless degrees of freedom, at sufficiently low energies

one expects that it can be written as an integral over a local effective Lagrangian, and

furthermore, that it can be expanded for small derivatives:

Γ[ψ + δψ] =

∫
d4x

[
−V (ψ + δψ)− 1

2
Z(ψ + δψ)∂µδψ ∂

µδψ + . . .

]
. (8.8)

Here V (ψ+δψ) and Z(ψ+δψ) are ordinary functions of ψ+δψ, and we have assumed that

the sourceless state is static and homogeneous at J = 0, so that ∂µψ = 0. The function

V (ψ+δψ) is known as the effective potential, whose minimum determines the true ground

state of the theory.

If ψ coincides with the ground state, further expanding to quadratic order in δψ leads

to

Γ[ψ + δψ] =

∫
d4x

[
−V (ψ)− 1

2
V ′′(ψ)(δψ)2 − 1

2
Z(ψ)∂µδψ ∂

µδψ + . . .

]
. (8.9)

In order to extract the coefficients in the effective action we compare the expansions in

(8.6) and (8.9). Going to momentum space and expanding the correlators Γ2 around zero

frequency and vanishing spatial momenta (we omit the dependence on ψ and factor out a

Dirac delta imposing momentum conservation),

Γ̃2(k) = Γ̃2(0) +
1

2

∂2Γ̃2

∂ki∂kj

∣∣∣
k=0

kikj + . . . , (8.10)

one can deduce that

V ′′(ψ) = −Γ̃2(0), Z(ψ) = −1

6
δij

∂2Γ̃2

∂ki∂kj

∣∣∣
k=0

. (8.11)

We will be interested in constructing the effective action up to (at least) second order

in the derivative expansion; that is, we want to compute V (ψ) and Z(ψ). We do this in

the framework of holographic duality, which lets us study a strongly coupled quantum field

theory by solving a classical gravitational one. The essential relationship in the holographic

dictionary is the equivalence between the renormalised on-shell gravitational action and

the field theory generating functional W[J ]. Thus, if one can come by a set of solutions

to the gravitational field equations corresponding to different sources J (meaning different

near-boundary falloffs for the fields of interest) one can simply evaluate the gravitational

action on these solutions to find W[J ], and then Legendre transform to obtain Γ[〈Ψ〉J ].

Of course, even the solution of classical field equations for arbitrary boundary condi-

tions can be extremely challenging. However, assuming unbroken translational symmetry

in the field theory directions one can typically find such solutions numerically for a large
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class of theories, including the simple gravity plus scalar theories we focus on later in

the paper. This lets us compute Γ[ψ] in the limit of uniform fields and sources, i.e., the

effective potential.

To access derivative terms in the effective action, we then perturb away from these

uniform solutions. The essential insight is that from (8.11), the value of Z(ψ) at some

particular value of ψ is just given by the leading terms in the low momentum expansion of

the two-point correlators. This is readily done in holography by solving the gravitational

field equations linearised around a particular background solution.

Note that since we will be interested in the effective action at some non-zero tem-

perature, the Lorentz invariance displayed in for example (8.9) will be broken. We will

mainly be interested in static field configurations, and so limit ourselves to computing the

coefficient of the spatial derivatives. Generalizing by including derivatives with respect to

time is straightforward.

Previous authors have discussed computing the field theory effective action through

holography [277, 278, 279, 280, 281]. Of these, several make use of (fake) superpotential

formulations on the gravity side to derive analytical expressions for the effective action. In

simplifying limits such as close to conformality these are very useful. In order to describe

thermal phase transitions, as our aim is here, further (numerical) work is typically needed.

Our approach is in some sense more direct, employing numerics from the outset; the

effective potential analysis in references [277, 278] are the closest in spirit.

2.1 Holographic duality

We now give a brief introduction to holographic duality, and argue that the approach we

outlined for computing the effective action in a derivative expansion is quite natural and

convenient in this setting.

Holographic duality relates a d-dimensional quantum field theory (QFT) with a D =

(d+1)-dimensional gravitational theory in an (asymptotically) anti-de Sitter (AdS) space-

time of radius L. The AdS behaviour corresponds to a fixed point in the UV of the QFT.

If the space is AdS throughout, then the dual is a conformal field theory (CFT), while

asymptotically AdS spacetimes correspond to perturbations of the fixed point by some

relevant operators. Well-understood examples of this duality originate in string theory,

where the QFT is typically a gauge theory with some amount of supersymmetry. To

be able to suppress quantum and string effects in the bulk, rendering the gravitational

theory classical, one must typically take the limit of many degrees of freedom and strong
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coupling. If the dual QFT is a gauge theory, the former can be realised as a large-N limit

where N is the rank of the group. In CFTs the number of degrees of freedom can be

associated with the central charge (in two dimensions), conformal anomaly coefficients (in

even dimensions) or other quantities. We will refer to N as the “number of colours”, even

if the dual field theory is not known.

In slightly more detail, the gravitational constant ∝ κ25 (whose inverse multiplies the

5D gravity action), made dimensionless by dividing by the appropriate power of the radius

of curvature L, is related to the number of degrees of freedom. When the dual field theory

is a rank-N gauge theory, in particular, we typically have a relation of the form

L3

κ25
∝ N2 . (8.12)

Since we work in a bottom-up setting, the detailed form of this relationship is not known.

For simplicity, we will set L3/κ25 = N2, treating N as a free parameter related to the

number of degrees of freedom, while keeping in mind it is not necessarily equal to the rank

of some gauge group.

The field theory effective action we compute through holography will also have this

large pre-factor N2. This is important for bubble nucleation, since a large bubble action

exponentially suppresses the nucleation rate. We will discuss this issue in detail in Sec. 4.

For now, we only note that we will explicitly add this factor of N2 in (8.9), writing it as

Γ[ψ + δψ] = N2

∫
d4x

[
−V (ψ)− 1

2
V ′′(ψ)(δψ)2 − 1

2
Z(ψ)∂µδψ ∂

µδψ + . . .

]
. (8.13)

Thus, in the rest of the paper the quantities V (ψ) and Z(ψ) are O(1), while the full

effective action is O(N2).

Through holographic duality, the operator Ψ is associated with a scalar field φ in a

gravitational theory. The gravitational theory admits classical solutions which are asymp-

totically anti-de Sitter — near the boundary of these spacetimes, the metric approaches

the form

ds2 =
r2

L2
ηµνdx

µdxν +
L2

r2
dr2 , r →∞ , (8.14)

and the field φ will fall off as

φ(r, x) =
φ−(x)

r∆−
+
φ+(x)

r∆+
+ . . . , (8.15)

where ∆± = d
2 ±

√
d2

4 +m2L2.

In a typical realisation of holographic duality, the operators dual to classical fields

on the gravity side will be some form of gauge-invariant single-trace operators, meaning
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they contain a single trace over colour indices. A deformation of the theory consisting

of introducing a source for a scalar single-trace operator like Ψ is realised in the gravity

dual by imposing a boundary condition such that φ− is non-zero. One can also study

deformations by operators with two or more traces; due to large-N factorisation, such

operators have a simple description on the gravity side. These will prove useful for us in

the next section, as they provide “knobs” to turn in order to make our simple gravity dual

exhibit first order phase transitions.

For relevant multi-trace deformations to be possible, the mass of the scalar field must

be close to the Breitenlohner-Freedman bound, in the range

−
(
d

2

)2

≤ m2L2 ≤ −
(
d

2

)2

+ 1 . (8.16)

In this range, the value of the mass allows for alternate quantisation, where the coefficient

of the sub-leading falloff φ+ is fixed and identified as the source J of the dual operator.

In this case the leading falloff φ− is proportional to the expectation value 〈Ψ〉J of the

operator.

Once in alternate quantisation, multi-trace deformations are implemented by gener-

alising the boundary condition on the scalar field [282], allowing φ+ to be given by an

arbitrary function of φ−. More specifically, if we want to deform our theory by some

general multi-trace deformation W (Ψ), we should impose the boundary condition

φ+ =
δW (〈Ψ〉)
δ〈Ψ〉

, (8.17)

where we recall that 〈Ψ〉 is proportional to φ−. For example, in the theory we discuss in the

next section, we show through careful holographic renormalisation that 〈Ψ〉 = −4φ−/3.

Then, deforming by say a double trace deformation W (Ψ) = fΨ2/2 means imposing the

boundary condition

φ+ = f〈Ψ〉 = −4

3
f φ− . (8.18)

The multi-trace deformations we implement have a straightforward effect on the field

theory effective action; a deformation by an n-trace operator Ψn simply adds a term ∝ ψn

to the effective potential. For single-trace deformations (n = 1) this is in fact a general

result for all field theories, following from the behaviour of the Legendre transform under

a shift. The fact that multi-trace deformations leads to simple polynomial contributions

is on the other hand only true in the large-N limit (see, e.g., [279]).
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3 Concrete example: CFT with a dimension-4/3 operator

We now apply the general ideas from the previous section to study a remarkably simple

gravitational theory whose field theory dual enjoys a first order phase transition at non-

zero temperature for a range of parameters. We work in a bottom-up setting, meaning

we select a simple gravity theory capturing the features we are interested in. In this case,

besides gravity with a negative cosmological constant, all we need is a scalar operator

which can act as order parameter for the phase transition. We thus take the gravitational

action to be

Sbulk =
1

2κ25

∫
d5x
√
−g [R− ∂µφ∂µφ− P(φ)] . (8.19)

Here R is the scalar curvature, g is the metric of the five-dimensional asymptotically anti-

de Sitter (AdS) spacetime, φ is the scalar field, and κ25 = 8πG5 is essentially the Newton

constant. The potential for the scalar field φ is taken to have the minimal form

P(φ) = − 12

L2
+m2φ2 , (8.20)

with m2L2 = −32/9 1. From this point on we set the radius of curvature L = 1. The value

of m2 is within the range of masses allowing two possible quantisations — we will select the

alternate quantisation, meaning that the dual operator has dimension ∆ = 4/3. Choosing

alternate quantisation allows for relevant multi-trace deformations, which provides us with

useful “knobs” to turn (in addition to a single-trace deformation and temperature) to arrive

at a theory with a first order (thermal) phase transition. We will consider deformations

of the original dual CFT, with a scalar operator Ψ and action SCFT , by single-, double-,

and triple-trace deformations,

SCFT → SCFT +

∫
d4x

(
ΛΨ+

f

2
Ψ2 +

g

3
Ψ3

)
. (8.21)

The choice of ∆ = 4/3 for the operator is convenient as it means that the triple trace

deformation is marginal. Thus, the coupling g is dimensionless, while Λ and f have

dimensions 8/3 and 4/3, respectively.

3.1 Finding background solutions

Since we want to study the field theory at non-zero temperature, we search for black brane

solutions of the gravitational theory. A convenient ansatz is

ds2 = −e−2χ(r)h(r)dt2 +
dr2

h(r)
+ r2d~x2 , (8.22)

1The paper [279] discusses a class of potentials, dubbed the ’2/3’ potential, which has the same mass

plus higher order terms; with four instead of five bulk dimensions, this potential can be embedded in N = 8

gauged supergravity.
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and φ = φ(r). The equations of motion (EoM) for our system can then be written as

follows:

χ′(r) +
r

3
φ′(r)2 = 0 (8.23)

h′(r) + h(r)

(
2

r
+
r

3
φ′(r)2

)
+
r

3
P(φ(r)) = 0 (8.24)

φ′′(r) +
φ′(r)

r
− 2rP(φ(r))φ′(r) + 3P ′(φ(r))

6h(r)
= 0 . (8.25)

The equations allow for an AdS solution. Near the boundary of asymptotically AdS solu-

tions, the fields fall off as

φ =
φ−

r4/3
+

φ+

r8/3
+ . . .

h = r2 +
4

9

φ2−
r2/3

+
h2
r2

+ . . . (8.26)

χ = χ0 +
2

9

φ2−
r8/3

+ . . . .

We use standard numerical methods, implemented using Mathematica’s NDSolve func-

tion, to look for hairy black brane solutions. We begin by noting that (8.24) and (8.25)

involve only h(r) and φ(r) (and not χ(r)). We solve these two equations by expanding

them in a power series near the black brane horizon at r = rH , imposing that h(r) goes

to zero there and that φ(r) is regular. The resulting near-horizon series solution has two

parameters that are not fixed by the equations of motion; the horizon radius rH and the

value of the scalar at the horizon φ(rH) ≡ φH . For each choice of rH and φH , we can

numerically integrate the two equations from the horizon to the AdS boundary to obtain

a solution for h(r) and φ(r). We then plug the solution for φ(r) into (8.23) and solve it

for χ(r), imposing χ0 = 0 to recover the standard AdS metric near the boundary.

Resulting black brane solutions will be dual to the field theory at non-zero temperature.

The temperature and entropy density are set by the Hawking temperature and horizon

area of the black brane, given by

T =
e−χ(rH)h′(rH)

4π
and s =

r3H
4G5

, (8.27)

where we remind that G5 is related to κ5 appearing in the pre-factor of the action (8.19) by

2κ25 = 16πG5. We want to construct the field theory effective potential at fixed temperature.

Using the near-horizon expansion, the above expression for the temperature can be seen

to take the form

T = −e
χ(rH)P(φH)rH

12π
. (8.28)

We see that given one of the free parameters, say φH , we can tune the other one, rH , to

set the temperature. We use this to set T = 1 for all our black brane solutions — all
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Figure 8.1: The coefficients h2 (lower blue curve) and φ+ (upper red curve) from (8.26)

as functions of ψ = −4
3φ−, all in units of temperature.

the results we give will thus be in units of temperature. Note that if we had fixed rH in

some other way, say by setting rH = 1 (fixing the entropy), we would have to rescale the

solutions such that they all have the same temperature before Legendre transforming to

get the effective potential.

Having fixed rH we are left with a one-parameter family of solutions, one for each φH .

It is useful for our purposes to parameterise the solutions by the quantity ψ = −4
3φ−,

which as we show in Appendix D equals the expectation value of the scalar operator in

the dual field theory. We visualise our family of solutions by plotting the coefficients h2

and φ+ from (8.26) as functions of ψ in Fig. 8.1.

3.2 Effective potential

There are two, essentially equivalent, ways of constructing the field theory effective po-

tential. From (8.3) and (8.13) we see that for uniform fields and sources, the effective

potential can be written as

V (ψ) = −w(J) + ψJ , (8.29)

where we defined w(J) = W[J ]/(βV3N
2) with V3 being the volume along the spatial

directions of the dual field theory, and β = 1/T being the extent of the Euclidean time

direction. Note that we have also implicitly redefined ψ by a factor of N2 = κ−2
5 as com-

pared with section 2, as is also done in the appendix, see (8.78). From the holographic

dictionary, we have βV3N2w(J) = SOS , where SOS is the full on-shell gravitational action
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(including all counter-terms). In Appendix D we go through the holographic renormalisa-

tion for our theory, which gives us expressions for w, ψ and J in terms of the coefficients

in the asymptotic expansion (8.26). The end result is (8.89), which we reproduce here for

convenience:

V (ψ) =
h2(ψ)

2
+

7

9
ψ φ+(ψ) + Λψ +

f

2
ψ2 +

g

3
ψ3 . (8.30)

From our family of black brane solutions we can extract the functions h2(ψ) and φ+(ψ)

(which are plotted in Fig. 8.1), allowing us to evaluate V (ψ). Note that as mentioned in the

previous section, the addition of single-, double-, and triple-trace deformations give linear,

quadratic, and cubic contributions to the effective potential, respectively; this should be

true in general for a holographic theory in the classical gravity limit.

As an alternative road to the effective potential, introduced in [277], we note that (still

assuming uniform fields and sources)

dV (ψ)

dψ
= J(ψ) . (8.31)

Since we can easily extract the curve J(ψ) from our family of black brane solutions using

the results obtained from holographic renormalisation in Appendix D, we can simply

integrate it (numerically) to obtain V (ψ) up to a constant. And this constant can in fact

be fixed by noting that the effective potential at small ψ corresponds to the free energy

of pure AdS-Schwarzschild, which is easily obtained. We have checked that these two

approaches to compute the effective potential agree.

For the Λ = f = g = 0 theory, which we refer to as the undeformed case, this procedure

gives us the dashed-dotted blue curve in Fig. 8.2. As one might have expected from such

a simple gravity dual there are no exciting features, only a convex potential with a single

minimum. Since the gravity theory is symmetric under φ→ −φ, V (ψ) is an even function.

At small field values it goes as

V (ψ) = V0 +
V2
2
ψ2 +O(ψ4) . (8.32)

As small ψ is equivalent to large temperatures, in this limit the background approaches

AdS-Schwarzschild. Then, V0 can be seen to simply equal the free energy density of this

solution,

V0 = fAdS−Sch = −π
4

2
≈ −48.70 . (8.33)

Moreover, as we show in Appendix E, the coefficient V2 can be found exactly by computing

the scalar two-point function in an AdS-Schwarzschild spacetime; the result being

V2 =
9π17/6

Γ(1/6)3
≈ 1.337 , (8.34)
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Figure 8.2: The quantum effective potential of the undeformed theory (dashed-dotted

blue), and the kinetic term (solid red, discussed in the next subsection).

matching our numerical results well. The explicit temperature dependence of the coef-

ficients in the effective potential follows from simple dimensional analysis: V0 ∼ T 4 and

V2 ∼ T 4/3. Since V2 > 0, increasing the temperature will tend to stabilise the trivial

vacuum ψ = 0. Our strategy will be to introduce additional terms that destabilise the

trivial vacuum at zero temperature, in such a way that we can produce a phase transition

when V2 becomes dominant and the trivial vacuum becomes the favoured state at high

temperature.

At large field values or small temperatures, the effective potential grows as

V (ψ) ∼ γ3
3
|ψ|3 with γ3 ≈ 0.278 , (8.35)

as shown by the dotted black line in Fig. 8.2. The cubic behaviour is dictated by the scale

invariance of the theory at zero temperature. The full potential cannot be well-fitted by

a simple polynomial.

We now consider deforming the theory by single-, double-, and triple-trace deforma-

tions. As discussed in Section 2.1, this will add to the “undeformed” effective potential a

term linear, quadratic, or cubic in ψ, respectively. We want to consider fixing the theory,

i.e., fixing all couplings, and then tuning the temperature in order to look for a thermal

phase transition. Of course, by “tuning temperature” we really mean tuning some dimen-

sionless ratio of temperature to some other scale; in our case, it is convenient to define

T̃ =
T

|Λ|3/8 + |f |3/4
, (8.36)
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Figure 8.3: The quantum effective potential of the theory with a triple trace deformation,

g = 0.276.

which remains well-defined when Λ or f (but not both) are zero. In particular, we can just

as well tune T̃ by keeping T fixed and tuning Λ and f together (keeping their dimensionless

ratio fixed), which is more convenient from a holographic point of view.

Let us emphasise that all the non-trivial strongly coupled physics is in some sense

contained in the undeformed effective potential of Fig. 8.2, which is given by the numeric-

ally determined functions h2(ψ) and φ+(ψ) in (8.30). The polynomial contributions from

single- and multi-trace deformations are on their own reminiscent of a weakly coupled

effective description, albeit with the notable difference that the “order parameter” ψ has

dimension 4/3, meaning the usual ψ4-term is irrelevant. We now describe the effective

potential and possible phase transitions that result from turning on different combinations

of couplings.

Single-trace deformation (f = g = 0) Adding a single-trace deformation simply shifts

the minimum of the undeformed potential around while still keeping the potential convex,

not leading to any phase transition or other interesting features.

Double-trace deformation (Λ = g = 0) Adding a double-trace deformation is more

interesting; for f < −V2, it destabilises the vacuum at ψ = 0, leading to a double-well

potential. The resulting theory thus has a second order thermal phase transition, breaking

the ψ ↔ −ψ symmetry as T̃ crosses the critical value V −3/4
2 from above. This case was
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studied in [283].

Triple-trace deformation (Λ = f = 0) Importantly, for large triple-trace deforma-

tions g > γ3, the potential becomes unbounded from below. Staying below this value, we

note that the resulting potential is no longer convex (but still bounded) within the narrow

range

0.2675 . g < γ3 ≈ 0.278 . (8.37)

In particular g = 0.276 results in Fig. 8.3. But since the triple-trace deformation is

marginal this is still a CFT, and thus has no phase transitions as a function of temperature.

Single- and triple-trace deformation (f = 0 and Λ, g 6= 0) Within the interval

(8.37), the now non-convex potential displays a first order phase transition. The critical

temperature depends on g; for g = 0.276, it is T̃ ≈ 0.844. With this value of g, we also

display the potential for a few different T̃ around the transition in Fig. 8.4.

Figure 8.4: The effective potential for the theory with a single- and triple-trace deform-

ation, for a few different values of T̃ around the phase transition (at T̃c ≈ 0.844).The

temperature values are T̃ ≈ 0.934, 0.881, 0.844, 0.802, and 0.757 from the top down.

Double- and triple-trace deformation (Λ = 0 and f, g 6= 0) With g = 0, a negative

double trace deformation induces a second order phase transition. Any 0 < g < γ3,

however, instead leads to a first order transition. This can be seen by considering the

undeformed potential; for small ψ, it can be expanded as in (8.32); adding the quadratic
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Figure 8.5: The effective potential for the theory with a double- and triple-trace deform-

ation, for a few different values of T̃ around the phase transition (at T̃c ≈ 6.72). The

temperature values are T̃ ≈ 8.926, 7.768, 6.724, 6.006, and 3.344 from the top down.

and cubic contributions from the double- and triple-trace deformations modifies this to be

V (ψ) = V0 +
1

2
(V2 + f)ψ2 +

g

3
ψ3 +O(ψ4) . (8.38)

Assuming f > −V2, i.e., above the temperature T̃ where the second order phase transition

would set in, this cubic potential has a minimum at ψ = 0, a maximum at

ψ = −V2 + f

g
, (8.39)

and then dips below V (0) = V0 at

ψ = −3

2

V2 + f

g
. (8.40)

If the small-ψ expansion is valid out to this point, this shows that the minimum at ψ = 0

has become metastable leading to a first order phase transition. But for any given g 6= 0,

the small-ψ expansion will in fact be valid as long as f is close enough to −V2. This

guarantees that as we lower the temperature T̃ we will always encounter a first order

transition before the quadratic term goes negative and causes a second order transition.

For g = 0.276, Fig. 8.5 shows the effective potential for a few different temperatures around

the critical value of T̃ ≈ 6.72.
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Single-, double- and triple-trace deformation In the general case with all couplings

non-zero, it is convenient to define a dimensionless coupling

Λf ≡
Λ

f2
(8.41)

in addition to the already dimensionless g. We then fix the theory by fixing Λf and g, and

tune T̃ to look for a phase transition. The case Λf → −∞ corresponds to the case listed in

3.2 with a first order transition within a narrow region of g. The case Λf = 0 corresponds

to the case listed in 3.2 with a first order transition for any g, except for g = 0 which

gives a second order transition. The full two-dimensional space of couplings interpolates

between these cases. Within some extended region the theory will have a first order phase

transition.
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Figure 8.6: Phase diagram of the dual field theory as a function of T̃ and g, for various

values of Λf ranging from 0 to −∞ and with N = 1. The curves take values of Λf = 0,

−4
9 , −1, −4, −16, −100, and −∞ (top-down).

Fig. 8.6 shows a phase diagram of the theory with fixed Λf as a function of T̃ and g.

Each of the coloured curves corresponds to a line of first order transitions for a certain

fixed value of Λf ; each of these lines terminate in a second order critical point. Note that

while we use the label “high-T phase” and “low-T phase”, these are not distinct phases in

the sense that one can move from one to the other without any sharp transitions by tuning

g. The exception is Λf = 0, where the first order line extends over the whole allowed range
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of g, except for g = 0 which corresponds to a second order phase transition.

3.3 Kinetic term

Having discussed the effective potential and the resulting phase structure, we move on to

the kinetic term, characterised by the function Z(ψ) in (8.13). Note first of all that the

non-zero temperature breaks Lorentz invariance, so time and spatial derivatives will not

appear on equal footing. We are mainly interested in studying static configurations, and

so restrict to finding the coefficient of the spatial derivatives; this is what we mean by

Z(ψ) in the following.

As discussed in Sec. 2, we will determine this function by computing the two-point

correlator as a function of the expectation value in a low-momentum expansion (at zero

frequency). Holographically, this is done by a linearised fluctuation analysis around a

given, uniform background solution. We take advantage of the translational symmetry

by writing the fluctuations as plane waves, and use the rotational symmetry to align the

momentum in the x-direction. Making the common gauge choice HMr = 0, for the metric

fluctuation HMN we then have the Ansatz

ds2 = −e−2χ(r)h(r)
(
1 + eikxHtt(r)

)
dt2 +

dr2

h(r)
+ r2

(
1 + eikxHxx(r)

)
dx2

+r2
(
1 + eikxH⊥(r)

) (
dy2 + dz2

)
+ 2r2eikxHtx(r)dt dx

φ = φ(r) + eikxϕ(r) .

Here we have also used the fact that even in the presence of the fluctuations there is an

SO(2) rotational symmetry, which restricts which metric components the scalar mode can

couple to.

Plugging in this Ansatz into the equations of motion and expanding to linear order,

one quickly notes that Htx decouples from the other modes. With a bit more work, Hxx

can be eliminated, leaving us with three coupled ordinary differential equations (ODEs),

first order in derivatives of Htt and second order in derivatives of H⊥ and ϕ.

Next, one can show that the following linear combinations of modes are invariant under

residual gauge transformations,

Zφ(r) = ϕ(r)− r

4
φ′(r)H⊥(r) (8.42)

ZH(r) = −e−2χ(r)h(r)Htt(r)−
r

4
e−2χ(r)

[
h′(r)− 2h(r)χ′(r)

]
H⊥(r) , (8.43)

and that they satisfy a set of two coupled second order linear ODEs, which we relegate to

Appendix F due to their unwieldiness. Near the AdS boundary, these two modes decouple,
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and the solution asymptotes to

Zφ(r) =
Z−
φ

r4/3
+
Z+
φ

r8/3
+ . . .

ZH(r) = Z+
Hr

2 +
Z−
H

r2
+ . . . .

(8.44)

From the holographic renormalisation analysis in Appendix D we see that this small per-

turbation on the gravity side corresponds to perturbing the source (single-trace coupling)

of the dual scalar operator by

δΛ = Z+
φ +

4

3
W ′′ (ψ)Z−

φ , (8.45)

where we pick

W (ψ) =
f

2
ψ2 +

g

3
ψ3 with ψ = −4

3
φ− . (8.46)

This perturbation then gives rise to a small change in the scalar expectation value

δ〈Ψ〉 = −4

3
Z−
φ . (8.47)

A generic solution to the linearised equations will source not only the scalar mode Zφ but

also the operator dual to ZH . To compute the scalar two point function, we must then

impose the boundary condition Z+
H = 0. The two-point function in momentum space is

simply the ratio

〈ΨΨ〉 = δ〈Ψ〉
δΛ

. (8.48)

Since we are interested in the low momentum limit of the two-point function, we expand

the gauge invariant modes as

Zi(r) = Z
(0)
i (r) + k2Z

(2)
i (r) + . . . with i ∈ {φ,H} , (8.49)

plug this into the fluctuation equations, and solve order by order in k2. Similarly expanding

the coefficients in (8.44) as

Z±
i = Z

±(0)
i + k2Z

±(2)
i + . . . (8.50)

we are able to write the two-point function as

〈ΨΨ〉 = −4

3

Z
−(0)
φ

Z
+(0)
φ + 4

3W
′′(ψ)Z

−(0)
φ

− 4

3

Z
−(2)
φ Z

+(0)
φ − Z−(0)

φ Z
+(2)
φ(

Z
+(0)
φ + 4

3W
′′(ψ)Z

−(0)
φ

)2k2 + . . . . (8.51)

Now we use the fact that the part of the effective action quadratic in φ — i.e., Γ2 in the

notation of Sec. 2 — equals the inverse of this two point function. This can be used to

derive the following expressions

Γ2 = −

3

4

Z
+(0)
φ

Z
−(0)
φ

+W ′′(ψ)

+
3

4

Z
−(2)
φ Z

+(0)
φ − Z−(0)

φ Z
+(2)
φ(

Z
−(0)
φ

)2 k2 + . . . . (8.52)
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The first term, of order k0, should just equal the second derivative of the effective potential.

We can compare this with the results from the previous subsection to check our numerics;

doing so we find excellent agreement. The second term, at order k2, is what we are really

interested in as it determines Z(ψ):

Z(ψ) =
3

4

Z
−(2)
φ Z

+(0)
φ − Z−(0)

φ Z
+(2)
φ(

Z
−(0)
φ

)2 . (8.53)

Note that each Z
±(i)
φ here can be regarded as a function of ψ, obtained by solving the

fluctuation equations in the gravitational background with ψ = −4
3φ−. Importantly, we

note that Z(ψ) is independent of the multi-trace deformations specified by W (ψ), meaning

the kinetic term will be the same for the entire class of theories we study. The resulting

Z(ψ) is shown in solid red in Fig. 8.2. It is an even function, admitting an expansion

similar to 8.32 for small ψ (large temperatures). At large ψ (small temperatures) it goes

as ψ−1/2 (see the dashed black curve), which is required by scale invariance to make the

kinetic term have dimension four.

3.4 Higher-derivative terms

It is straightforward to continue the work of the previous subsection and compute the

two-point function up to higher order in k2. By the same reasoning as above, this should

provide information about higher-derivative terms in the effective action. A complication

arises though, since starting at four derivatives, the number of independent terms grows

rapidly. Some of these terms involve several external momenta, and require information

from higher-order correlation functions to determine. Computing these is beyond the

scope of this paper. We have, however, computed the two point function up to order k4,

which lets us extract the four-derivative term ∇2ψ∇2ψ. This allows us to verify that this

term is negligible in the context of bubble nucleation — discussed in the next section —

thus providing evidence that the small derivative expansion is applicable there.

4 Bubble nucleation and N dependence

One important motivation for going after the effective action is to understand the phase

structure and phase transitions of a field theory. First order phase transitions proceed

through bubble nucleation, which in turn is controlled by the effective action previously

found. At an arbitrary temperature, the resulting equations of motion should be solved in

Euclidean space with the appropriate periodicity imposed in the time-direction, leading
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in general to a partial differential equation. Typically this is simplified into an ordinary

differential equation by focussing on the high and low temperature limits, leading to two

actions: a zero temperature action with O(4) symmetry arising from purely quantum

fluctuation effects causing bubble nucleation [284, 285] and a non-zero temperature, O(3)

symmetric action arising from both thermal and quantum fluctuations [123].

Note that while an O(3) symmetric typically exists for any temperature, the O(4) solu-

tion only exists at zero temperature, where Lorentz symmetry is unbroken. Nonetheless,

it is a good approximation to a true solution as long as the length of the thermal circle is

large (and thus the temperature small) compared with the bubble radius. Motivated by

this, we study both O(3) and O(4) solutions. We assume that the function multiplying

the kinetic term in the O(4) case is the same as in the static O(3) case, which is what was

computed in the previous section. This is a reasonable assumption since the O(4) solu-

tion is expected to matter more at low temperatures, where Lorentz symmetry is nearly

restored.

After integrating along the angular direction in Euclidean spacetime, the O(4) sym-

metric action is

ΓO(4) = 2π2N2

∫ ∞

0
dρ ρ3

(
1

2
Z(ψ)

(
dψ

dρ

)2

+ V (ψ)

)
, (8.54)

while for the O(3) symmetric action we integrate along the angular spatial directions and

the Euclidean time circle

ΓO(3) =
4πN2

T

∫ ∞

0
dρ ρ2

(
1

2
Z(ψ)

(
dψ

dρ

)2

+ V (ψ, T )

)
. (8.55)

Note that in each case ρ takes a different meaning, in the O(4) symmetric configuration

it is the radial direction in full Euclidean four-dimensional spacetime, while in the O(3)

symmetric configuration ρ is the radial direction along the three-dimensional space. As

earlier, we pull our a factor of N2, all other quantities then being of order N0.

To evaluate these integrals we first need to find the field profiles ψ(ρ), by solving the

equations of motion derived from the effective action. For the O(4) symmetric bubble, the

equation of motion is

d2ψ

dρ2
+

3

ρ

dψ

dρ
+

1

2

∂ψZ(ψ)

Z(ψ)

(
dψ

dρ

)2

−
∂ψV (ψ)

Z(ψ)
= 0 , (8.56)

while for the O(3) symmetric bubble is

d2ψ

dρ2
+

2

ρ

dψ

dρ
+

1

2

∂ψZ(ψ)

Z(ψ)

(
dψ

dρ

)2

−
∂ψV (ψ)

Z(ψ)
= 0 . (8.57)
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Figure 8.7: Graph of an O(3) bubble solution with N = 1 normalised by the low-T phase

value ψl against the radius. The thick dashed vertical black line in the middle denotes the

radius of the bubble ρb, and the vertical dashed red lines encompass the bubble thickness.

The parameter values are g = 0.27, Λf = 0.

These are solved with the well-known “shooting method” with boundary conditions ψ(∞) =

ψ′(∞) = 0 where the initial minimum is shifted to always appear at V = 0. An example

of a bubble profile is shown in Fig. 8.7 which solves the O(3) equation of motion (8.57).

How steeply the profile transitions from one phase to another details the “thickness”

of the bubble wall. Whether the wall is in the thin, thick, or intermediate regime will

determine how important quantities will change when considering the number of colours

N of the theory, as shown shortly.

In our holographic model, a complete picture of how the bubble action depends upon

the temperature is built up by selecting a particular value of the triple trace coupling g

and coupling ratio Λf , then varying the temperature T̃ . There is therefore one graph of

the action for each parameter set g,Λf , all of which appear similar in shape to Fig. 8.8.

Another aspect which must be taken into consideration is the fact that we have used

a small derivative (or low momentum) expansion for the effective action, truncated at

two derivatives. As it is not immediately clear whether the higher order terms will be

negligible, we explored what consequence including the term ∂2ψ∂2ψ has on the bubble

action. As discussed in subsection 3.4, this term in the effective action can be obtained

by computing the scalar two-point function to order k4. The importance of the effect

can be judged by the size of the ratio E4/E2, where E2 is the contribution to the energy

from including the k2 term and E4 is the contribution to the energy from including the
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Figure 8.8: Graph of the O(3) bubble action against the temperature T̃ for triple-trace

coupling g = 0.27, Λf = 0, and with N = 1.

k4 term, shown in Fig. 8.9. This is plotted against the scaled temperature defined as

(T̃ − T̃0)/(T̃c − T̃0), where T̃c is the dimensionless critical temperature, and T̃0 is the

dimensionless lower critical temperature at which the metastable minimum disappears.
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Figure 8.9: Graph of the ratio of k4 and k2 energy contributions in the kinetic coefficient

Z(φ) against the temperature T̃ for triple-trace couplings g = 0.20, 0.24, 0.26, and 0.2774

(top-down on the left), with Λf = 0. All curves are for value N = 1.

As can be seen in this figure E4 is a negative contribution with magnitude of less than

1% of the k2 contribution, and this remains valid in general. We therefore determine that

the higher derivative terms can be safely ignored, at least for the correction quadratic in

the fields, and that the k2 term will probably give a very good approximation to the true
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kinetic function Z(ψ).

The quantities important in the companion paper [275] all rely upon the characteristics

of the action curve demonstrated by Fig. 8.8, and in particular which action fulfils the

criterion

Γ(T ) = min[ΓO(3)(T ),ΓO(4)(T )] , (8.58)

as this could drastically change the temperature at which the bubble nucleates and which

region of thickness the bubble is in. We therefore also perform the check of calculating

the O(3) and O(4) bubble actions for each temperature value and comparing the sizes,

with one illustration of this seen in Fig. 8.10. The action obtained from the O(3) bubble

is consistently significantly lower than from the O(4) bubble, and thus will dominate the

calculation of the subsequent quantities.
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0.00

0.05
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0.20

Figure 8.10: Graph of the ratio of O(3) bubble action over O(4) bubble action against the

temperature T in units of the source Λ for triple-trace couplings g = 0.20, 0.24, 0.26, and

0.2774 (bottom-up on the left), with Λf = 0. All curves are for value N = 1.

4.1 Phase transitions in the early universe and large-N scaling

Much recent effort — including that of our companion paper [275] and previous paper

[3] — has gone into modelling phase transitions in the early universe using holography,

with the hope of finding models that lead to observable gravitational wave signals. In this

context, it is important to understand the impact of the large-N limit that holography

usually involves. As mentioned in Sec. 2.1, the (effective) action obtained from holography

scales as L3/κ25 ∼ N2, meaning that in the strict large-N limit bubble nucleation will not

occur as the bubble action becomes infinite. In practice we are of course interested in N

values which are finite, while still being large enough to ignore finite-N corrections.
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In cosmological applications, important quantities which are determined from the ef-

fective action include the nucleation temperature Tn, the transition strength α, and the

transition rate β/Hn. The nucleation temperature is defined as the temperature at which

bubble nucleation will occur (specifically when the nucleation rate per unit volume drops

to one bubble per Hubble volume per Hubble time). Through energy considerations (see

[275]) this is found to always occur at Γ ≈ 150, and so changing the scale of the action

by changing N will invariably alter the temperature at which bubbles are nucleated. We

demonstrate this in Fig. 8.11 for various values of N up to N = 8, which is the value we

take to produce results in the companion paper. (N ≈ 1 is of course outside the plausible

range of the large-N expansion; here we are mainly interested in visualising the impact of

changing N on the cosmological parameters.)
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Figure 8.11: The solid red curves show a section of the graph of the O(3) bubble action

against the temperature T̃ for g = 0.27 and Λf = 0 (left), and the complete graph for

g = 0.01 and Λf = 0 (right). As N is increased, the point where the action equals 150,

which sets the nucleation temperature, is pushed to the left. The legend applies for both

plots.

It is very straightforward to numerically invert the action curve to find out how the

nucleation temperature depends upon N . In Fig. 8.12 we show the nucleation temperature

dependence upon N for the same two sets of parameters as in Fig. 8.11, demonstrating

the change in shape as the N scaling progresses from near the thin-wall limit to the thick-

wall limit. We note in particular that as N → ∞, the nucleation temperature always

approaches the lower critical temperature T0, where the barrier between the vacua in the

effective potential vanishes and the bubble action goes to zero.

The transition rate β/Hn can be expressed as

β

Hn
= T

d

dT
Γ(ψ, T )

∣∣∣
Tn
, (8.59)

where Hn is the Hubble parameter evaluated at the nucleation temperature. As the
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Figure 8.12: Graph of the nucleation temperature T̃n against N for triple-trace coupling

g = 0.27 and Λf = 0 (left), and g = 0.01 and Λf = 0 (right) showing the effect of N

scaling.

transition rate actively involves a derivative with respect to Γ, the N2 scaling of the

holographic action has a substantial effect. For sufficiently large N , we have as already

mentioned Tn ≈ T0 placing us in the thick wall limit. We observe that the temperature

dependence of the action in our model is well fitted by a power law near T0,

Γ ∼ N2(T − T0)x (8.60)

with x > 0. Using this and the fact that Tn occurs when Γ ≈ 150, we get

N2(Tn − T0)x ∼ 150 . (8.61)

Then, using this in Eq. (9.6), we find

β

Hn
∼ TnN2x (Tn − T0)x−1 ∼ TnN2x(150N−2)

x−1
x ∼ 150

x−1
x TnxN

2/x , (8.62)

implying that β/Hn ∼ N2/x. Thus, for sufficiently large N , the transition rate diverges

rendering the gravitational wave signal unobservable.

However, for more moderate values of N it is possible to instead sit close to the thin

wall limit, Tn ≈ Tc. The quadratic divergence in this limit, Γ ∼ N2(Tc − T )−2, then leads

in a similar way to β/Hn ∼ N−1, decreasing with N in accordance with lattice results for

the surface tension [286].

The above analytic results for the N scaling in the thin and thick wall limit can be

confirmed numerically, as shown in Fig. 8.13. On the left, we see that as the action at

Γ ≈ 150 for N = 1 begins close to the lower critical temperature T0 for g = 0.27, it is

dominated by the thick-wall N scaling result, always increasing the transition rate with

N . For g = 0.01 on the right, however, we see that the action at Γ ≈ 150 for N = 1 begins

in the thin-wall regime close to Tc, with β/Hn decreasing as N increases slightly, then as
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Figure 8.13: Graph of the transition rate β/Hn against N for triple-trace coupling g = 0.27

and Λf = 0 (left), and g = 0.01 and Λf = 0 (right) showing the effect of N scaling.

N increases further it transitions through the intermediate and then into the thick-wall

regime where it again ends up dominating and increasing the transition rate. In this

case there is an “optimal” N ≈ 8 which minimises the transition rate (leading to easier

to observe gravitational wave signals), while still potentially being large enough to avoid

significant finite-N corrections.

4.2 Domain wall solutions

As a special case of the study of bubble nucleation, we can also consider the limit T → Tc,

often referred to as the thin-wall limit since the bubble wall here becomes small compared

to the overall size of the bubble. Precisely at T = Tc there is no bubble nucleation (as the

bubble action diverges) but one can instead have coexistence of the two phases, separated

by a domain wall with some particular surface tension. Determining the surface tension is

interesting both since it can be related to the nucleation rate near Tc and since it determines

properties of possible mixed phases. Domain walls in mixed phases have already been

studied using dynamical solutions of the Einstein equations [225, 222, 226, 223, 224, 270]

and with an effective action phenomenologically derived from a holographic model [276].

Here, we investigate the domain wall solutions using an effective action which is rigorously

derived in a gradient expansion using the rules of holography.

The surface tension σ is calculated through the formula

σ =

∫ ∞

−∞
dx

(
1

2
Z(φ(x)) (∇φ(x))2 + V (φ(x))

)
, (8.63)

which represents the surface tension of a domain wall extending along the x = 0 plane,

with the domain wall field profile here being related to the bubble field profile through

φ = ψ − ψh at Tc, where ψh is the value of the field at the high-T phase minimum. This
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Figure 8.14: Profile of the difference between the field and its high-T phase minimum

φ = ψ − ψh normalised by its maximum value φl, the thin-wall approximation to the

profile, the difference between the two, and the energy of the profile for g = 0.1,Λf = 0.

All curves are for value N = 1.

integral can be performed by finding the profile of the field φ(x) numerically through the

equation of motion
d2φ

dx2
+

1

2

∂φZ(φ)

Z(φ)

(
dφ

dx

)2

−
∂φV (φ)

Z(φ)
= 0 . (8.64)

We utilise Mathematica ′s FindRoot function to first locate the extrema in our effective

potential, and then the NDSolveValue function with the shooting method. We shoot

from the local maximum to each of the minima, providing an initial guess of the derivative

of the field at the local maximum and varying it until the solution reaches the minimum

and stays there for a sufficient distance.

It is interesting to compare the resulting solution to a simple analytic approximate

expression with Lagrangian L = 1
2 (∂µφ)

2 − V (φ), which is exact when the potential is an

even quartic function. The domain wall solution to this then takes the form of a hyperbolic

tangent [276],

φtanh(x) =
φb
2

(
1 + tanh

(
x

Lw
+ δ

))
. (8.65)

Here φb is the value of the field in the broken minimum, Lw is the thickness of the wall,

and δ is a parameter allowing for a shift in the domain wall. Once we have the field profile

from the numerical solver, we can use a fitting function such as Python ′s curve_fit to
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find the values of Lw and δ which best approximate the actual solution.
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Figure 8.15: Field profile and thin-wall approximation, difference between the two, and

energy of the profile for g = 0.2774,Λf = 0. All curves are for value N = 1.

In Fig. 8.14 we plot the analytic tanh-solution over the actual solution for parameter

set g = 0.1, Λf = 0, along with the difference between the two solutions in the form of

(φ(x) − φtanh(x))/φl and the scaled energy density E in units of the source Λ, where the

energy density is given through

E =
1

2
Z(φ(x)) (∇φ(x))2 + V (φ(x)) . (8.66)

The effective potential for this parameter set has minima which are close together, and

the curve between the minima is well-approximated by a quartic function, which is also

seen in how closely the tanh approximation overlays the actual field profile. As is evident

from the middle plot of Fig. 8.14, the difference between the approximate solution and the

actual solution for the scalar field is never greater than 5× 10−4. The difference in energy

density E between actual and tanh-fit is similarly good, never increasing past 3 × 10−3

(seen in Fig. 8.16).

In Fig. 8.15 however for parameter set g = 0.2774, Λf = 0, the minima of the effective

potential are far away from each other, and the curve between the minima is not close to a

simple quartic. Thus the tanh-fit performs significantly worse here; the differences between

the actual and approximate solution are about 100 times larger than in the previous case.
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Another interesting feature for this parameter set in Fig. 8.15 is how skewed the energy

density is in the bottom plot. For domain walls taking a tanh-like form we see a nicely

symmetric energy distribution like in Fig. 8.14, which again demonstrates how far the

departure is from this approximation. This departure is greatly pronounced for E , with

the difference in results off by tens of percents (close to 30% difference where the effect is

most noticeable). This is again about 100 times larger than in the previous case and is

also seen in Fig. 8.16.

Figure 8.16: Plots of the difference between the actual energy density solution Eand the

tanh approximation energy density solution Etanh scaled by the maximum value of the

actual energy density Emax for the cases g = 1,Λf = 0 on the left and g = 0.2774,Λf = 0

on the right. Both curves are for value N = 1.

Once we have found how the field behaves between the two minima, we can input it

into eq. 8.63 to be able to calculate the surface tension. We produce a scan of this quantity

in Fig. 8.17, with the surface tension in units of the source. Near the left hand boundary

where g is small and the minima are close together we see that the surface tension is small,

and goes explicitly to zero at the boundary. On the right hand side, however, where g is

large and the minima are far away from one another the surface tension reaches values over

100. In this area of parameter sets, the values found effectively drop their dependences

on Λf as the minima are so far apart that the difference is negligible. A note here is that

although the surface tension will scale with N , it scales uniformly and so will not distort

different parts of the parameter space in different ways.

5 Discussion and outlook

In this paper we discussed the computation of the quantum effective action in a strongly

coupled theory using holographic duality. The effective action was computed in a derivative

expansion, and we focused on extracting the effective potential and the (non-canonical)
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Figure 8.17: Scan of the domain wall surface tension σ in units of the source, with N = 1.

two-derivative kinetic term. Higher-derivative terms can in principle be included in a

straightforward fashion; however, the number of possible terms grows quickly at higher

order, and higher order correlation functions must be computed, requiring considerably

more effort.

Our methods for constructing the effective action are general, applying to any holo-

graphic model. It is however interesting to note a possible complication. One of the ways

to construct the effective potential was to integrate the source J with respect to the field

ψ, implying that J should be a single-valued function of ψ. We know that there is a

one-parameter family of solutions to the bulk theory, meaning that one can construct a

curve in the (ψ, J) plane, but we know of no reason why the function J(ψ) is guaranteed

to be single-valued, as it happens to be in the simplified model.

As a concrete example of our approach we studied a simple bottom-up gravity theory,

with a scalar field whose mass allows it to be identified with a dimension-4/3 operator in

the dual field theory. Turning on a temperature and deforming the putative dual CFT

by single-, double-, and triple-trace operators, we mapped out a surprisingly rich phase

diagram.

Our main motivation for computing the effective action was to study first order phase

transitions mediated by bubble nucleation. Thus we proceeded to find “bounce” solutions

to the equations of motion obtained from the effective action, and studied their properties.

An interesting application of this technology is to early-universe cosmology, where a first-

order phase transition can give rise to potentially observable gravitational waves. Our

companion paper [275] will discuss this in more detail, including the computation of all
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quasi-equilibrium gravitational wave parameters in our simple toy model.

Bubble nucleation is based on the idea of fluctuations, quantum or thermal, which

allow the system to overcome the potential barrier between the false and true vacua. In

the gravity dual, such fluctuations are suppressed by the large parameter L3/κ25. For a

holographic theory to make an observable prediction in the case of gravitational waves

signals (for example), it is thus vital to set this parameter (which is roughly dual to the

degrees of freedom, or N2 in a gauge theory) to some finite value. With this in mind,

we briefly discussed the N -dependence of our results. The main takeaway is that, while

indeed the transition rate always diverges for L3/κ25 ∼ N2 large enough, there can in

general exist a range of N where the transition rate is somewhat suppressed compared

with the naive extrapolation to N = 1.

As we elaborate on in more detail in the companion paper [275], the simple holographic

model studied herein leads, for most of the parameter range, to large transition rates,

implying difficult-to-observe gravitational wave signals. It would be interesting to explore

more models in this way, and ideally isolate properties of the gravity dual leading to

observable signals.

In addition to cosmological applications, the framework outlined here might also find

uses in holographic models of nuclear physics at non-zero charge density [287, 288, 289].

Here, one would be concerned with, e.g., the possible first order transition between the

nuclear and chirally restored quark matter phases. If no other scalar condensation would

occur in this transition, the order parameter would simply be the charge density, jumping

from one non-zero value to another. The corresponding source would then be the chemical

potential. However, since chiral symmetry will be restored, a careful implementation of

holographic renormalisation is crucial when identifying the source and the expectation

values of the dual operator, and therefore also in the computation of the effective action.

The chiral transition is particularly interesting in astrophysical contexts. For example,

to address the question if the quark matter phase is realisable in stellar processes, one

needs to know the relevant time scales of the phase conversion process. In addition to

the pressure difference between the phases, a key ingredient setting the time scale is the

surface tension [290], the computation of which we have also discussed here. Indeed, the

surface tension is relevant for bubble nucleation of quark matter in supernovae [291, 292],

neutron star mergers [293, 294, 295], and for a possible quark-hadron mixed phase in the

interior of quiescent neutron stars [296, 297].

Ideally, as with the equation of state, the surface tension should be calculated from



169

the underlying fundamental theory, QCD. The density regimes, where two available per-

turbative approaches, chiral effective theory and perturbative QCD, are valid are far apart

such that at a possible first-order transition at least one of them, very likely both, cannot

be trusted [298].

Previous estimates of the surface tension were either performed in the framework of

chiral models that lack the nuclear matter ingredient or employed two different models

for nuclear and quark matter, which are glued together at the phase transition, treating

the surface tension as a free parameter [299]. We desire a self-consistent framework where

both phases are available at once, (e.g., [288]) and so can determine the surface tension by

following standard computations [284, 285, 123] extended to the context of deconfinement

phase transitions [300, 301]. One of the major goal of our program is to show how the

quantum effective action is obtained using gauge/gravity duality and then predicting the

surface tension and all other quasi-stationary parameters [275] at the deconfinement phase

transition. This goal is achieved by extending our work to non-zero chemical potential.

D Boundary analysis and holographic renormalisation

It is convenient to define the function

k(r) ≡ r2e−χ(r)
[
rh′(r)− 2h(r)− 2rh(r)χ′(r)

]
, (8.67)

since it can be shown using the equations of motion that it is constant, k′(r) = 0. Evalu-

ating this function on the horizon and on the AdS boundary gives the equality

r3He
−χ(rH)h′(rH) = −4h2 +

128

27
φ−φ+ , (8.68)

where we have used the asymptotic solution (8.26). This can be rewritten in terms of the

temperature and entropy density (8.27) as

h2 = −
κ25Ts

2
+

32

27
φ−φ+ . (8.69)

Turning now to the gravity action (8.19), we can use the equations of motion to show

that on-shell it can be written as a total derivative in the radial coordinate:

Sbulk
on−shell−→ 1

κ25

∫
d4x dr

[
−∂r

(
√
g
h(r)

r

)]
= − 1

κ25

∫
d4x

[
√
g
h(r)

r

]r∞
rH

. (8.70)

Here we have integrated from the horizon rH to some cutoff surface at a radius r∞. As

usual the on-shell action diverges as the cutoff is taken to infinity, requiring renormalisation
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through the addition of counter-terms defined on the cutoff surface. In the present case,

these are

SCT =
1

κ25

∫
d4x
√
γ
[
c0 + c1φ(r)n

µ∂µφ(r) + c2φ(r)
2 + c3φ(r)

3
]
, (8.71)

where γ is the determinant of the induced metric γij on the cutoff surface, and the ci’s are

constants to be fixed shortly. Note that the cubic term only gives a finite contribution as

the cutoff is taken to infinity. Terms of even higher order vanish at the boundary and are

therefore not necessary to include. We also include a Gibbons-Hawking term

SGH =
1

κ25

∫
d4x
√
γK , (8.72)

where K is the trace of the extrinsic curvature Kij .

The complete gravity action including boundary terms is then SC = Sbulk+SGH+SCT .

Requiring that SC is finite as r∞ →∞ imposes constraints on the counter-terms:

c0 = −3 and c2 =
2

3
(2c1 − 1) . (8.73)

The finite result for the complete action on-shell can then be written in terms of the

constants of the near-boundary expansion as

SC
on−shell−→ βV3

κ25

(
−h2

2
+

(
28

27
− 4

3
c1

)
φ−φ+ + c3φ

3
−

)
. (8.74)

Here we have also carried out the integration in the Euclidean time direction, giving

a factor of β = 1/T , and the three spatial directions, giving a formally infinite volume

factor which we denote by V3. If we instead vary our action — including the counter-terms

— with respect to the scalar field φ, we find the following:

δφSC =
1

κ25

∫
d4x

{
−4

3
c1φ− δφ+ +

(
4

3
(1− c1)φ+ + 3c3φ

2
−

)
δφ−

}
. (8.75)

This variation should vanish on solutions, but there are several possible ways to make that

happen.

D.1 Standard quantisation

In the standard case, the leading falloff φ− is fixed. With this choice, the dual CFT has

a dimension 8/3 (single trace) operator Ψ. A geometry with boundary condition φ− = 0

is dual to an undeformed state of this CFT, and a geometry obeying φ− = Λ is dual to a

state of the deformed CFT SCFT → SCFT + ΛΨ.
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Fixing φ− means δφ− = 0. To make the variation of the action above vanish on

solutions, we are forced to set c1 = 0. The expectation value of the dual operator is then

given by

κ25
δφSC
δφ−

=
4

3
φ+ + 3c3φ

2
− . (8.76)

Note that the constant c3 of the finite counter-term is still unfixed, and that the expectation

value depends on it. The on-shell action becomes

SC
on−shell−→ βV3

κ25

(
−h2

2
+

28

27
φ−φ+ + c3φ

3
−

)
. (8.77)

D.2 Alternate quantisation

In the mass range (8.16), one can instead choose to fix the sub-leading falloff φ+ — this

is the choice we are mainly interested in, since it also allows for multitrace deformations.

With this choice, the dual CFT has a dimension 4/3 single trace operator Ψ. A geometry

with boundary condition φ+ = 0 is dual to an undeformed state of this CFT, and a

geometry obeying φ+ = Λ is dual to a state of the deformed CFT SCFT → SCFT + ΛΨ.

Fixing φ+ means δφ+ = 0. To make the variation of the action vanish on solutions, we

are then forced to set c1 = 1 and c3 = 0. Then the expectation value of the dual operator

is given by

ψ ≡ κ25
δφSC
δφ+

= −4

3
φ− . (8.78)

The on-shell action becomes

SC
on−shell−→ βV3

κ25

(
−h2

2
− 8

27
φ−φ+

)
. (8.79)

D.3 Double and triple trace deformation

We now consider deforming the alternate quantisation CFT by a double-trace and a triple-

trace deformation. This requires the addition of a new, non-covariant counter-term to the

action. We thus define the full action to be SC = Sbulk + SGH + SCT + SW , with

SW =
1

κ25

∫
d4x
√
g
[
ψW ′(ψ)−W (ψ)

]
, (8.80)

and ψ given by (8.78). As in the previous subsection, we set c1 = 1. The on-shell action

becomes

SC
on−shell−→ βV3

κ25

(
−h2

2
− 8

27
φ−φ+ + c3φ

3
− + ψW ′(ψ)−W (ψ)

)
. (8.81)
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and its variation is

δφSC =
1

κ25

∫
d4x

{
−4

3
φ− δφ+ + 3c3φ

2
−δφ− +

16

9
φ−W

′′(ψ)δφ−

}
=

1

κ25

∫
d4x

{
−4

3
φ−δ

(
φ+ −

9

8
c3φ

2
− +W ′(ψ)

)}
.

(8.82)

We can see that in this setup, the constant c3 simply shifts the cubic term in W , so we

will set c3 = 0 and instead let

W (ψ) =
f

2
ψ2 +

g

3
ψ3 (8.83)

giving

SC
on−shell−→ βV3

κ25

(
−h2

2
− 8

27
φ−φ+ +

8

9
fφ2− −

128

81
gφ3−

)
(8.84)

and

δφSC =
1

κ25

∫
d4x

{
−4

3
φ−δ

(
φ+ −

4

3
fφ− +

16

9
gφ2−

)}
. (8.85)

The variation now vanishes on solutions with the boundary condition

φ+ −
4

3
fφ− +

16

9
gφ2− = J (8.86)

with J a constant. This very general boundary condition allows for a single-, double-, and

triple-trace deformation of the original CFT.

The field theory generating functionalW[J ] is equal to the gravitational on-shell action.

For uniform fields and sources, we define w(J) ≡ κ25W[J ]/(βV3); then we can write

w(J) = −h2(J)
2
− 8

27
φ−(J) J +

40

81
fφ2−(J)−

256

243
gφ3−(J) . (8.87)

Here we have used (8.86), and we emphasize that in this expression, h2 and φ− should

be regarded as functions of J , which we need to solve the full gravitational equations of

motion to determine.

To get an expression for the effective potential, we substitute (8.78), (8.86), and (8.87)

into (8.29), giving

V (ψ) = −w(J) + ψJ =
h2(ψ)

2
+

7

9
φ+(ψ)ψ +

f

2
ψ2 +

g

3
ψ3 . (8.88)

Note that all the non-trivial information contained within the coefficients h2 and φ+,

which as we indicate should now be regarded as functions of ψ = −4
3φ−; these must be

extracted from numerical solutions. Meanwhile, the multi-trace deformations give simple

polynomial contributions. We can furthermore include also the possibility of a single-trace

deformation ΛΨ by shifting J → J − Λ in (8.86) before substituting it into (8.29), giving

V (ψ) =
h2(ψ)

2
+

7

9
φ+(ψ)ψ + Λψ +

f

2
ψ2 +

g

3
ψ3 . (8.89)
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E Exact result for the effective potential at large temperat-

ures

As explained in Sec. 2, the second derivative of the effective action gives the inverse of the

two-point function. In the gravitational bulk, two-point functions can be computed by a

fluctuation analysis. For our particular holographic model, we derived (8.52), which we

reproduce here:

Γ2 = −

3

4

Z
+(0)
φ

Z
−(0)
φ

+W ′′(v)

+
3

4

Z
−(2)
φ Z

+(0)
φ − Z−(0)

φ Z
+(2)
φ(

Z
−(0)
φ

)2 k2 + . . . . (8.90)

Here, the first term of order k0 should equal the second derivative of the effective potential.

In general we can only determine these terms numerically. However, in the limit of

small field values — or equivalently, large temperatures — the background approaches pure

AdS-Schwarzschild, where it is possible to find an analytic solution. In this background,

the two gauge invariant modes in (8.42) decouple, and the equation for Zφ(r) with k = 0

takes the form

Z
(0)′′
φ (z)− 3 + z4

z − z5
Z

(0)′
φ (z) +

32

9

Z
(0)
φ (z)

z2 − z6
= 0 , (8.91)

where we have switched to the radial coordinate z = rH/r. This can be solved in terms

of hypergeometric functions as

Z
(0)
φ (z) = c1z

4/3
2F 1

[
1/3, 1/3, 2/3, z4

]
+ c2z

8/3
2F 1

[
2/3, 2/3, 4/3, z4

]
. (8.92)

Regularity on the horizon z = 1 imposes

c2
c1

= − Γ(2/3)3

Γ(1/3)2 Γ(4/3)
. (8.93)

Expanding the result near the AdS boundary at z = 0, we then find

Z
+(0)
φ

Z
−(0)
φ

= −
π3/2r

4/3
H

18Γ(7/6)3
. (8.94)

Plugging into (8.90) and expressing the result in units of temperature, where for AdS-

Schwarzschild T = rH/π, this provides the coefficient V2 in the small-field (or high-T)

expansion of the effective potential (8.32). The result is

V2 =
9π17/6

Γ(1/6)3
, (8.95)

which is what we quote in (8.34). This also agrees with the analysis in [283].
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F Gauge invariant fluctuation equations

The gauge invariant modes introduced in (8.42) satisfy the two coupled linear second order

differential equations,

Z ′′
φ(r) +AZ ′

φ(r) +BZ ′
H(r) + CZφ(r) +DZH(r) = 0 (8.96)

Z ′′
H(r) + EZ ′

H(r) + FZ ′
φ(r) +GZH(r) +HZφ(r) = 0 , (8.97)

with

A =
1

r
− rP(φ)

3h(r)
(8.98)

B =
e2χ(r)r (3P ′(φ) + 2rP(φ)φ′(r))

h(r)θ(r)
(8.99)

C =− 4r2φ′(r)2P(φ)
θ(r)

− 6rφ′(r)P ′(φ)

θ(r)
− k2

r2h(r)
− rφ′(r)P ′(φ) + 3r2P ′′(φ)

3h(r)
(8.100)

D =
r2e2χ(r) (3P ′(φ) + 2rP(φ)φ′(r))

(
P(φ)− h(r)φ′(r)2

)
6h(r)2 θ(r)

(8.101)

E =
rP(φ)

3

(
36

θ(r)
− 1

h(r)

)
− 2

3
rφ′(r)2 +

5

r
(8.102)

F = 0 (8.103)

G =− 9k2 + r4P(φ)φ′(r)2

9r2h(r)
+

12P(φ)
θ(r)

+
4

r2
+
r2φ′(r)4

9
− 4

3
φ′(r)2 (8.104)

H =
e−2χ(r)

9h(r)θ(r)
(θ(r)− 18h(r))

(
12rh(r)P(φ)φ′(r) + θ(r)P ′(φ)

)
, (8.105)

and where we defined

θ(r) ≡ h(r)
(
r2φ′(r)2 + 6

)
− r2P(φ) . (8.106)
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Chapter 9

Paper III: Gravitational Waves at

Strong Coupling from an Effective

Action

Abstract

Using a holographic derivation of a quantum effective action for a scalar operator at

strong coupling, we compute quasi-equilibrium parameters relevant for the gravitational

wave signal from a first order phase transition in a simple dual model. We discuss how the

parameters of the phase transition vary with the effective number of degrees of freedom

of the dual field theory. Our model can produce an observable signal at LISA if the

critical temperature is around a TeV, in a parameter region where the field theory has an

approximate conformal symmetry.
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1 Introduction

A first order phase transition in the early Universe [284, 187, 233, 123] would generate

gravitational waves (GWs) [230, 104]. If the critical temperature of the transition were

around the electroweak scale 0.1 – 1 TeV, the GWs would be potentially observable at

future space-based detectors, such as the Laser Interferometer Space Antenna (LISA) [302,

2], while a critical temperature around the scale of confinement of the strong interaction

(100 MeV) is of interest for pulsar timing arrays. Recent reports of a possible signal at

NANOgrav [303], which if confirmed would likely be from merging supermassive black

holes [304], have also prompted an examination of phase transitions as a source [305].

In the Standard Model it is well established that both the confinement and electroweak

transitions are crossovers [1, 10, 306, 307]. However, the Standard Model is incomplete: for

example, it does not account for the dark matter in the Universe or the baryon asymmetry

(see e.g. [308] for a pedagogical review). Numerous extensions have been put forward to

solve these and other problems, which would also induce a first order electroweak transition

(see e.g. [309, 2] for reviews). Hence a search for GWs from the early Universe is also a

search for physics beyond the Standard Model.

A first order phase transition in the early Universe would proceed through the nuc-

leation, expansion and merger of bubbles of the stable phase [310, 233, 311, 107], (see

[312, 188] for pedagogical reviews). The consequent disturbances in the cosmic fluid would

produce GWs [230, 104]. Much progress has been made recently towards an accurate un-

derstanding of the process [2], with the aim of enabling LISA to probe the physics of an

era that is difficult to explore otherwise.

However, if the phase transition occurs at strong coupling, we are confronted by the

difficulty of computing thermodynamic and transport properties. In this letter, we present

a consistent strong-coupling framework for the calculation of the quasi-equilibrium prop-

erties most relevant for GW production, and illustrate its use with a simple model.

The GW signal from a first order phase transition depends on four main parameters:

the nucleation temperature Tn, the transition rate β, the dimensionless transition strength

parameter α, and the wall (phase boundary) speed vw. The speed of sound also affects the

signal [313, 314]. The critical temperature of the phase transition Tc sets the scale. These

parameters control the conversion of energy into fluid motion and are directly connected to

the detailed shape of the GW power spectrum [114, 315], through which they are accessible

at LISA [316]. Hence their calculation is of utmost importance to the drive to use GW

detectors to probe high energy physics.



177

At weak coupling perturbative methods can give good results for the quasi-equilibrium

parameters Tn, β, and α (for recent discussion of the calculations and their uncertainties see

[317, 318, 273]). In general, vw is a fully non-equilibrium quantity that has been computed

only in various approximations [234, 125, 319, 320, 235, 321, 322, 323]. If, however, the

extension to the Standard Model is a strongly coupled field theory the parameters are

much more difficult to calculate. Historically, lattice methods have been used for the

strictly equilibrium quantities in specific theories, the critical temperature and the latent

heat: for example, it is known that SU(N) Yang-Mills theory, where N is the number of

colours or independent charges, has a first order confinement transition for N ≥ 3 (see

e.g. [324]). GW production in such theories has been studied in [325, 266]. The functional

renormalisation group has recently been used for GW production in a scalar field theory

at strong coupling [326].

In recent years, holography has proved a powerful tool to rework the problem, equating

field theories with string theories in a larger number of dimensions [133, 156]. Quantities

in a field theory with a large number of degrees of freedom at strong coupling are comput-

able from classical solutions in the string theory, which are essentially solutions to Einstein

equations with various fields as sources of energy-momentum. Using holography, thermo-

dynamic properties of phase transitions have been studied in so-called “bottom-up” models

(where the source fields are not formally derived from a string theory) [327, 247, 229], and

GWs have been considered in the context of neutron star mergers [328, 329, 288] and phase

transitions in the early Universe [3]. Recently there has also been progress in finding the

wall speed [270, 271, 272].

In this letter, we outline a new method for calculating the quasi-equilibrium parameters

α, β, and Tn/Tc. The method uses a quantum effective action, which we show that it can

be derived using holography, giving full details in [330]. With it we construct bubble

solutions taking the system to the stable phase directly in the field theory, avoiding the

need to solve partial differentials in the gravity dual. The computed quantities are then

used to determine the corresponding signals using current models of GW production [2].

The scaling of the results with N in the putative gauge theory is discussed and scans for all

quantities are shown for N = 8, where the holographic assumption of large N should still

be valid. Here we define N from L3/κ25 = N2, where κ25 is the 5D gravitational constant

and L the radius of curvature.

We find that the large N restriction generically pushes β/Hn (where Hn is the nucle-

ation Hubble rate) to high values; 103 − 108 in this particular model for N = 8, with the
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vast majority of values above 105. This restricts a detectable GW signal to a corner of

parameter space where the minima in the effective potential are far apart and breaking

of conformal invariance in the trivial vacuum is 1/N suppressed. In this region, a phase

transition with critical temperature around 1 TeV would be observable, which is around

the scale where one would expect physics beyond the Standard Model to appear.

2 Effective action from holography

We start with a free scalar field φ in five dimensions with action

Sbulk =
1

2κ25

∫
d5x
√
g

(
R+

12

L2
− (∂φ)2 −m2φ2

)
(9.1)

where R is the Ricci scalar and m the mass parameter. We will set L = 1 hereafter. We

are interested in homogeneous, isotropic solutions that are asymptotically AdS5 with a

black brane in the interior; a suitable ansatz is

ds2 = −e−2χ(r)h(r)dt2 +
dr2

h(r)
+ r2d~x2 , φ = φ(r) . (9.2)

Such a black brane solution is dual to a field theory state with temperature T = e−χ(rH)h′(rH)/4π

and entropy density s = 2πr3H/κ
2
5, both evaluated at the horizon radius rH of the black

brane, where h(rH) = 0. Fixing T , one finds a one-parameter family of solutions.

At the boundary r → ∞, the scalar field falls off as φ ∼ φ−/r
∆− + φ+/r

∆+ , where

∆± = 2 ±
√
4 +m2. The one-parameter family of solutions determines φ+ as a function

of φ−; this can be related to the generating functional of a conformal field theory (CFT)

in Minkowski space, defined on the boundary r →∞.

We will use here “alternative quantisation” in which φ+ determines the source of a field

operator Ψ of the CFT, and φ− is related to the expectation value 〈Ψ〉 [331]. Choosing

this quantisation allows us to deform the CFT by the operators Ψ, Ψ2, and Ψ3, with

couplings Λ, f , and g, respectively. The deformations, which are implemented through

the choice of boundary conditions at r → ∞ [282], result in a theory with first order

thermal phase transitions for suitable parameters. We take the cubic term to be exactly

marginal (scaling dimension 4) which amounts to choosing m2 = −32/9 in (9.1). Thus

the scaling dimensions for Λ and f are 8/3 and 4/3, respectively.

We therefore have three scales T , Λ, and f which are assembled into two dimensionless

ratios, chosen to be Λf = Λ/f2 and T̃ = T/(|Λ|3/8 + |f |3/4). The overall scale is a free

parameter at this simplified level.
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The boundary field theory effective action at T is defined as a functional of field

expectation value ψ through

ΓT [ψ] =WT [J ]−N2

∫
d4xψJ , (9.3)

with WT [J ] being the generating functional in the presence of a source J , and the factor

of N2 appearing due to the definition ψ = W ′
T [J ]/N

2. For static configurations, the first

two terms in the derivative expansion are

ΓT [ψ] = −N2

∫
d4x

(
VT (ψ) +

1

2
ZT (ψ)(∇ψ)2

)
, (9.4)

where VT (ψ) is the effective potential. By using the holographic equivalence of the renor-

malised on-shell gravitational action with the generating functional [277, 283, 280], and

assuming homogeneous solutions, one can find the effective potential [330], giving

VT (ψ) =
h2(ψ, T )

2
+

7

9
ψ φ+(ψ, T ) + Λψ +

f

2
ψ2 +

g

3
ψ3 . (9.5)

Here h2 comes from the boundary fall-off of the metric function h ∼ r2+4φ2−/9r
2/3+h2/r

2,

and ψ = −4
3φ−.

To extract the coefficient of the kinetic term ZT (ψ) we note that the full quadratic part

of ΓT [ψ] equals the inverse of the two-point function of Ψ. In momentum space, ZT (ψ) is

then given by the coefficient of the k2 term in a low-momentum expansion of the inverse

of the two-point function. On the holographic side this can be computed by a standard

fluctuation analysis [332]. For our solutions, the k4 term is negligible [330], validating the

derivative expansion.

Fixing the theory means fixing Λf and g; here we restrict to the region −∞ < Λf ≤ 0

and 0 ≤ g < γ3 ≈ 0.278 (g > γ3 renders the potential unbounded from below). In a large

part of this, shown in colour in the figures below, the theory displays a first order thermal

phase transition.

3 Gravitational wave parameters

We can use the flat-space field theory we have constructed to study phase transitions in

the early Universe, as relaxation rates at temperature T are expected to be much faster

than the Hubble rate H(T ). The phase transition proceeds through localised fluctuations

of ψ into the stable phase, just large enough so that the pressure difference overcomes the

surface tension. The most probable fluctuation, the critical bubble, is in the form of a

bubble with a spatial O(3) symmetry, invariant in the periodic imaginary time coordinate
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Figure 9.1: Scans of the nucleation temperature Tn/Tc (left) and the transition rate β/Hn

at Tn (right).

[123]. The rate per unit volume of bubble nucleation p(t) increases rapidly from zero

below Tn, a change quantified by the transition rate parameter β = −d log(p)/dt. To a

good approximation it can be written p(t) = p0 exp(−Γb(T )), where Γb is the Euclidean

action for the critical bubble, whose time dependence is a consequence of the non-zero

cooling rate in the expanding Universe. The transition rate parameter is evaluated at Tn,

the peak of the globally-averaged bubble nucleation rate per unit volume. Hence, given

that the temperature decreases as dT/dt = −H(T )T ,

β/Hn = T
d

dT
Γb(T )

∣∣∣
Tn
. (9.6)

To find the critical bubble, we extremise the O(3)-symmetric action

ΓO(3) =
4πN2

T

∫
dρ ρ2

(
1

2
ZT (ψ)

(
ψ′)2 + VT (ψ)

)
, (9.7)

looking for solutions representing a bubble of stable phase surrounded by metastable phase.

We solve numerically the resulting Euler-Lagrange equation with boundary conditions

ψ(∞) = 0 = ψ′(0), where the field is defined to vanish at the metastable minimum,

and ψ(0) is the shooting parameter. The asymptotic boundary condition is imposed at a

suitably large finite radius, which we take to be 20(|Λ|3/8 + |f |3/4).

The phase transition can be thought to start when the nucleation rate per unit volume

reaches one bubble per Hubble volume per Hubble time, that is, p = H4. The nucleation

temperature is reached shortly after, so an approximation to Tn can be found through

Γb(Tn) ∼ 4 log (MP/Tc). Hence, for Tc ≈ 100 GeV, bubble nucleation occurs when the

action drops to about 150 [311].

To understand how the results depend on N , note that the bubble action Γb is generally

a monotonic function of temperature below Tc. The action diverges quadratically [311]

at Tc and goes to zero at some lower temperature T0 where the effective potential barrier
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Figure 9.2: Scan of the transition strength α (left) and pressure change over energy density

at Tn (right).

between the vacua vanishes. As the pre-factor of the action scales as N2, sufficiently large

N will push Tn down towards T0. We call this the large supercooling case. We assume

that the temperature dependence near T0 is a power law Γb ∼ N2(T − T0)x with x > 0,

the form followed by theories with a canonical kinetic term and a quartic potential, where

x = 3/2 [311]. Fitting a similar power law to our data, we find a value of x ≈ 1.4 − 1.5.

Eq. (9.6) and the definition of Tn then quickly lead to β/Hn ∼ N2/x. Thus, for large N ,

β/Hn increases with N .

In practice, we are interested in finite but large N . Then, it is possible that instead

Tn ≈ Tc. In this small supercooling case, one can approximate the solution as a so-called

“thin wall” bubble, consisting of a large ball of the stable phase surrounded by a spherical

phase boundary, thin compared with its radius. In this case Γb ∼ N2(Tc − T )−2,1 which

leads to β/Hn ∼ N−1, decreasing with N . Thus there can exist models with an “optimal”

value of N which minimises β/Hn while still being large enough for the large-N limit to

give accurate results at leading order. In fact, for certain parameter values this is the case

for our holographic model; however, despite this the β/Hn values remain large. The full

range of β/Hn for our parameter space is displayed in Fig. 9.1 on the right, along with

the ratio Tn/Tc in the left plot. The small supercooling limit Tn ≈ Tc is approached at the

left-most boundary for both plots.

The energy available for conversion into fluid motion is quantified by the transition

strength α, which depends on the enthalpy density w = Ts and the pressure P in the

two phases. Writing θ = w/4 − P , the transition strength parameter is then defined as

1Note that our considerations imply that the surface tension of the phase boundary is proportional to

N2, consistent with lattice results in SU(N) gauge theories [286, 333, 324]. However, lattice results also

permit models with a different N -dependence [266, 267].
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[334, 315]

α =
4

3

θh(T )− θl(T )
wh(T )

∣∣∣∣
Tn

, (9.8)

where subscripts h and l denote the phases stable at high and low temperatures, respect-

ively.

The enthalpy density can be found from the solution to the gravity dual, κ25Ts =

−2h2− 16
9 φ+ψ, and the pressure is available from VT evaluated at its minima. The values

for α are shown in the left plot of Fig. 9.2.

The N dependence of α in cases of small and large supercooling follows from linear

expansion of α near a reference temperature T∗, α(Tn) = α(T∗) + α′(T∗)(Tn − T∗), where

T∗ is either Tc or T0. The values α(T∗), being ratios, are independent of N . However, the

next term grows with N in the small supercooling case, and decreases as N−2/x in the

large supercooling case.

We do not yet have a simple way to calculate the bubble wall velocity vw. To estimate

the wall speed, we adapt a result from [270, 271, 272] that at small velocities, vw is

proportional to the pressure difference divided by the high-T phase energy density at Tn.

To extrapolate to larger velocities, we assume

uw = γwvw = C
Pl − Ph
εh

∣∣∣∣
Tn

, (9.9)

where C is an O(1) constant and γw is the Lorentz factor. The pressure difference divided

by the energy density is shown in the right plot of Fig. 9.2; to estimate the wall speed we

set C = 1. It is not important to get a precise value for uw at high γw, as the hydrodynamic

solution for the flow set up by the expanding bubble, and hence the GW signal, depends

only on vw. The same argument for N scaling can be made for uw as can be made for α.

Finally, collating the information gained on α, β/Hn, Tn, and vw we calculate the

maximum of the GW power spectrum Ωgw,0, and the frequency at which it occurs in units

of Tc. We use the standard LISA Cosmology Working Group model [2], improved with a

numerical kinetic energy suppression factor [335], as described in [3]. We take c2s = 1/3,

as in the region where there is strong supercooling (and a detectable signal) the sound

speed is close to the conformal value. We plot max(Ωgw,0) as a function of our parameters

in Fig. 9.3.

The maximum of the spectrum, which is independent of the temperature of the phase

transitions, takes a broad range of values between 10−34 and 10−10). A value above about

10−13 would be observable at LISA, if the peak frequency was in the range of highest

sensitivity 10−2 − 10−3 Hz. We find that Tc would need to be in the range 0.3 to 1.8
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TeV for a signal to be detected. This puts the critical temperature in a range relevant for

models of strong dynamics leading to electroweak symmetry breaking, such as composite

Higgs models (see e.g. [80] for a review).
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Figure 9.3: Maximum GW power spectrum, combining Fig. 9.1 and 9.2 data, using the

model of [2] and [3].

4 Discussion

In this letter we outlined the construction of the effective action for a holographic strongly

coupled field theory, and used it to compute the equilibrium and quasi-equilibrium quant-

ities relevant for GW production in a first order phase transition in the early Universe.

Details of the construction of this action are presented in [330]. The effective action de-

scribes a scalar field at non-zero temperature, computed in a derivative expansion. That

such an action is needed to describe a phase transition has already been argued [336, 276];

it is also known that hydrodynamics alone is insufficient to describe the bubble’s evolution

after nucleation [270].

We illustrated the effective action method with a simple holographic 5D theory with

a massive free scalar, which in alternative quantisation is dual to a 4D CFT that can be

deformed by simple relevant or marginal operators. The theory has first order transitions

over a wide region of dimensionless coupling ratio space.

Using an estimate for the phase boundary speed motivated by numerical simulations

of a similar system [270], we computed the GW power according to current state of the art

[2, 315, 3]. While the transition is supercooled and strong over a large parameter region,

in the sense that a large fraction of the available potential energy is converted into kinetic

energy of the fluid, the transition is also generally rapid, completing in less than 10−3 of
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the Hubble time, which reduces the signal strength. In our parameterisation of the model

only a relatively small region would be observable at LISA, if the critical temperature

is around 1 TeV. The favoured region has relatively small coupling Λ ≈ 0 and a cubic

coupling g close to the boundedness limit.

In the parameter range leading to an observable signal, the phenomenology of the holo-

graphic model conforms quite well with the nearly-conformal dynamics described in [337],

including large supercooling followed by a strong transition and a peaked frequency in

the millihertz range with a critical temperature of the order of TeV. The nearly-conformal

physics can be understood from the fact that when Λ = 0, the breaking of conformal

invariance by the coupling f in the trivial vacuum ψ = 0 is suppressed in the large-N

limit. In addition, the large-N limit favours supercooling; since the height of the potential

barrier increases with N , the transition is delayed at the metastable trivial vacuum until

it is on the verge of becoming unstable.

The model is a very simplified one, intended to demonstrate the effective action method

for computing GWs from phase transitions in strongly coupled field theories. The observa-

tion that TeV-scale phase transitions lead to observable signals motivates the exploration

of more realistic models. The method also gives general predictions for the behaviour of

the parameters with N .

The method does not yet allow us to compute vw. It would be very interesting to look

for terms in the effective action coupling the scalar to the fluid, similar to those known to

appear in weakly-coupled theories [338, 234, 339].
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Chapter 10

Conclusion

We may summarise the result of this thesis as follows: holography has proved very suc-

cessful in its use as a tool to explore phase transitions beyond the perturbative regime.

Many complex ideas have had to be brought together to fully understand the role it can

play in illuminating strongly-coupled field theories and their possibilities for gravitational

wave detection, however it has triumphed where myriad other approaches have failed. We

shall now summarise the main points of each chapter.

In chapter 2 the role of general relativity as a base mechanism for exploring curved

spacetimes was described, as well as how this was used in the past to derive important

properties of the Universe and its expansion. This “Hubble cosmology” was necessary to

see how the effects on an expanding Universe would be displayed in gravitational wave

signals which have travelled vast distances and are no longer blind to this process. In this

beginning commentary the consequence of singularities in general relativity in the form of

black holes were noted, with some crucial properties elucidated such as how temperature

and entropy were first applied to these unusual objects. These later played a large role in

linking either side of the AdS/CFT correspondence at finite temperature.

Moving on, in chapter 3 another foundation of modern physics was highlighted with

the description of the Standard Model. The symmetries that form its basis (which are

SU(3)c×SU(2)L×U(1)Y) were shown to source group algebras with generators which medi-

ated the different fundamental forces known, except gravity. The particles of the Standard

Model were demonstrated to be massless due to no inherent terms quadratic in the fields,

however with the inclusion of the Higgs boson it was illustrated how spontaneous symmetry

breaking could provide the mechanism for mass terms to appear. The idea of unification

of forces were shown to put into context how SSB could be part of how symmetries were

restored at earlier, hotter times, and therefore from the need to understand field theories
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with non-zero temperature the basics of finite-temperature field theories were reviewed.

To calculate how this finite temperature would affect the theory, the notion of effective

actions and potentials were detailed. Quantum effects already have an effect upon the tree-

level Higgs potential, and it is shown that this is in the form of the Coleman-Weinberg

potential. Promoting the treatment to one-loop thermal calculations, the CW potential

is found as well as temperature dependent terms, which cause a phase transition as the

system drops below a critical point in temperature-space. The Standard Model phase

transition type is then discussed, and despite being a relatively uninteresting crossover

for conventional systems, very plausible motivations are found for considering that it will

instead be first-order. Finally, the dynamics of a first-order electroweak phase transition

are evaluated.

In the next chapter, chapter 4, a derivation of gravitational waves as perturbations of a

flat background metric of general relativity was presented. A very convenient set of gauge

choices were described which simplified the situation greatly named the transverse-traceless

gauge, and how this is projected out is defined. Extending this to curved backgrounds,

a non-linear version of the previous discussion was used to show how there is actually

an energy-momentum tensor associated with the gravitational waves and that this curves

spacetime. This tensor forms the basis of calculating gravitational wave signals and so

lead nicely into describing all components that characterise the spectrum, which turn out

to be just five main parameters. The quantity which determines whether a detector will

be able to discern a signal (signal-to-noise ratio) is briefly touched upon as well as which

missions are to be considered. Lastly, the five main parameters are described in detail to

understand their calculation.

The concluding background knowledge is then presented in chapters 5 and 6, which

are a treatise on string theory and its application of the AdS/CFT correspondence. To

understand this correspondence the properties of conformal field theories were noted such

as which transformations are respected, and how this is expressed for renormalisation in

quantum field theories through the RG flow was discovered. Anti-de Sitter spacetimes

were next explored through how their geometry is expressed as a maximally symmetric

manifold, as well as some notes on the meaning of taking slices of this space. As su-

persymmetry played a large role in the formation of string theory, the base aspects of

supersymmetric transformations as well as the algebra were listed before moving on to

the main theme of the chapter. The history and incentive for the formulation of string

theory was then detailed, with the bosonic theory and its Virasoro algebra expounded.
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The critical dimension and then shortcomings of this string type were set out. Superstring

theory was then introduced with its ability to include fermions into the spectrum as well,

now with the super-Virasoro algebra of the NS and R sectors augmenting the previous

algebra. Other shortcomings of bosonic theory such as tachyonic states were shown to

be removed with the GSO projection, and the introduction of this with different parities

demonstrated there were multiple types of string theory. After this the other types were

briefly presented as well as a discussion about how all were actually related by dualities.

The idea of a web of dualities was put forth, which led to holography through an s-duality.

It was shown that stacks of d-branes allowed for gauge theories, leading to a description

in both a field theory and stringy gravitational sense. A specific case of N = 4 SYM

theory being dual to these coincident branes was put forth to demonstrate the duality,

as well as its limits of applicability. The holographic dictionary was built from relating

quantities on both sides allowing the correspondence to be seen clearly. The subject of

how to renormalise this type of theory was then covered just as is necessary for a regular

QFT, and finally finite temperature was considered again so as to relate the duality to the

thermodynamic parameters necessary for gravitational wave production.

With all of the background information necessary to understand the research produced

during the doctorate, after this point the thesis turned to my published research. The

first paper presented in chapter 7 studied a holographic model of a scalar field coupled to

gravity in an attempt to emulate a scalar in the early Universe, with the potential derived

from a superpotential for simpler differential equations. The potential was specifically

chosen with multiple variable parameters so as to allow a first-order transition in some

region of its parameter space generating gravitational waves. Using the knowledge of

the holographic principle, we wanted to calculate thermodynamics from this system by

considering a black hole at the horizon and through the Bekenstein-Hawking relations

describe this with a temperature and entropy. To do this however we needed to solve

a set of complicated differential equations, which we performed through the use of the

master function technique and numerical solvers. From this technique the free energy and

energy density were easily calculated in terms of just the field and master function, and

these thermodynamic parameters led immediately to the transition strength and sound

speed necessary for calculating GW signals, as well as a few other interesting quantities.

The ability to turn the dials in the superpotential also allowed for a large scan over

parameter space in the theory to determine generic features, which was performed for all

important quantities. It was found that the strength was generally strong i.e. at the
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critical temperature (where the strength would be lowest) the values found are mostly

in the intermediate to strong region as per the definitions of section 4.3.1, and as the

temperature lowers these values increase dramatically. These were finally combined with

the analysis of GW spectra to perform scans over GW signals, and it was determined that

it would be quite plausible to detect gravitational waves from this model providing the

transition rate fell in the correct range, which was left as a free parameter. An interesting

correlation also seemed to suggest that the stiffness (related to sound speed) and transition

strength were strongly correlated.

The next paper in chapter 8 expanded on the ideas in the last paper by attempting to

find a way to calculate the transition rate holographically. The transition rate required full

calculation of the effective action and potential of a model, which was not fully understood

in a holographic setting. To calculate these effective quantities we turned to the duality,

where we could relate operators to scalar fields. We chose to “alternately quantise”,

meaning the usual definitions for source and operator from the boundary field terms are

reversed. This allowed for deformations on the field theory side by multi-trace operators,

which imposed conditions on the boundary of the scalar field. For holography a special

property is realised in which the large-N limit allows multi-trace deformations to act

just as simple polynomial contributions to the effective potential. Building from this we

described a simple holographic model with up to triple-trace deformations; this allowed for

a certainty of a first-order phase transition. Proper holographic renormalisation allowed

for well-defined effective potentials to be constructed, and from these once again a relation

between the model and thermodynamic quantities was found for multiple combinations of

deformations. These are formed into a full parameter space with a phase diagram showing

the locations of various types of phase transition, and a few bubble solutions are calculated

to demonstrate the technique’s abilities. Due to the N2 dependence of the holographic

action changing the N -value will have a noticeable effect, and so general arguments were

made about how this will affect most of the important quantities for gravitational waves.

Finally to show a concrete test of the accuracy we used bubble solutions to calculate the

domain wall solutions and from that the surface tension. This was compared to the “tanh”

profile and found to fit remarkably well in the limit where we expected congruence, differing

by less than 0.1% in these cases. A scan was made of the surface tension for reference.

In the last chapter, chapter 9, we produced a culmination of the results of the first

two papers and utilised their techniques to be able to build up a picture of possible

gravitational wave signals. The same holographic model as in 8 was used, and from this
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full brane black solutions were constructed numerically. This allowed calculation of the

effective action which required the effective potential as well as the non-canonical kinetic

term Z(φ). Action profiles were found for each point in the parameter space, and from

this the nucleation temperature could be deduced. After Tn was found it was possible

to determine the nucleation rate β/Hn, something not computed holographically without

numerous approximations before. Full parameter space scans were produced for both of

these. The method used in 7 was then employed to calculate both the transition strength

and sound speed. A parameter scan is again performed for the strength but not the sound

speed, and the N -dependence for this quantity is explored. For completeness we wished

to also have some arguments for the value of the wall speed as it is the last parameter

needed to be computed. We adapted the results from refs. [270, 271, 272] which were

small velocity arguments to produce a parameter scan for a quantity related to the wall

speed, and found that this quantity also seems closely related to the transition speed in

agreement with the result found in paper 1. Lastly these scans were fully combined with

the spectrum analysis in paper 1 to produce a full scan of the maximum gravitational

wave power spectrum. It was found that the detection of gravitational waves would be

possible, but only for a small (but technically infinite) region of the parameter space where

the model tends towards roughly conformal dynamics.

Overall, we can see that the research produced during this project has provided a sig-

nificant leap forward in the understanding of how to consider gravitational wave models

holographically. A brand new technique has been devised to allow for the computation

of effective field theory quantities through the much lesser used alternate quantisation,

which opens up a whole new arena in much more than just gravitational wave analysis.

Computing all but one of the necessary parameters for the GW spectrum and demonstrat-

ing that these sorts of models can actually produce detectable signals is a great boon for

motivating further holographic explorations. This however leads us to the shortcomings

of the analysis. We have as of yet not been able to determine how to move past near

equilibrium quantities in a significant manner. As the wall speed is of this class and has

a huge effect on the production of signals, this is crucial knowledge if we wish to say with

certainty whether we would find signals or not. Even more than this, all models that we

have considered have just been “toy” models, only fit for proof of concept rather than

for use as actual justification for searching for signals in detectors like LISA. Much more

in-depth work is necessary for any sort of near-reality theory, especially in the realm of

moving closer towards either finding these sort of results from a fully-derived string theory
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or from a fully Standard Model like field theory. Although there is a large amount to do,

this thesis with its related published work has hopefully shown that these avenues are very

promising and well worth more time and effort to explore them more comprehensively.
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Chapter 11

Extra Appendices

G Conventions, Notations, and Formulae

Here we will give a brief, bullet pointed list of the basic but important notations and

formulae we use in this work.

• 4D metric tensor in flat space:

gµν = ηµν = diag(−,+,+,+) (11.1)

• 4D metric tensor in flat Euclidean space, “Minkowski metric”:

gµν = δµν = diag(+,+,+,+) (11.2)

• Einstein summation convention will always be used when possible for repeated in-

dices, so that generally for a quantity xi with n components

xixi =
n∑
i=1

xixi = x1x1 + x2x2 + . . .+ xnxn . (11.3)

• The use of natural units is employed throughout the thesis, meaning that

c = ~ = G = kB = 1 , (11.4)

except where they are necessary for understanding and are reinserted. This will hap-

pen most commonly for the gravitational constant. In this unit style quantities will

most frequently be described in units of the meaningful parameter, the electronvolt

(eV) or this unit with prefixes (meV, MeV, GeV, etc.)
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H Poincaré Symmetry and Algebra

The Poincaré group is the group related to Minkowskian spacetime, and its symmetry

is the symmetry describing special relativity. It is the group which leaves the metric

invariant under translations, rotations, and boosts, and therefore it contains the Lorentz

group (which contains the rotations and boosts) as a subgroup. The generators of the two

are Pµ for the translations and Mµν for the Lorentz transformations, and therefore the

Poincaré algebra is found through the commutation relations as:

[Pµ, P ν ] = 0 ,

[Mµν , P ρ] = i(gνρPµ − gµρP ν) ,

[Mµν ,Mρσ] = i(gµσMµρ + gνρMµσ − gµρMνσ − gνσMµρ)

(11.5)

I Dirac Algebra in various dimensions

The Dirac algebra, first derived for the use of explaining spin-12 particles [340], has uses in

many forms throughout this work in various dimensions. In four dimensions it is described

by the gamma/Dirac matrices γµ, µ = 0, 1, 2, 3 which generate a Clifford algebra Cl1,3.

This is due to their anticommuting property

{γµ, γν} = γµγν + γνγµ = −2ηµνI4 , (11.6)

where we have used the convention for ηµν defined in appendix G. In the Dirac represent-

ation these matrices appear as (when formed through the Pauli matrices)

γ0 =

 I 0

0 −I

 , γk =

 0 σk

−σk 0

 . (11.7)

which when written out fully are

γ0 =


1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1

 , γ1 =


0 0 0 1

0 0 1 0

0 −1 0 0

−1 0 0 0

 ,

γ2 =


0 0 0 −i

0 0 i 0

0 i 0 0

−i 0 0 0

 , γ3 =


0 0 1 0

0 0 0 −1

−1 0 0 0

0 1 0 0

 .

(11.8)
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From these, a fifth gamma matrix which will be useful in various situations can be gener-

ated through

γ5 ≡ iγ0γ1γ2γ3 , (11.9)

which satisfies the conditions

(γ5)2 = 1 , (γ5)† = γ5 , and {γ5, γµ} = 0 . (11.10)

Different dimensional versions can be found by generalising this, two more of which we

will require are the two-dimensional and ten-dimensional analogues. In two dimensions

the Dirac matrices with matrix multiplication forms a Clifford algebra Cl1,1 with matrices

satisfying

{ρα, ρβ} = 2ηαβI2 . (11.11)

For these we pick a basis which gives the form of the Dirac matrices as

ρ0 =

 0 −1

1 0

 and ρ1 =

 0 1

1 0

 . (11.12)

Finally the ten dimensional version forms a Clifford algebra Cl1,9 through the gamma

matrices Γµ, µ = 0, . . . , 9. These matrices satisfy

{Γµ,Γν} = −2ηµνI10 , (11.13)

however we will not write out their full forms (see for instance [341] for more information

on the construction of gamma matrices). A quantity can be formed in likeness to the

matrix γ5 in the four-dimensional case as a ten-dimensional analogue through

Γ11 ≡ Γ0Γ1Γ2Γ3Γ4Γ5Γ6Γ7Γ8Γ9Γ10 . (11.14)

This satisfies the properties

(Γ11)2 = 1 and {Γ11,Γµ} = 0 , (11.15)

similarly to eq. 11.10.

J Grassmann Algebra

The Grassmann algebra is the set of objects G that are generated by a basis {θi}, i = 1 . . . n,

the elements of which we call the Grassmann numbers. The most basic property of these
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Grassmann numbers is that they anticommute i.e. {θi, θj} = θiθj + θjθi = 0 and so are

useful in their ability to describe fermionic fields. Other basic properties are:

• The Grassmann numbers add commutatively θi + θj = θj + θi

• They are able to be multiplied by complex numbers s.t. aθ ∈ G for a ∈ C, θ ∈ G

• ∃ a null (zero) element 0 s.t. θi + 0 = θi

• As θ2 = 0 (from sending θj → θi in anticommuting definition) the most general

element of the algebra that can be written for a single field is g = a+ bθ for a, b ∈ C

and similarly the most general element of the algebra that can be written for two

fields is g = a+ bθ1 + cθ2 + fθ1θ2 for a, b, c, f ∈ C.

J.1 Integration and Differentiation

As useful numbers in quantum field theories we must grasp how this algebra acts un-

der integration and differentiation, which is greatly different than usual. The rule for

differentiating the general element of a single field is

d

dθ
g =

d

dθ
(a+ bθ) = b , (11.16)

which is similar to usual, however the rule for integration is∫
dθg =

∫
dθ(a+ bθ) = b , (11.17)

showing that integration acts identically to differentiation, d
dθ ≡

∫
dθ.

These definitions extend to allowing infinite Grassmann numbers as will be necessary

for fields, and so ∫
dθ1dθ2 . . . dθn−1dθn ≡

d

dθ1

d

dθ2
. . .

d

dθn−1

d

dθn
. (11.18)
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