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Summary

Quantum computing and networking is a rapidly evolving area of research. Quantum
computing has many potential uses ranging from material science to biology as well as
developing new forms of intelligent AI. Quantum networking meanwhile, is needed to link
these future processors together. Furthermore, it is the next big step in terms of digital
security, with the very real possibility that current encryption methods are close to being
broken, quantum networking allows us to develop protocols that are resistant to the flaws
to classical techniques. A promising candidate for quantum networking platform is the
trapped ion. Quantum states are easily manipulated and stored in the electronic states
of ions, meanwhile, coupling the ion to an optical cavity allows us to map these states
onto photons and transfer this information over great distances. In this thesis a brief
overview of the ion trap and associated systems, such as frequency references and laser
stabilisation techniques are described. The general theory for a Calcium ion coupled to a
bimodal cavity is also presented. Furthermore, the necessary theoretical descriptions to
understand experimental results is also given.Two experiments are performed, the first of
which aims to drastically improve the indistinguishability of generated single photons by
implementing a novel scheme that reduces the detrimental effects of spontaneous emission,
this result directly links to the fidelity of performed operations. The second experiment
demonstrates the systems use as a source of time-bin encoded photons, and compares the
new scheme introduced in experiment one against a typically implemented one, to show
this technique is only plausible with trapped ions using our novel scheme. These two ex-
periments represent significant progress towards building a quantum network with trapped
ions and are pre-requisites for future experiments involving entanglement of photons and
ions, as well as ion-ion entanglement between remote traps.
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4.4 Diagram of incident modes â† and b̂† on a 50:50 beamsplitter, with output
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Chapter 1

Introduction

The emergence of quantum mechanics over the last century has had a profound impact

on many and very different disciplines, and is one of the most significant developments in

modern scientific history. Areas of study that were once thought of as purely classical have

been redefined with many new discoveries, such as in astrophysics [5, 6], biology [7] and

material science [8]. Pioneering new technologies have also broken through, with just a

few examples being quantum sensors, such as brain scanning magnetometers [9], quantum

dot displays [10] and the application of quantum physics in the design of new computer

processors and memory [11] is essential to continue shrinking process nodes.

The idea of quantum computers was first constructed in the 1980s [12] and has since

accelerated as a field of research. Quantum computation builds off the idea of using small

quantum systems to form quantum bits (qubits) analogous to a classical bit. These qubits

however, can exist in a superposition of its two states unlike their classical counterparts.

Many qubits may then be entangled with each other and gate operations implemented in

order to perform computations. The intrinsically quantum properties allow access to a rich

space of algorithms that are not performable on a regular computer. An early example of

this, and arguably the source of the rapid expansion of the field is the demonstration of a

quantum algorithm for factorising primes by Peter Shor [13]. Factorising algorithms like

this, implemented using quantum computers provide a path for breaking digital security

such as RSA encryption. Since this, many more quantum algorithms have been developed,

including simulating chemical reactions [14] and advances in protein folding simulation [15].

Another important aspect of the field is quantum networking, which allows the trans-

mission of quantum information over large distances [16, 17] or between interconnected

processors allowing for larger qubit arrays [18]. To be a viable node, a system must fulfil

certain requirements as described by DiVincenzo in 2000 [19]. Firstly, it must be a physical
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system that can be isolated from the surrounding environment and contain well defined

two-level quantum systems (qubits), which can represent computational basis states |0⟩

and |1⟩. Secondly, it must be possible to initialise or state prepare the system into a well

defined initial state. Third, the qubit decoherence times must be longer than the gate

operational times. Next, the system must be able to perform a set of universal gates on

the qubits or sets of qubits for larger qubit sized gates. Lastly, the qubit state should

be readout with high accuracy. These features are most commonly used to benchmark

a systems use as a quantum processor. However, in addition to these criteria, quantum

nodes used for networking must also fulfil two extra conditions. You must be able to

convert between a stationary qubit and a flying qubit, as well as transmitting the flying

qubit while maintaining coherence.

Trapped ion cavity quantum electrodynamics (CQED) is one of only a few qubit mod-

alities that satisfy all of the above criteria. Quantum information can be stored in trapped

ions through their internal electronic state, this has been demonstrated with preparation

and readout fidelities of (> 99.9%) and has been performed in less than 1 ms with coher-

ence times on the order of minutes [20, 21, 22]. Universal high fidelity quantum gates have

also been demonstrated, including single and two qubit gates [23, 24]. Trapped ions are

also useful for producing and converting flying qubits, in this case photons, which can have

quantum information encoded in their polarisation, frequency, phase or arrival time. The

photons are easily coupled into standard optical fibres and can be transported to other

systems to be read out or used to perform other tasks, such as entangling ions between

remote traps. To improve the efficiency and control over the photon collection process,

optical cavities can be used. By using a high-finesse optical cavity, the ion-cavity coupling

strength can greatly increase photon collection rates while granting greater control, such as

frequency selection. The cavity can be used to perform cavity assisted Raman transitions

for single photon generation. The output mode of the cavity can then be easily matched

to a single-mode fibre, allowing transport. For photons produced in the optical part of

the spectrum, the attenuation of optical fibres leads to significant losses, it is therefore

essential that for long distance communication, protocols exist to convert optical photons

to the telecom band to alleviate this loss, this has already been shown in different systems

with little to no loss of the desired quantum properties [25, 26, 27].

Deterministic networking, where quantum information can be transferred between

nodes with near unity probability [28] would require access to the strong coupling re-

gime of ion-cavity interactions. The dielectric mirrors significantly affect the trapping
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potential seen by the ion, causing the mirrors to be placed further from the ion’s position

and reducing the coupling strength into the weakly coupled regime. While strong coupling

in an ion-cavity system has been shown [29], it remains technically challenging and weakly

coupled systems remain easier to use and implement. For neutral atoms, where strong

coupling is easier to achieve, quantum state transfer has already occurred [30]. For this

reason, probabilistic entanglement schemes have been developed, where unity efficiency is

no longer required and may be retried until an entanglement is heralded by photon detec-

tion [16, 31]. In these protocols, speed is sacrificed for simplicity and high fidelities can be

achieved with systems that have low success probabilities. Recently, 94% entanglement

fidelity between two strontium ions [32] has been achieved. In this case, the photons were

collected with high numerical aperture lenses before being coupled into the fibre. The effi-

ciency of this setup is restricted by the solid angle of the lens and difficult mode matching

to the fibre. With an ion-cavity experiment, this loss of efficiency is negated and better

coupling efficiencies to the fibre can also be obtained.

In this thesis, a trapped ion CQED system is described and its use as a node in a

quantum network is discussed. Two experiments were performed, one seeking to improve

the indistinguishability of the single photons generated using a novel single-photon gener-

ation scheme and another to demonstrate the possibility of using this generation scheme

in time-bin-phase encoding, useful in many communication protocols, including quantum

key distribution [33, 34, 35]. In chapter two, the system Hamiltonian is derived along with

the dissipative processes necessary for simulating the system. The correlation functions

needed to assess the photon statistics in both experiments are also described. Chapter

three describes the experimental setup, this includes the ion trap and its associated para-

meters, the laser systems and the frequency stabilisation techniques used. Chapter four

covers the first experiment, whereby careful selection of our initial state can lead to drastic

improvements in the indistinguishability of the single photons generated. This indistin-

guishability directly relates to the fidelity of networking operations and entanglements.

Chapter five describes the implementation of a time-bin-phase encoding technique, where

the ion trap system replaces the typical Mach-Zehnder interferometer for producing time-

bins in single photons. By measuring an applied phase to one of the time-bins, we can

demonstrate the ability to produce arbitrary qubit states, typically used by Quantum key

distribution protocols. The final chapter summarises these findings and introduces future

work.
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Chapter 2

Theory

In this chapter the dynamics of the 40Ca+ ion and its interaction with a bimodal optical

cavity are described. In-depth descriptions of two and three-level systems, cavity-QED

(Jaynes-Cummings model) and single photon generation can be found in the previous

theses for this trap [3, 4, 1] as well as many textbooks. This chapter will focus on forming

the Hamiltonian’s required for numerical simulations and how they are performed. The

simulations are written in Python using the Quantum Optics Toolbox (QuTiP) [36]. A

short explanation of photon correlation functions is also discussed. These are later used

to describe the interference patterns observed in the two experiments presented in this

thesis.

2.1 40Ca+

In this section the necessary level scheme for understanding the generation of single

photons in 40Ca+ is described. The reduced level scheme for 40Ca+ is shown in Fig.

2.1, this simplified scheme contains all the necessary levels to describe the single photon

generation processes. The metastable D3/2 state has a lifetime of approximately one

second and is therefore of no consequence to the generation schemes used in this thesis.

The cavity is designed for use with the D3/2↔P1/2 transition. This transition is chosen

because high-finesse UV cavities are far more difficult to produce and use than IR ones.

Choosing this transition also gives us access to the rich Zeeman structure of the D3/2

level.

Taking the dipole approximation, a classical monochromatic electric field polarised

along ϵ may be written as
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Figure 2.1: 8-Level energy scheme for 40Ca+ . An applied magnetic field causes splitting

between the Zeeman sublevels. Transition wavelengths and linewidths (Γ/2π) are

shown. Image from [1].

E(t) = ϵE0(e
iωLt + e−iωLt) (2.1)

where E0 is the amplitude of the field at the position of the atom and ωL is the angular

frequency of the light. The electric dipole interaction between the ion and a laser is

ĤI = −d̂ ·E(t) (2.2)

where the dipole d̂ = −qr̂, with the elementary charge q and the dipole position

operator r̂.

As the experiments performed in this thesis require magnetic fields to lift the degener-

acy of the Zeeman sublevels, it is necessary to describe the amount of splitting with relation

to the strength of the magnetic field. For the levels shown in Fig.2.1, each contains 2J +

1 Zeeman sublevels |J,mj⟩. The splitting between each level is then

∆EJ,mj = mJgJµBB (2.3)

where µB is the Bohr magneton and gJ is the Landé g-factor. When ∆EJ,mj is greater

than the sum of the cavity, laser and transition linewidths, Raman transitions between

individual Zeeman sublevels are achievable.

When a magnetic field is applied to the ion and the Zeeman sublevels are split, the

electric dipole interaction has to be modified. This factor depends on both J and mJ and

are called Clebsch-Gordan coefficients. This factor governs what polarisation of light may
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Figure 2.2: Clebsch-Gordan coefficients for relevant transitions in 40Ca+ . Transition polarisa-

tion indicated by colour: blue = σ+, purple = σ− and orange = π. Data originally

obtained from [2]. Image from [1].

interact with a transition as well as the relative strength. The relevant Clebsch-Gordan

coefficients for 40Ca+ are shown in Fig 2.2. The polarisation of light depends on the

atomic frame of reference. In this thesis, the magnetic field is aligned along the cavity

axis (z-direction), as such the cavity only couples to σ± transitions.

2.2 Ion-Cavity Interaction Hamiltonian

In this section the interaction Hamiltonian for the eight level system coupled to a bimodal

cavity will be described. The relevant dissipation processes will also be presented.

For a two level system, the cavity field Hamiltonian is

Ĥcavfield = h̄ωc

(
â†â+

1

2

)
(2.4)

Where ωc is the frequency. This is the form of a quantum harmonic oscillator. The factor

of 1
2 is known as the vacuum energy and can removed by shifting our reference energy by

h̄ωc
2 .

We can write the electric field as a function of position

Ê(r, t) =
∑
k,ν

√
h̄

2ωkε0V
ϵνu(r)

(
âke

−i(ωkt−k·r) + â†ke
i(ωkt−k·r)

)
(2.5)

where V is the mode volume, â†k and âk are the creation and annihilation operators for

a wavevector k. u(r) is the spatial profile of the field and ν gives the polarisation mode

of the field.

The interaction Hamiltonian between this field and a two level atom can be written

Ĥc = −d̂ ·E(t) = h̄
∑
k

gk(r)
(
σ̂+ + σ̂−

) (
âke

−iωkt + â†ke
−iωkt

)
(2.6)
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Figure 2.3: Three level atom with states |S⟩ and |P ⟩ coupled by a laser with Rabi frequency

Ωdriv and detuning ∆driv, and states |P ⟩ and |D⟩ coupled by a cavity with coupling

strength g and detuning ∆c as well as a laser with Rabi frequency Ωrep and detuning

∆rep. Image from [1].

with a mode coupling strength

gk(r) = u(r)

√
kω2

k

2h̄ε0cV
d · ϵ (2.7)

By using an optical cavity we can reduce the effective mode volume and significantly

increase the coupling of the atom to a single mode of the electric field. By considering only

one mode and assuming the atom always sits at the peak of field intensity the interaction

Hamiltonian reduces to

Ĥc = h̄g
(
σ̂+ + σ̂−

) (
âe−iωct + â†e−iωct

)
(2.8)

As shown in [1] the Hamiltonian for a three-level Λ system (Figure 2.3) composed of

ground states |S⟩ and |D⟩ and short lived excited state |P ⟩ can be separated as follows

Ĥ = Ĥ0 + Ĥdriv + Ĥrep + Ĥc (2.9)

where Ĥ0 is the bare Hamiltonian for the system, Ĥdriv and Ĥrep are the interaction

Hamiltonians between laser and ion for the |S⟩ ↔ |P ⟩ and |D⟩ ↔ |P ⟩ respectively and Ĥc

is the cavity interaction.

Using the rotating wave approximation the Hamiltonians can be written as

Ĥ0 = h̄
(
∆drivσ̂SS +∆repσ̂DD + (∆c −∆rep) â

†â
)

(2.10)
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Ĥdriv =
h̄Ωdriv

2
σ̂SP + h.c. (2.11)

Ĥrep =
h̄Ωrep

2
σ̂DP + h.c. (2.12)

Ĥc = h̄g
(
â†σ̂DP + âσ̂†PD

)
(2.13)

where the atomic raising and lowering operators σi,j = |i⟩ ⟨j| have been introduced and

Ωdriv, Ωrep and g represent the coupling strength. ∆driv, ∆rep and ∆c represent the laser

and cavity detunings. In this case the Hamiltonian has been referenced to the energy of

the excited state Ep.

We now include the effect of an applied magnetic field splitting the Zeeman sublevels.

Firstly, we shall split the bare Hamiltonian Ĥ0 into it’s atomic and cavity components.

Ĥ0 = Ĥ0, atom + Ĥ0, cav (2.14)

The bare ion Hamiltonian with added Zeeman splitting then becomes

Ĥ0, atom = ĤS + ĤD + ĤP (2.15)

To describe the Zeeman sublevels we introduce new atomic operators σA,ma;B,mb
=

|A,ma⟩ ⟨B,mb| so

ĤS = h̄
∑
mJ

(∆driv +mJgSµBB) σ̂S,mJ ;S,mJ
(2.16)

and

ĤD = h̄
∑
mJ

(∆driv +mJgDµBB) σ̂D,mJ ;D,mJ
(2.17)

and

ĤP = h̄
∑
mJ

(mJgPµBB) σ̂P,mJ ;P,mJ
(2.18)

where gS,D,P are the Landé g-factors for the respective levels. It is important to include

the splitting of the P1/2 levels as it changes the detuning ∆driv between the transitions.

To describe the cavity accurately we need to explicitly include the two cavity polar-

isations ϵL,R. Each mode has an annihilation operator â or b̂ that can only act on its

corresponding Fock space |n⟩a and |n⟩b. The modes are degenerate and share a cavity
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coupling strength g because the birefringence in the cavity is negligible. The bare cavity

Hamiltonian then becomes

Ĥ0,cav = h̄ (∆c −∆rep)
(
â†â+ b̂†b̂

)
(2.19)

Next, we need to alter the interaction Hamiltonians. For the laser interaction, the

dipole operator is expanded in terms of the atomic operators describing the Zeeman sub-

levels.

d̂ =
1

2

∑
A,B

∑
ma,mb

dB,mb
A,ma

(σ̂A,ma;B,mb
+ σ̂B,mb;A,ma) (2.20)

here A, B represent the levels S1/2, P1/2 and D3/2. The dipole moment for a transition

dB,mb
A,ma

between states A, ma ↔ B, mb is proportional to the Clebsch-Gordon coefficient

for that transition

dB,mb
A,ma

∝ CB,mb
A,ma

(2.21)

We can now build the individual interaction Hamiltonian for each laser

ĤSP =
h̄Ωdriv

2

∑
mS

∑
mP

[
ϵdriv · d

P,mp

S,mS
σ̂P,mP ;S,mS

+ h.c.
]

(2.22)

and

ĤDP =
h̄Ωrep

2

∑
mD

∑
mP

[
ϵrep · dP,mp

D,mD
σ̂P,mPDS,mD

+ h.c.
]

(2.23)

The interaction Hamiltonian for the cavity can be written in a similar manner. The two

modes, which represent σ+ and σ− transitions in the cavity (∆mj ± 1) are as follows

Ĥa = h̄g
∑
mD

∑
mP

[
ϵL · dP,mp

D,mD
σ̂P,mP ;D,mD

â+ h.c.
]
. (2.24)

and

Ĥb = h̄g
∑
mD

∑
mP

[
ϵR · dP,mp

D,mD
σ̂P,mP ;D,mD

b̂+ h.c.
]
. (2.25)

with the combined Hamiltonian being

Ĥc = Ĥa + Ĥb (2.26)

With this, the Hamiltonian required to fully simulate the system for the two main ex-

periments in this thesis has been acquired. For future experiments, such as ion-photon

entanglement, it is necessary to expand this Hamiltonian further to the full eighteen level

scheme that includes the P3/2 and D5/2 levels.
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2.3 Dissipation Processes

To model the system in a realistic way, the quantum system’s interaction with the envir-

onment must be accounted for. This coupling acts as a way for energy to be lost from the

system but not gained and for decoherence or relaxation of the qubit state to occur. It is

now best to describe the state of this open quantum system in terms of ensemble averaged

states using density matrices.

ρtot =
∑
n

pn |ψn⟩ ⟨ψn| (2.27)

which describes a probability distribution of states |ψn⟩ with probability pn. The time

evolution of this density matrix is given by the von Neumann equation

d

dt
ρ̂tot = − i

h̄

[
Ĥtot, ρ̂tot

]
(2.28)

where
[
Ĥtot, ρ̂tot

]
is a commutator and the total Hamiltonian is

Ĥtot = Ĥsys + Ĥenv + Ĥint (2.29)

with Ĥsys describing the system dynamics, Ĥenv describing the dynamics of the en-

vironment and Ĥint describing the interaction between them. We can simplify the total

density matrix by taking the partial trace to remove the elements describing the envir-

onment. This can only be done if we can make several approximations. The first is the

Born approximation, the environment acts as a bath and the interaction between the bath

and the system does not significantly change the state of the environment. The system

and environment must also stay separable throughout the evolution. The second is the

Markov approximation, environment dynamics decay much faster than that of the system,

and finally that all fast rotating terms in the interaction picture can be neglected i.e the

secular approximation. Doing this results in the Lindblad form of the master equation

[37]

dρ̂

dt
= − i

h̄
[Ĥ, ρ] +

1

2

∑
n

[
2ĈnρĈ

+
n − ρ̂Ĉ†

nĈn − Ĉ†
nĈnρ̂

]
(2.30)

Ĥ and ρ are the Hamiltonian and density matrix for the system and C is any number of

collapse operators Cn =
√
2γnAn and An are the operators which couple the environment

to the system with corresponding rates γn.

In modelling the system described in this thesis, only two dissipation processes are

relevant, as shown in Figure 2.4. The first is the process of spontaneous emission. Here
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Figure 2.4: Level diagram indicating various decay channels. The combined atom cavity sys-

tems state is coherently transferred from |S, 0⟩ to |D, 1⟩ via a laser with Rabi fre-

quency Ω and a cavity with coupling strength g. Dissipation occurs through three

channels, spontaneous decay to either |S⟩ or |D⟩ with associated rates γ, or emission

of photons out of the cavity with rate κ. Image from [1].

the atom couples to the many modes of the vacuum field, releasing photons into the bath

with a negligible chance of re-absorption. The corresponding collapse operator is

Cspon =
√
2γσ̂− (2.31)

where σ− is the atomic lowering operator and γ is the spontaneous emission rate, given

by

γ =
ω3
0d

2
eg

3πε0h̄c3
(2.32)

taking into account the Clebsch-Gordon coefficients for each transition, a decay from A to

B can be written

Ĉϵ,AB =

√
2γAB

(
ϵ · dB,mb

A,ma

)
σ̂A,ma;B,mb

(2.33)

The second dissipation process in the system is through the optical cavity. Energy may

be lost to the bath through photons leaving the cavity, this can happen by transmission

through the mirrors or scattering/absorption by the mirror itself. The operator describing

this loss is the photon annihilation operator â or b̂ for each cavity mode. The rate of loss

from the cavity is typically denoted κ and in this case is split into two parts κ = κc + κl,

where κc is the rate of decay via mirror transmission i.e photons that we can detect or

run experiments with, and κl is the rate of loss through other means such as scattering or

absorption. The collapse operators for the cavity decay are therefore

Ĉa =
√
2κâ (2.34)
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and

Ĉb =
√
2κb̂ (2.35)

2.4 Photon Statistics

The two experiments presented in this thesis rely on the use of two-time correlation func-

tions that describe the statistical properties of light and can be used to simulate inter-

ference patterns produced by two identical single photons. The functions we are most

interested in are the first- and second-order two-time correlation functions

G
(1)
cd (t, t+ τ) =

〈
ĉ(t)d̂†(t+ τ)

〉
(2.36)

and

G
(2)
cd (t, t+ τ) =

〈
ĉ†(t)d̂†(t+ τ)d̂(t+ τ)ĉ(t)

〉
(2.37)

which describe correlations between fields ĉ and d̂ with a relative delay τ between the

fields. Equation 2.36 is the first order correlation between the fields and describes the

correlations between the amplitudes. Equation 2.37 is the second order correlation function

and describes the correlations between the intensity of the fields, this essentially describes

the probability of detecting a photon in field d̂ at time (t + τ) after the detection of a

photon in field ĉ at time t. Both of these functions can be integrated over a period T to

obtain functions only in terms of the delay τ

G
(1)
cd (τ) ≡

∫
T

〈
ĉ(t)d̂†(t+ τ)

〉
dt (2.38)

and

G
(2)
cd (τ) =

∫
T

〈
ĉ†(t)d̂†(t+ τ)d̂(t+ τ)ĉ(t)

〉
dt (2.39)

2.4.1 Degrees of Coherence

The degrees of coherence of a field are found by normalising the first- and second-order

correlation functions to the expectation value of the photon number ⟨n̂(t)⟩ =
〈
ĉ†(t)ĉ(t)

〉
.

These values are used to characterise fields in terms of their statistical and coherence

properties.

First-order coherence

First order coherence describes a fields ability to interfere with itself and gives the visibility

of interference fringes seen in a number of interferometer experiments. The first order
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coherence is given by

g(1)(τ) =

∫ 〈
ĉ(t)ĉ†(t+ τ)

〉
⟨n̂(t)⟩

dt (2.40)

The value of g(1) can range from 0 (incoherent) to 1 (fully coherent i.e ideal laser). The

length of time a source is deemed coherent is called the coherence time τc, and is defined

as the time taken for the field correlation function to decay. It can be written as

τc =

∫ ∞

−∞

∣∣∣g(1)(τ)∣∣∣2 dτ (2.41)

for an arbitrary shape of the coherence function. In the case of an ideal laser, the light is

of a single frequency and the first order coherence function has the form

g(1)(τ) = e−iω0τ (2.42)

The magnitude of this function is equal to one at all τ , this gives an infinite coherence time.

For any other non-ideal source, broadening of the frequency spectrum of the light leads to

a reduction in the coherence time and a non-unity coherence function. For homogeneous

broadening (i.e collision broadening) the coherence function takes a Lorentzian shape, for

inhomogeneous broadening (i.e thermal broadening) the coherence function has a Gaussian

profile.

Second-order Coherence

Second order coherence describes a source’s probability of emitting a photon at some time

τ conditioned on the emission of an earlier photon. It can be written as

g(2)(τ) =

∫
dt

〈
ĉ†(t)ĉ†(t+ τ)ĉ(t+ τ)ĉ(t)

〉
⟨n̂⟩2

(2.43)

A coherent source such as an ideal laser exhibits Poissonian statistics and there are no

correlations in its emission. The second order coherence is therefore unity for all times τ .

Broadened sources however have a second order coherence function defined as

g(2)(τ) = 1 +
∣∣∣g(1)(τ)∣∣∣2 (2.44)

A thermal source has super-Poissonian statistics, this means the emitted photons exhibit

bunching. A photon is more likely to be emitted shortly after the emission of a previous

photon. This results in a second order coherence function that is at maximum amplitude

at τ = 0 therefore g(2)(0) > g(2)(τ).

A non-classical source such as a single atom follows sub-Poissonian statistics, and

exhibit photon anti-bunching
(
g(2)(0) < g(2)(τ)

)
. This means the emitted photons are
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more equally spaced in time than a coherent source and
(
g(2)(τ) < 1

)
. For a pure single-

photon source, g(2)(0) = 0 as there is no possibility of a second photon being generated.

Measuring g(2) is typically the first step in characterising single-photon emitters.

2.5 Numerical Simulations

The simulations performed in this thesis were written in Python and use the Quantum

Optics Toolbox (QuTiP). Using this toolbox allows us to use in-built functions for evolving

quantum systems, solved numerically by providing the systems Hamiltonian and the col-

lapse operators derived earlier in this chapter. To simulate the system we rewrite the

Lindblad master equation in terms of a single superoperator, the Liouvillian L

dρ̂

dt
= L̂ρ̂ (2.45)

Given a Liouvillian and initial density matrix of the system ρ(0), the system can be solved

as an ODE, and the density matrix of the system at any time t, ρ(t) can be found. The

system may also be evolved to find the steady state solution. To extract useful information

out of the simulations, we can obtain the expectation values of observables as a function

of time. To do this we take the trace of the operator acting on the density matrix at time

t

⟨Â(t)⟩ = Tr[Âρ̂(t)] (2.46)

For example, we can plot the population of the atomic states using the relevant projection

operator ⟨σ̂A,ma;A,ma⟩, or using the input-output formalism, we can view the output

mode of the cavity âout(t) =
√
2κâ(t). Both the temporal shape of the photon and single

photon efficiency

nout = 2κ⟨n̂(t)⟩ (2.47)

ηemit = 2κ

∫
⟨n̂(t)⟩dt (2.48)

can be found using the photon number operator ⟨n̂(t)⟩.

Correlation Functions

The first and second order correlation functions can also be found by the evolving the

system in a similar way. Two-time correlation functions of the form ⟨Â(t + τ)B̂(t)⟩ can

be calculated by using the quantum regression theorem to write

⟨A(t+ τ)B(t)⟩ = Tr[AV (t+ τ, t){Bρ(t)}] = Tr[AV (t+ τ, t){BV (t, 0){ρ(0)}}] (2.49)
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where V (t+ τ, t) is a propagator and defined

ρ̂ (t2) = V̂ (t2, t1) ρ̂ (t1) (2.50)

First we calculate ρ(t) = V (t, 0){ρ(0)} using the same Master equation solver as before,

with ρ(0) the initial density matrix. The same solver is then used to calculate V (t +

τ, t){Bρ(t)} with ρ(t) as the initial state. The functions for doing this for all times τ is

built into QuTiP.

For the two experiments presented in this thesis, only the reduced eight-level scheme

coupled to an optical cavity is simulated for simplicity.
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Chapter 3

Experimental Setup

A linear Paul trap with an integrated high-finesse optical cavity is the basis for the work

presented in this thesis. While originally designed to trap and couple a string of ions

simultaneously to the cavity, only single ions are necessary for the experiments performed

here. The trap and cavity system was designed by Matthias Keller and built by Nicolas

Seymour-Smith, Peter Blythe and Dan Crick. Further work to improve trap confinement

and the finesse of the cavity was carried out by Stephen Begley and Markus Vogt. In

this chapter, a brief description of the ion-trap and associated systems will be given. The

parameters of the optical cavity, along with details on how it is locked to stable frequency

source will be given. Finally, the laser systems will be described, including a brief overview

of both the stabilised frequency reference system and the scanning cavity lock, used to

the lock the experimental lasers wavelength. A more in-depth description of these systems

can be found in [4]. A detailed look at the trap’s construction and characterisation can

be found in [4],[3],[38].

3.1 The Ion Trap

The ion trap consists of four rf blade-shaped electrodes and two dc endcap electrodes

providing radial and axial confinement respectively. An optical cavity is formed by recess-

ing cavity mirrors inside the endcap electrodes, this is further explained in section 3.3. A

resistively heated oven below the centre of the trap, produces a collimated beam of neutral

calcium atoms. After photo-ionization of these neutral atoms, 40Ca+ can then be trapped

and cooled. A vacuum chamber, shown in Figure 3.1 surrounds the trap. Nine windows

are built into the chamber to allow optical access for lasers, ion imaging and collection of

cavity emission. All electrical connections are made via feedthroughs. All components are
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UHV (ultra-high vacuum) compatible.

Figure 3.1: Vacuum chamber 3D CAD model. Designed by Matthias Keller, originally from [3].

The ion trap is a monolithic design, the blade-shaped rf electrodes and trap mount

structure are machined from one piece of stainless steel using the electrical discharge

machining (EDM) technique. The distance from trap centre to rf electrode edge is r0 =

0.465 mm. The separation between endcap electrodes is 2z0 = 5 mm.

Figure 3.2 shows both a photo and a schematic of the trap without the cavity mirror

assembly. The rf voltage for the blade electrodes is supplied via copper screws, isolated

from the rest of the trap via ceramic sleeves. The copper screws are connected to the

outside of the trap via copper feedthroughs.

The dc endcap electrodes are glued to PEEK (polyether ether ketone) mounts, which

are glued inside holes of the trap mount. The endcap electrodes are hollow and house the

optical cavity mirrors behind a 1 mm hole drilled in the end-face. The high-voltage DC is

connected via feedthroughs to each electrode with spot-welded tantalum wire.

An oven is mounted below the trap structure, containing a tube filled with grated

calcium. The oven is resistively heated by tantalum wires spot-welded to electrical con-

nections via feedthroughs. An aluminium plate is mounted above the oven with a 1 mm

drilled hole, acting as a collimator for the neutral atomic beam. Another plate is mounted

to the aluminium to act as a source of excitation for taking secular frequency measure-

ments.

The vacuum chamber (Figure 3.1) is octagonal with nine UV and IR anti-reflection

coated windows, this decreases the amount of laser light lost to reflections, this increases

the lifetime of the lasers and other optical components by reducing the total amount of

power needed. The two windows along the cavity axis are used for locking the cavity to a
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frequency reference (see section 3.2.1) and collecting cavity emission. The other six sides

are where lasers for photoionisation, cooling, re-pumping and manipulating the ions state

all enter the trap. The window on top is used to image the ion or detect its fluorescence.

A diagram of the trap layout can be seen in Figure 3.3.

Figure 3.2: Left: Photograph of ion trap, electrodes and mounting system are labelled. Right:

Schematic of the trap. Purple and pink arrows indicate general directions for in-

coming lasers for photoionisation and ion interactions. Taken from [4].

Ions are usually detected in the trap by the 397 nm or 393 nm fluorescence via a

CCD camera or a PMT (photo-multiplier tube). Light from the trap is magnified 10x by

an objective lens mounted on a 3D micrometer. A periscope mirror then directs the light

horizontally through an iris and a bandpass filter centred at 397 nm to remove background

scatter. The light is then re-focused by a lens pair. A flip-able mirror then directs the

light towards either the CCD camera or PMT. Individual ions can be resolved by the CCD

camera, their brightness, position and motion can then be monitored. The PMT outputs

a TTL pulse for each photon detected, a computer controlled DAQ can then count these

pulses, allowing fluorescence monitoring, spectroscopy or state detection to be carried

out. Both the CCD and the PMT are used in micromotion compensation techniques (see

section 3.1.3).

3.1.1 Rf driving circuit

The resonant circuit shown in Figure 3.4 supplies rf voltages to the blade electrodes. A

function generator supplies an rf frequency to a copper coil via a 5W amplifier. An rf

transformer is formed between this coil and another coil with a coil turn ratio of approx-

imately 10:1. The resonator coil is centre-tapped to ground. The rf voltages at opposite

18



Figure 3.3: Top down view of the trap indicating laser and cavity emission directions. Image

modified from [1].

ends of the coil are now in anti-phase. Each terminal provides the rf potential for a pair

of opposite electrodes. A variable capacitor is placed in series with each arm to allow

the amplitude on each blade to be independently adjusted. With this, the pseudopoten-

tial minimum can be shifted with micrometer precision without disturbing the potential

shape or increasing micromotion [39], this allows us to optimise the ions position in the

cavity field along the x and y directions, increasing the ion-cavity coupling. A DC voltage

for micromotion compensation can be supplied to each electrode via a resistor placed in

parallel. The capacitors before the resistor isolate the DC from the rest of the circuit.

3.1.2 Parameters

Following [1], the equations of motion in the x and y direction for a particle of mass m

and charge Q can be written

d2x

dτ2
− (a− 2q cos(2τ))x = 0 (3.1)

and
d2y

dτ2
− (a+ 2q cos(2τ))y = 0 (3.2)

where

q =
2QUrf

mΩ2
rfr

2
0

(3.3)

and

a =
4ηQUdc

mΩ2
rfz

2
0

(3.4)

and

τ =
Ωrft

2
(3.5)
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Figure 3.4: The resonant driving circuit. An RF transformer steps up the supply voltage, while

a variable capacitor on each output line allows manual adjustment of the psuedo-

potential minimum. Image from [4].

with r0 the distance from trap centre to the blade electrodes, 2z0 the distance between

endcap electrodes and η a geometric factor. Equations (3.1, 3.2) only have stable solutions

for certain values of q and a, fittingly named the stability parameters. Three physical

parameters determine these values, the amplitude and frequency of the rf voltage, Urf

and Ωrf , and the dc voltage Udc. The radial and secular confinement is then described

in terms of the secular frequencies ωr and ωa. Deviations in the traps’ geometry lead

to a geometric factor in the radial secular frequency and a splitting of the radial secular

frequency into two components ωrx and ωry. The secular frequencies are easily measured.

An excitation of the ion at one of its secular frequencies causes large oscillations along

the corresponding axis. This can be observed via the CCD camera or by monitoring for a

drop in fluorescence. As mentioned in Section 3.1 an aluminium plate is mounted within

the trap. An adjustable rf field can be applied to this plate via a function generator. The

secular frequencies are then measured by the scanning the frequency of the additional rf

and monitoring the camera or PMT. For the trap voltages used in this thesis, secular

frequencies of ωax = 0.858 MHz and ωrx,ry =0.94 MHz and 0.95 MHz were measured. The

q and a parameters can then be found by repeating this measurement for a range of values

for Urf and Udc and fitting the data. This is performed in [3].

Another important parameter of the trap is the trap depth. An ion can only remain

trapped if its kinetic energy is less than the effective potential depth of the trap. The trap

depth in a direction i = x, y, z is given by
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ϕi =
1

2
mω2

i i
2
0 (3.6)

where m is the ion mass and i0 is the electrode to trap centre distance. Only the lowest

depth in any direction is important, for this trap it is in the radial direction with a depth

of ϕr = 2eV , equivalent to an ion temperature of 10−6K. Doppler cooling of the ion takes

it down to hundreds of microkelvin, significantly reducing the likelihood that the ion has

enough energy to escape the potential well. The ion lifetime (several hours) for this trap is

therefore limited by the background gas collision rate, proportional to the pressure inside

the trap.

3.1.3 Micromotion Compensation

A theoretical description of micromotion is shown in [1]. Micromotion is the ion’s driven

motion at the frequency of the trap drive. Intrinsic micromotion, a natural consequence

of the rf trapping fields, cannot be compensated. Extrinsic micromotion is comprised

of two parts, arising from a phase mismatch of the rf trapping field, along with stray

dc fields. The phase mismatch cannot be compensated for, and must be addressed by

careful consideration of the trap electronics. Excess micromotion from stray dc fields can

be minimised by applying compensating dc voltages to the rf blade electrodes. These dc

voltages can be described by decomposing the radial trap plane into orthogonal horizontal

and vertical axes, H and V (these correspond to the x’ and y’ axes defined in Figure 3.2).

The compensating dc voltages then become:

H = (U1 + U2)− (U3 + U4) (3.7)

V = (U1 + U4)− (U2 + U3) (3.8)

where Ui is the voltage applied to electrode i.

There are several ways of detecting excess micromotion, these include using the CCD

camera, a photon correlation technique and looking directly at the cavity emission while

scanning the frequency away from resonance. The amplitude of the radial potential directly

affects the offset of the ion from the trap centre when micromotion is caused by stray dc

fields. This allows for a detection technique using the CCD camera. The rf potential

is swept through a range of values, the value of H (the horizontal component of the

compensation field) is then changed until the ion’s position is fixed on the camera. The

horizontal component has now been coarsely compensated, limited mainly by camera
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Figure 3.5: A plot showing the best effective micromotion compensation voltages applied in

the Horizontal (H) and Vertical (V) directions. The crossing point of the fitted

lines indicate the optimal voltages for which micromotion is compensated in both

directions.

resolution. The vertical component can also be compensated for in this way, however,

due to the trap layout, micromotion in this direction cannot be seen by the camera in its

current position. A second technique is therefore required to fully compensate micromotion

in two directions.

A correlation technique originally described in [40] is used to compensate the micro-

motion with finer control and in two directions. This technique can be used to measure

micromotion in n dimensions, requiring n laser beams to do so. For this trap, only two

dimensions need to be compensated as any micromotion in the axial direction is assumed

to be negligible. 1 Due to the Doppler effect, micromotion in the direction of a laser beam

modulates the lasers’ frequency seen by the ion at the trap drive frequency. By taking

the cross-correlation between the PMT signal and the trap drive frequency a sinusoidal

relationship can be seen. Using a time-to-digital converter the cross-correlation of PMT

counts and the trap drive trigger pulse can be taken. A sinusoidal function can then be

fitted, with values of the amplitude and phase extracted. A more detailed description

of the method used on this trap is found in [38]. The visibility of the fitted sine wave

has a direct relationship to the micromotion amplitude. With perfect compensation the

amplitude of this curve will be zero.

A linear relationship between H (Eq.3.7) and V (Eq.3.8) exists. For any value of H,

there is a value of V which minimises micromotion in the direction of that laser. There

1This is not strictly true and performance of the system would likely be improved by a redesign to allow

room for a cooling laser along that direction.
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still exists however, a component of micromotion in the direction perpendicular to the

applied laser. It is therefore necessary to use a second beam, at some angle from the first,

to compensate for this extra component. To determine optimal values for H and V, a scan

is performed. For each beam, H is set to a range of values, the optimal value of V is then

found for each case. These two lines are then plotted, the intersection of which determines

the optimum values for H and V for micromotion compensation in 2D. An example plot

is shown in Figure 3.5. Zero amplitude and therefore perfect compensation is not possible

due to a small amount of residual micromotion caused by the phase mismatch of the

electrodes. The amount of which is not significant to impact the experiment.

The final measurement of micromotion that can be performed using this trap uses

the optical cavity. The cavity frequency can be scanned as explained in Section 3.3.

The Raman resonance occurs when the cavity detuning ∆c is equal to the laser detuning

∆l. When the detunings meet this condition, the single photon rate is maximal. Excess

micromotion causes a modulation of the laser frequency and as such the Raman resonance

condition is now met when ∆c = ∆l ± nΩrf where n is an integer. The amplitude of

these micromotion sidebands indicate the strength of the remaining micromotion. For

well compensated micromotion using the correlation method outlined above, the ratio of

the first sideband to the carrier resonance is less than 5 %. This is small enough to not

have a measurable influence on the experiments performed in this thesis and does not

greatly affect cavity coupling.

3.1.4 Magnetic Field

The electronic states of 40Ca+ used in this thesis have magnetic sublevels, whose de-

generacy is lifted by the presence of a magnetic field. This is exploited in the experi-

ments presented in Chapters 4 and 5, where specific transitions within the D manifold

are targeted. This kind of selectivity is especially important in quantum information and

computing experiments, which is discussed in further detail later. The strength and dir-

ection of the magnetic field the ion experiences is critical, while the strength determines

the splitting of the sublevels, the direction defines the quantisation axis, which in turn

determines the relative polarisation of incoming laser light and outgoing cavity emission.

To accurately control the magnetic field the ion experiences, the ambient field must be

measured and compensated.

Three pairs of Helmholtz coils surround the trap applying magnetic fields in the x-,

y- and z-directions. Each coil pair is centred on the trap centre. For each coil pair, the
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Figure 3.6: Ion fluorescence vs magnetic field strength in x, y and z directions. For each meas-

urement, the other two directions are fully compensated. Lorentzian curves are

fitted and minima of −0.93, 0.26 and −0.24 G are found.

current-field strength gradient is measured using a magnetometer and confirmed using an

optical cavity scan and observing the splitting in the emission spectrum. A low noise (<

1% of maximum current) power supply is used to supply current to each set of coils, with

estimated fluctuations of the magnetic field strength on the order of a few milligauss, i.e

a few kilohertz of zeeman splitting.

The experiments performed in this thesis require the ambient field to be nullified and

a strong magnetic field to be applied in a particular direction. To do this, the ions’

fluorescence can be used. Using an 866 nm beam as a repumper, a superposition |Ψ⟩ =∑
m αm |D3/2,m⟩ state exists for any polarisation of repumper where the ion is dark. This

allows us to nullify the ambient field by minimising the ion fluorescence while repumping

with a particular polarisation.

In our case, the easiest way to perform this field nulling, is to have an 866 nm repumper

aligned perpendicular to the cavity axis. A polarising beam splitter cube is placed in front

of the fibre collimator to filter the polarisation of the beam, the transmitted light which

reaches the ion is p-polarised with reference to the cube and is π-polarised light with

respect to the ion. For this polarisation the dark states are |D3/2,mJ =±3/2⟩. The

magnetic fields coils perpendicular to the laser propagation direction are then scanned to

find the fluorescence minimum. The polarisation of the laser is then rotated 90◦ using a

half-waveplate and the magnetic field coil parallel to the laser direction is scanned. The

magnetic field is now fully compensated, results of these scans can be found in Figure 3.6.
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Figure 3.7: Level scheme for the two-stage photoionisation process of neutral calcium. The

atom is first excited by a laser at 423 nm, before a laser at 375 nm excites a single

electron.

An extra magnetic field can also be applied to any of the magnetic field coils, allowing us

to control the exact direction and strength the ion feels.

3.2 Lasers

Many lasers are required to cool and manipulate ions. All lasers used are external-cavity

diode lasers with linewidths on the order of a hundred kilohertz.

Neutral calcium is first photoionised in a two-step process pictured in Figure 3.7. The

neutral atoms are first excited using a 423 nm laser that is frequency stabilised. A 375 nm

laser then excites an electron into the continuum. This laser does not need to be stabilised

as the wavelength is well below the threshold value of 389 nm.

For the experiments performed in this thesis lasers at 397 nm, 850 nm, 854 nm and 866

nm are required see Figure 3.8. 397 nm laser light is produced by frequency doubling a laser

at 793 nm. The IR lasers are all passed through tampered amplifiers (TA) to significantly

increase the output power. The lasers all pass through acousto-optic modulators (AOMs)

which allows for precise control over the power and frequency of the laser, while also

providing a fast switching time allowing for accurate pulse sequences. Voltage-controlled

oscillators (VCOs) generate rf signals which are used to drive the AOMs. Two control

voltages can be applied for modulating the amplitude and frequency of the rf drive. These

control voltages are controlled via a PC and produced with a digital-analogue converter
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Figure 3.8: Reduced energy level scheme. Solid arrows indicate transitions addressed by lasers

experimentally, dotted lines indicate transitions not used. Zeeman splitting has not

been indicated. Image from [1].

(DAC). Arbitrary laser pulse shapes can be produced by controlling the amplitude of the

VCO with a waveform generator. Each rf voltage passes through an rf switch with an

extinction ratio of 50 dB and controlled by TTL pulses. This allows an FPGA or other

sequencer to control laser pulses. The 850 nm and 854 nm lasers used for repumping the

ion in the cooling cycle are overlapped and passed through the same AOM in a single-pass

setup, and then coupled into a polarisation maintaining (PM) fibre, see Figure 3.9 B). A

half-waveplate is used to align the laser polarisation to the fibre core. The 397 nm and 866

nm use a double pass AOM configuration see Figure 3.9 A), this significantly reduces the

beam diffraction angle dependence on the modulation frequency [41], allowing us to scan

the laser frequency without modulating the power of the laser by way of changing the fibre

coupling. Trap side, the beams are collimated and focused to pass through the trap centre

without scattering light off of the electrodes. This decreases background counts on the

PMT and electrically charging the electrodes. Each beam can pass through an assortment

of beam cubes and waveplates, used to set the polarisation of the beams. The types used

vary from beam to beam, depending on the experimental requirements.

The wavelength of these lasers is critical and needs to be stabilised. For rough stabilisa-

tion, a wavemeter is used. It reads the wavelength of a laser and passes it to a LABVIEW

VI, which compares it against a set value. If the value is different, a virtual PID circuit

calculates a feedback voltage for the lasers piezos that adjust the external cavity. With

this method the lasers can be frequency stabilised to ≈10 MHz. For better stabilisation,

a caesium frequency reference combined with a scanning cavity lock is employed, these

systems are described in Sections 3.2.1 and 3.2.2 respectively.
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Figure 3.9: General configurations for AOM setups. A) A double-pass configuration. A chosen

amount of laser power is directed down each AOM arm. The beam reflects off a

PBS cube and is aligned into an AOM. The diffracted beam is reflected off a mirror

and passed back into the AOM. A λ/4 waveplate counters the polarisation rotation

caused by the mirror. The beam then passes through the PBS before alignment into

a PM fibre, with a λ/2 to align the polarisation to the fibre core. B) A single-pass

configuration. In this setup, the diffracted beam is simply coupled straight into the

PM fibre.
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Figure 3.10: Diagram of the locking procedure for the frequency reference laser. The laser

is first locked on resonance with an optical cavity, which is in turn locked to a

transition in the Caesium reference cell. Image from [3].

3.2.1 Stabilised Frequency Reference

A reference laser at 894 nm is used to stabilise the lasers and the experimental cavity used

in this thesis. A two step locking technique is used to stabilise the frequency and narrow

the linewidth of this laser via absorption spectroscopy and an optical cavity. A diagram

of the locking procedure can be seen in figure 3.10 and the optical setup in figure 3.11.

The setup was originally built by Nic Seymour-Smith and Peter Blyth [4] and was later

modified by Ezra Kassa and Hiroki Takahashi. The quality of the locks are measured

to be 40kHz, well below the necessary requirements of the experimental cavity and laser

parameters.

The 894 nm laser output is sent through an optical isolator for stability and to protect

the laser diode from back reflections. A wedge plate siphons a small amount of power

that is coupled to a fibre and connected to a wavemeter to monitor the wavelength. The

remaining power is split between several arms by polarising beam-splitter (PBS) cubes

and λ/2 wave-plates.

The first arm is the cavity locking circuit. Laser light passes through a PBS and is

polarisation transformed using a λ/4 waveplate. The circularly polarised light is then

coupled into a Fabry-Perot cavity. Avalanche photodiodes (APDs) are used to monitor
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the reflected and transmitted signals. The reflected signal is used to create the PDH error

signal. This error signal is sent to two PID circuits, one controlling feedback to the laser

current controller and one controlling feedback to the laser grating, these both adjust the

laser frequency but on different timescales.

The second arm is the spectroscopy circuit. Here, the light is reflected by a PBS and

passed through a vapour reference cell containing caesium. A transition in the vapour

cell is saturated by the 894 nm light. The light then passes through a λ/4 waveplate to

transform its polarisation into circular polarisation. Around half of the power in this beam

is retro-reflected by a mirror, the other half is discarded. The reflected light passes back

through the cell, is transmitted by the PBS and detected using a photodetector. An error

signal is created using the Lamb dip produced in the emission spectrum by saturating the

atomic transition. A PID circuit is then used to control the feedback on the piezo of one

of the cavity mirrors, keeping the cavity length resonant with the atomic transition, this

in turn keeps the laser stabilised as it was locked to the cavity in the previous step.

The other arms of the system are directly coupled to optical fibres. One is used sent

to a wavemeter to monitor wavelength. Another is sent directly to the trap, to be used to

lock the experimental cavity. Another fibre is sent to the scanning cavity lock, to be used

as a reference to the lock the experimental lasers to.

Figure 3.11: Optical setup for the frequency reference system. The stabilised laser is coupled

into several optical fibres and used to stabilise other lasers or experimental cavities.

Image from [3].

The locking procedure for this system is as follows; the laser frequency is locked to res-

onance with the optical cavity using the cavity locking circuit, the cavity is then locked to
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Figure 3.12: Optical/Electronic setup for the scanning cavity lock. Image from [4].

resonance with the atomic transition in the vapour cell. Through this, the laser frequency

is is given long-term stability by the atomic reference, while the cavity provides feedback

on a faster scale.

3.2.2 Scanning-cavity Lock

The lasers are required to be stabilised below the linewidth of the cavity in order to drive

cavity-assisted Raman transitions. In the case of our experimental cavity this is 470 kHz.

The commercial wavemeters used in the lab to stabilise the lasers are only rated for a

standard deviation of 10 MHz. It is therefore necessary to introduce another method of

frequency stabilisation.

To achieve this level of stabilisation we must transfer the stability of the caesium

reference laser described in section 3.2.1 to the experimental lasers. The system used to

achieve this is called the scanning cavity lock (SCL) and was once again designed and

built by Nic Seymour-Smith et al. [4]. The optical setup can be seen in figure 3.12.

The operating principle is as follows, a given wavelength of light will reflect off of a

highly reflective cavity unless the cavity length matches the resonance condition. This is

met when the cavity length is equal to an integer number of λ/2 wavelengths, allowing the

formation of a standing wave inside the cavity. The reference and experimental lasers are

all coupled into the same cavity and the length scanned repeatedly over slightly longer than

a single free spectral range using a piezo. A photodiode can be placed in transmission of

the cavity which will detect the different resonant conditions for each wavelength of laser.
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The time at which the photodiode detects the resonances then becomes a function of laser

frequency. The photodiode voltage is sent through a peak detector which produces a TTL

pulse whenever the photodiode detects a peak. These can then be monitored by an FPGA

which can distinguish each peak with respect to the start of the scan by a trigger signal.

The trigger signal and laser peaks are also viewed on an oscilloscope, an offset voltage can

be applied to the piezo to change the free spectral range that is being scanned, in order to

minimise overlap between peaks. The time difference between two peaks of the reference

laser, τ0 is dependent on the average length of the cavity, this is kept constant by the

FPGA calculating a compensating voltage which is then sent to one of the mirror piezos.

This transfers the stability of the reference laser to the scanning cavity. The distance

between an experimental laser peak and the reference peak is τ1, to protect against drifts

in the scan frequency the ratio r1 = τ1/τ0 is calculated and can then be kept constant by a

voltage generated by the FPGA. This stabilises the frequency of the laser to the same level

as the reference lasers stability. A representation of this peak separation is in Figure 3.13.

A LABVIEW VI is used to label each peak and determine their ordering, and provide

appropriate PID feedback settings for individual lasers, you can also manually adjust r1

allowing for precise frequency control of the lasers. Using this system the linewidth of the

experimental lasers can be reduced to 40 kHz, the level of the reference beam and well

below the requirements for the experiment. This system is capable of locking many lasers

of different wavelengths in the same cavity. However, increasing the number of lasers

increases the difficulty of finding a FSR where none of the peaks overlap. To counteract

this, the system is separated into two channels. All lasers are sent through a single cavity,

but now the transmitted light is split by a PBS and sent to two photodiodes and peak

detector circuits. The experimental lasers can then be given different input polarisations

into the cavity to distinguish them. The TTL pulses from the peak detectors are monitored

by the same FPGA and can be fed back to without interference from another channel if

the time of the peaks overlap. This effectively doubles the capacity of the system. An

in-depth description of the system, electronics and programming can be found in [4].

3.3 Experimental Cavity

Two concave mirrors with a radius of curvature R = 25 mm are separated by a distance L

= 5.75 mm to form the experimental Fabry-Perot cavity designed to couple with the 866

nm D3/2↔P1/2 transition in 40Ca+ . The cavity substrates are slightly recessed inside the

DC endcap electrodes, to prevent disturbance of the trapping potential. The axis of the
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Figure 3.13: Top: Photodiode detection of transmission through the cavity, with two reference

laser peaks and a laser peak to be stabilised. Bottom: TTL output of peak

detector. τ0 is kept constant via feedback to the cavity length. τ1/τ0 kept constant

through feedback to laser frequency. Image from [4]

cavity is set to be co-linear with the trap axis, allowing the coupling of many ions to the

same cavity mode in multi-ion experiments [3]. Coatings that are highly reflective at 866

nm are applied to fused silica substrates to form the mirrors. Each mirror is mounted on

a ring piezo-electric transducer (PZT) with a 2 µm travel allowing the length and position

of the cavity to be changed. This range allows access to approximately 6 free spectral

ranges (FSR). An in-depth description of the cavity mounting procedure can be found in

[4]. The cavity mirrors built into the trap have specified transmissivities of 100 ppm and 5

ppm. This gives a high degree of directionality to the cavity emission so it can be collected

efficiently.

3.3.1 Parameters

The ion-cavity coupling strength g, is one of the main parameters of the optical cavity

and is given by

g =

√
d2PDωc

2h̄ϵ0V
(3.9)

where V is the mode volume and dPD is the transition dipole moment between the
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Figure 3.14: Design of trap structure with cavity substrates mounted. Image from [4].

transition states D3/2 and P1/2. The fundamental Gaussian modes volume V is

V =
πLω2

0

2
(3.10)

with the cavity waist ω0 given by[42]

ω0 =

√
λ

2π
(L(2R− L))

1
2 (3.11)

For the experimental cavity this gives a value of ω0 = 47 µm. Inputting this into Eq

3.9 gives a value of g0 = 2π× 0.795 MHz.

The cavity decay rate is another important parameter of the cavity. The electric field

inside the cavity decays due to mirror losses at a rate κ and the intensity decays at a rate

2κ. κ can be calculated from measuring the FSR and calculating the finesse of the cavity.

The FSR is defined as

FSR =
c

2L
(3.12)

where c is the speed of light and L is the length of the cavity. The procedure for measuring

the FSR is as follows; Lock the cavity length with the frequency reference beam, couple

laser light at a known wavelength into the cavity and tune to resonance, continue to tune

the laser wavelength until it reaches a second resonance with the next longitudinal node.

The difference in wavelength is then the FSR. A FSR of 26.04(4) GHz was measured for

this cavity leading to a cavity length L = 5.75(1) mm.
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The finesse of an optical cavity is a measure of loss in the cavity, either through leakage

or being absorbed by the mirror itself. It can be defined either in terms of the fractional

losses per round trip or the ratio between the free spectral range and the linewidth of the

resonant peaks:

F =
2π

1− ρ
=
FSR

δ
(3.13)

where ρ is the fractional power left in the cavity after one round trip, and δ is the

linewidth of the cavity measured at FWHM. Using the specified mirror transmissivities

leads to a cavity finesse of ≈ 60,000.

Using the relation:

κ =
2πδ

2
(3.14)

and substituting in:

δ =
FSR

F
(3.15)

We obtain the cavity decay rate in terms of the free spectral range and finesse:

2κ = 2π
FSR

F
= 2π × 0.434 MHz (3.16)

The value of 2κ may also be experimentally verified using a cavity ringdown measure-

ment. Laser light is coupled into the cavity and allowed to reach a steady state, the laser

is then switched off and the cavity emission observed and recorded. The cavity decay rate

can then be obtained by fitting an exponential curve to the recorded cavity emission and

obtaining the lifetime. Figure 3.15 shows such a measurement with a witnessed lifetime of

296(8) ns, equating to 2κ = 2π× 0.537(7) MHz. The higher than expected decay rate can

be caused by multiple issues, such as higher than specified transmissivities, fluctuating

cavity length or mirror losses. These losses can be caused by imperfections in the mirror

surface causing scattering, coating non-uniformity or absorption by the mirror itself.

3.3.2 Cavity Stabilisation

Cavity stabilisation is important in ion-cavity experiments for a number of reasons. Firstly,

it is necessary to maintain resonance with the transition you wish to couple to. Further-

more, keeping the linewidth of the cavity small with regards to the optical transitions is

important to keep the many, closely spaced transitions resolvable and increase efficiency

without the need to use an excessive magnetic field to achieve the desired splitting. The

cavity in this thesis is locked to the caesium reference laser, described in section 3.2.1.
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Figure 3.15: Cavity ringdown measurement, plotting cavity emission over time. Data fitted to

an exponential decay. Image from [1].

Another important feature to have, is the ability to adjust the cavity length, and therefore

the frequency of the transition being coupled. The frequency of the reference laser used

to stabilise the cavity is fixed, it is therefore necessary to implement sideband locking, by

applying tunable sidebands to the laser being injected into the cavity. The cavity is locked

to the TEM70 mode of the reference laser to the reduce the intensity of light at the ion

position which would cause Stark shifts.

The electronics and optical components for the locking system are shown in Figure

3.16. The Pound-Drever-Hall (PDH) technique is used to stabilise the cavity. First,

the reference laser is passed through a fibre integrated electro-optical modulator (EOM)

allowing rf signals to be added to the carrier frequency of the light. A tunable rf frequency

from a generator with a range of 500 Hz to 500 MHz is added to a 10 MHz modulation

signal and sent to the EOM. This produces sidebands at the selected frequency, which

allow us to tune the length of the cavity, with secondary sidebands at 10 MHz which are

used to produce the error signal. The light is then passed through a λ/2 waveplate and a

PBS, with the waveplate set to maximise transmission through the cube. A λ/4 waveplate

transforms the polarisation into circularly polarised. The beam is then reflected off of the

5 ppm mirror, is transformed back into linear polarised light by the λ/4 waveplate and
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Figure 3.16: Cavity locking electronics and optical systems. Image from [3].

reflected by the PBS. The light is then coupled into an avalanche photodiode detector

(APD), the output of which is mixed with the 10 MHz modulation signal producing a

PDH error signal. This signal is fed to a PID controller which provides a feedback voltage

to one of the cavity mirror piezos via a high-voltage supply. This stabilises the length of

the cavity with reference to one of the sidebands of the reference laser.

3.3.3 Optimisation of ion-cavity coupling

The ion-cavity coupling is dependent upon the amplitude of the cavity field at the ions’

position. To optimise the coupling, we must therefore move the ion or translate the cavity

mirrors to sit on the maxima of the mode. Experimentally this is done by measuring the

cavity emission rate. The cavity is locked to resonance with the D3/2 ↔P1/2 transition.

The ion is continuously driven by 397 nm light and repumped back to the S1/2 via 850

nm & 854 nm lasers. This provides a continuous stream of 866 nm photons in the cavity

mode. The rate of cavity emission Rem is proportional to g2. The ion can be moved in

the trap radially by adjusting the rf electrode voltages and the cavity mode can be moved

axially by translating the mirrors with the attached piezos. These two parameters can

then be adjusted until the cavity emission rate is maximised.

In order to obtain an accurate description of the dynamics, the ion must no longer

be treated as a point particle with a determined position. Instead, its thermal motion

causes the ion to probe a region of the cavity field over time. Its spatial distribution

then determines the effective coupling to the cavity mode. In this description, the radial

motion of the ion can be neglected as its deviation from the trap centre with respect to

the mode diameter is small, we then only need to consider motion in the axial direction.
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Figure 3.17: Level diagram for the ion-cavity coupling process. The drive laser with Rabi

frequency Ωdrive drives the ion into the P1/2 state. Here, the ion can spontaneously

decay back to the S state with a rate γSP1/2 or emit a photon into the cavity with

coupling rate g, where lasers with Rabi frequency Ωrep re-pump the ion population

back into the S state via a spontaneous emission channel with rate γSP3/2.

The coupling rate g between an ion and the cavity field varies with the strength of the

field at the ion position. It can be written as a standing wave along the cavity axis (z)

g(z) = g0 cos (kz) (3.17)

with 2g0 equal to the vacuum Rabi frequency and k is the wave number of the cavity

field. The absolute square of the ion’s position wavefunction can be written as

|Ψ(z)|2 =
√

1

π∆z2
e−

z2

∆z2 (3.18)

with the variance of the ion’s position

∆z2 ≈ 2kBT

mω2
sec

(3.19)

where ωsec is the axial secular frequency, m is the ion mass, T is the temperature of

the ion and kB is Boltzmann’s constant. The average cavity emission Rem is proportional

to the position averaged coupling which is equivalent to the convolution of |Ψ(z)|2 and

g(z)2, the cavity field intensity.

Rem(z) ∝
∫ ∞

−∞

∣∣Ψ(z′)
∣∣2 g(z − z′)2 dz′ = g20

∫ ∞

−∞

∣∣Ψ(z′)
∣∣2 cos2(k(z − z′)) dz′ (3.20)
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A solution to this integral is found in [3], which results in

Rem(z) ∝ g20
2

(
1 + e−k2∆z2cos(2kz)

)
(3.21)

This shows that as the cavity field is translated over the ions’ position, the cavity

emission changes sinusoidally, with the amplitude being determined by the ions’ position

distribution i.e its thermal motion. Using this, we can determine the ions’ temperature

by relating the visibility of the emission rate to the ions’ spatial profile

V =
RMax −RMin

RMax +RMin
= e−k2∆z2 (3.22)

and rearranging Eq 3.19 for T. The highest achievable visibility with this trap is around

60%, using only laser Doppler cooling. This leads to ion temperatures of 750µK, roughly

1.4 times the Doppler limit. This may be improved by introducing further cooling methods

such as EIT[43] or sideband cooling[44].

3.3.4 Cavity Emission

Cavity emission is collimated by a lens and then optionally filtered using a λ/4 wave-

plate and a PBS, allowing selection of σ+ or σ− polarised photons. The emission then

passes through two band pass filters which block the 894 nm locking light and allow the

transmittance of 866 nm with 90% efficiency each. The emission is then coupled into a

PM fibre, using a λ/2 waveplate to match the polarisation of the emission to the fibre.

Superconducting nanowire single-photon detectors (SSPDs)(PhotonSpot Inc.) detect the

cavity emission and output a TTL for each photon, which is then counted by a DAC or

FPGA. The SSPDs have a rated quantum efficiency of >80% at 850 nm with a dark count

of 1 cps.
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Chapter 4

Improving Indistinguishability of

Single Photons

Single photons are a key requirement for many quantum networking schemes. For prob-

abilistic schemes, entanglement between two systems is generated by interfering photons

at a beam splitter. If the photons are in any way distinguishable, a loss in the visibility

of the interference pattern results, leading to losses of fidelity in the entanglement. Dis-

tinguishability can be introduced in the single photon by decoherence processes in the

quantum system or via differences in the conditions of how the photon was generated,

for example changes in laser frequency. This chapter investigates how we can negate a

significant amount of the dominant decoherence process in single photon generation in

trapped ions (spontaneous emission). The effect of noise on experimental parameters is

also investigated via simulations.

A typical scheme for producing single photons using 40Ca+ , with an ion in the

initial state S1/2 and driven into the metastable D3/2 states is referred to as the S-

to-D scheme throughout this thesis. This scheme has been used successfully in other

experiments [45, 46, 47]. In this chapter, we will discuss this scheme in-depth and identify

causes for distinguishability to be introduced to the generated photons. We will then

introduce a new scheme which is less susceptible to these errors and compare the two

using a Hong-Ou-Mandel interference measurement. The beamsplitter relations and the

correlation functions required to describe and simulate this effect will also be derived.
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4.1 Scheme Comparison - Photon Distinguishability

Figure 4.1 shows the S-to-D single photon generation scheme. A cavity-STIRAP pro-

cess is used to drive the ions population from the |S1/2;mj = −1/2⟩ ground state to the

|D3/2;mj = 3/2⟩ state, with a photon collected by the cavity and emitted into the de-

tection setup. In order to individually address the Zeeman sublevels a magnetic field is

applied, the cavity frequency can then be tuned on resonance with the desired transition.

Figure 4.1: S-to-D scheme for single photon generation. Dashed lines represent spontaneous

decays to all Zeeman sublevels. Taken from [1].

A major source of distinguishability for the emitted single photons is caused by the

spontaneous decay channel γSP . The state population driven towards the P1/2 state is

much more likely to decay back to the S1/2 state rather than D3/2 (γSP = 10.8MHz >>

γDP = 0.744MHz). This results in state population returning to the initial state. This is

excellent for maximising single photon efficiency, as the population recycling means several

attempts to make the transition during the drive cycle. However, the coherence time of

the emitted photon is significantly reduced due to the ’time-jitter’ that is introduced.

The beams used to drive these transitions typically have a time-dependent Rabi frequency

(Ωdriv(t)), usually in the form of a Gaussian shape. This shape is specifically chosen to aid

adiabatic transfer of the state population. If the state population is reset via a spontaneous

emission event, the time-dependent drive beam is no longer at its initial state, resulting in

an altered temporal profile of the emitted photon. This effect worsens with the number of

decay events. The emitted photon can now be thought of as the probabilistic mixture of

40



many photons produced after N different spontaneous emission events. With the inability

to control these spontaneous emission events and the increase in distinguishability, this

leaves the S-to-D scheme unsuitable for quantum networking.

To improve the coherence and indistinguishability of the single photons, we must reduce

the impact of spontaneous emission. The most effective way to do this is changing the

initial state of the ion, so that spontaneous emission events do not recycle population into

the drive cycle. We achieve this by introducing a new single photon generation scheme,

shown in Figure 4.2.

Figure 4.2: D-to-D scheme for single photon generation. Dashed lines represent spontaneous

decays to all Zeeman sublevels. Image from [1].

In this scheme, a cavity-STIRAP is driven between two Zeeman sublevels in the D3/2

manifold, specifically between the initial state |D3/2;mj = −3/2⟩ and |D3/2;mj = 1/2⟩.

This scheme will be referred to as the D-to-D scheme throughout the rest of this thesis.

By preparing the ion in this way and driving the transition between Zeeman sublevels, the

dominant spontaneous decay channel γSP no longer recycles population into the initial

state. While the γDP decay channel does link to the initial state its strength is much

weaker, therefore population recycling is significantly reduced. To compare the number

of spontaneous emission events in each scheme a Monte Carlo simulation of the system

can be performed and the number of times the ion decays back to the initial state before

emitting a photon can be extracted. To gather a statistically significant amount of data,

20,000 runs of the system are performed for each scheme, the distribution of the number

of decays is shown in Figure 4.3. The results of this simulation show that for the D-to-D

scheme 90% of runs emit the single photon before a decay back to the initial state occurs,
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Figure 4.3: Number of spontaneous decay events that occur before a photon is emitted in the S-

to-D (orange) and D-to-D (blue) schemes. Obtained from Monte Carlo simulations

of the system with 20,000 trajectories per scheme. Taken from [1].

this is in stark contrast to the S-to-D scheme which shows that a significant amount of

runs only result in an emitted photon after several decay events, in extreme cases this

can be up to 20 events. It should be obvious from this, how the photon state can be

corrupted by this uncertainty of emission time. For the D-to-D scheme the γSP decay

channel must still be considered, but instead of harming fidelity it significantly reduces

efficiency. This causes the scheme to be unsuitable for deterministic networks, but well

suited for probabilistic ones where efficiency is traded for fidelity.

Other experimental factors can affect the distinguishability of single photons. An im-

portant property of the photons being interfered is the polarisation, this is fixed by the

transition that is chosen, however time-dependent birefringence in optical components such

as beam splitters and optical fibres can cause the polarisation of photons to be shifted,

in this experiment’s case this is generally caused by temperature fluctuations or external

vibrations causing stress on the components. Other factors affecting the distinguishability

are laser or cavity frequency fluctuations caused by electrical or mechanical noise. Fur-

thermore, magnetic field noise can shift the Zeeman sublevels and the relevant laser and

cavity detunings, although this is shown to be a small effect in section 4.7.
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Figure 4.4: Diagram of incident modes â† and b̂† on a 50:50 beamsplitter, with output modes

ĉ† and d̂†.

4.2 Two-photon interference - The Hong-Ou-Mandel Effect

The Hong-Ou-Mandel (HOM) interference effect [48] can be used to measure the distin-

guishability of two single photons. By treating the description of a beam splitter quantum

mechanically a phenomenon occurs, where two identical photons meeting at a balanced

beam splitter at the same time will always leave the same exit port. To start, we must

consider two identical single photons incident on two input modes â† and b̂† of a beam

splitter see Figure 4.4, described by

â†b̂†|0, 0⟩a,b = |1, 1⟩a,b (4.1)

The input modes are transformed into output modes ĉ† and d̂† by â†

b̂†

 =
1√
2

 1 1

1 −1

 ĉ†

d̂†

 (4.2)

Substituting the input modes â† and b̂† in equation 4.1 for the output modes gives us

the following input state

â†b̂†|0, 0⟩a,b →
1

2

(
ĉ† + d̂†

)(
ĉ† − d̂†

)
|0, 0⟩cd (4.3a)

=
1

2

(√
2|2, 0⟩cd + |1, 1⟩cd − |1, 1⟩cd −

√
2|0, 2⟩cd

)
(4.3b)

=
1√
2
(|2, 0⟩cd − |0, 2⟩cd) (4.3c)

This shows that due to a π phase-shift in the reflection of the b̂† mode the probability

amplitudes for the photons to leave separate ports cancels out. This results in the photons
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Figure 4.5: Physical representation of Equation 4.3c.

always exiting via the same output mode, see Figure 4.5. If instead, the photons are not

completely identical, there will be some probability of the photons occupying both output

modes, this probability increases with the level of distinguishability up to a maximum of

50%, where the photons are completely distinguishable. These probability amplitudes can

be measured by placing detectors at each output mode and detecting cross correlation

events. A conventional way to perform this experiment is to perform two measurement

runs, one where the two photons are identical and one where the polarisation of one photon

is purposefully rotated perpendicular, in this case no interference occurs. The difference

between these interference patterns then directly measures the distinguishability between

the two photons. Typically, this difference is referred to as the HOM visibility and is

defined

V = 1− Ppar

Pperp
(4.4)

where Ppar and Pperp refer to the probability of a coincidence count within a time window

for parallel and perpendicular polarisation’s of the two input fields.

A Hong-Ou-Mandel interferometer is used to measure the distinguishability and de-

termine a sources ability to produce identical single photons. A general interferometry

setup, seen in Figure 4.6, is the basis for the two experiments performed in this thesis.

Photons are emitted from the source, in this case an ion, at regular intervals separated by

a time T. A beam splitter diverts photons down one of two arms, which are recombined at

a 50:50 beam splitter where the interference occurs. One arm has a delay of T introduced

which ensures the photons meet at the beam splitter at the same time. A detector is then

placed on each output mode and a cross correlation measurement is performed.

4.2.1 Time-resolved two-photon interference

To describe and simulate the interference patterns that occur in the experiment we follow

[49] to derive the necessary second order correlation functions and use the built in two

time correlation functions in QuTiP by [50] to simulate the patterns.
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Figure 4.6: A generalised Hong-Ou-Mandel interferometer. Image from [1].

Initially, we rewrite the beam splitter relations so that the output fields ĉ(t) and d̂(t)

are written in terms of the time-dependent input fields â(t) and b̂(t). ĉ(t)

d̂(t)

 =
1√
2

 1 −1

1 1

 â(t)

b̂(t)

 (4.5)

For our purposes, we are interested in the photon statistics of the output modes, described

by correlation functions of the number operator i.e n̂c = ĉ†(t)ĉ(t). The normally ordered

correlation functions of the output mode number operators are then

⟨n̂a(t+ τ)n̂r(t)⟩ = ⟨r̂†(t)â†(t+ τ)â(t+ τ)r̂(t)⟩ (4.6)

where r̂ represents either â for the output intensity auto-correlation, or b̂ for the output

intensity cross-correlation. By substituting equation 4.5 into equation 4.6 we obtain the

intensity correlation functions in terms of the input fields

⟨n̂a(t+ τ)n̂a(b)(t)⟩ =
1

4

∑
(ĉ,d̂)∈Π(â′,b̂′)

[⟨ĉ†(t)ĉ†(t+ τ)ĉ(t+ τ)ĉ(t)⟩+ ⟨ĉ†(t)ĉ(t)⟩⟨d̂†(t+ τ)d̂(t+ τ)⟩.

± ⟨ĉ†(t+ τ)ĉ(t)⟩⟨d̂†(t)d̂(t+ τ)⟩ ± ⟨ĉ†(t+ τ)ĉ†(t)⟩⟨d̂(t+ τ)d̂(t)⟩

+ ⟨d̂(t)⟩⟨ĉ†(t)ĉ†(t+ τ)ĉ(t+ τ)⟩+ ⟨d̂†(t)⟩⟨ĉ†(t+ τ)ĉ(t+ τ)ĉ(t)⟩

± ⟨d̂(t+ τ)⟩⟨ĉ†(t+ τ)ĉ†(t)ĉ(t)⟩ ± ⟨d̂†(t+ τ)⟩⟨ĉ†(t)ĉ(t+ τ)ĉ(t)⟩]
(4.7)

where +/- correspond to the auto and cross correlation functions respectively. The

summation is over the set of permutations of the input mode operators i.e Π(â′, b̂′) ≡

{(â′, b̂′), (b̂′, â′)}. Terms four to eight in this equation are phase dependent correlation

functions, as described in [49]. The contribution of these terms can be neglected assum-

ing either a single photon source or that any phase relation between the two input fields
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vanishes over repeated runs of the experiment, equation 4.7 then reduces to

⟨n̂a(t+ τ)n̂a(b)(t)⟩ =
1

4

∑
(ĉ,d̂)∈Π(â′b̂′)

[⟨ĉ†(t)ĉ†(t+ τ)ĉ(t+ τ)ĉ(t)⟩

+⟨ĉ†(t)ĉ(t)⟩⟨d̂†(t+ τ)d̂(t+ τ)⟩ ± ⟨ĉ†(t+ τ)ĉ(t)⟩⟨d̂†(t)d̂(t+ τ)⟩]

(4.8)

Assuming that the two input fields derive from the same source and exhibit identical

statistics (â(t) = b̂(t)) we can simplify this equation further, writing purely in terms of

the input operator â now

⟨n̂a(t+ τ)n̂a(b)(t)⟩ =
1

2
[⟨â†(t)â†(t+ τ)â(t+ τ)â(t)⟩

+⟨â†(t)â(t)⟩⟨â†(t+ τ)â(t+ τ)⟩ ± ⟨â†(t+ τ)â(t)⟩⟨â†(t)â(t+ τ)⟩]
(4.9)

This output intensity correlation function is dependent on two detection times t and t+τ .

We may obtain the second order correlation functions, giving the likelihood of detecting a

photon at time τ after some detection at time zero. To do this, we integrate the two time

correlation functions over all times t

G
(2)
cd (τ) =

∫
dt ⟨n̂c(t+ τ)n̂d(t)⟩ (4.10)

G(2)
aa (τ) =

∫
⟨â†(t)â†(t+ τ)â(t+ τ)â(t)⟩dt (4.11)

Additionally, the auto correlation of the field intensity

G(1)
n (τ) =

∫
⟨â†(t)â(t)⟩⟨â†(t+ τ)â(t+ τ)⟩dt

=

∫
⟨n̂(t)⟩⟨n̂(t+ τ)⟩dt

(4.12)

And finally

|G(1)
a (τ)|2 =

∫
⟨â†(t+ τ)â(t)⟩⟨â†(t)â(t+ τ)⟩dt (4.13)

We have now obtained the second order correlation function of the beam splitter output

G
(2)
cd (τ) = G(2)

aa (τ) +G(1)
n (τ)− |G(1)

a (τ)|2 (4.14)

where we have dropped the ± sign for +, as we are only interested in cross correlation

events. The first term in this equation is commonly called the g2 of a source, it is a measure

of a sources ability to produce single photons, for a pure single photon source this always

equals zero. The individual components for this function are easily calculated following

the method in Chapter 2. A consequence of this treatment of the beam splitter relations

is the fact that, at τ = 0, zero coincidence counts are observed, even for completely

distinguishable photons. A typical interference pattern is shown in Figure 4.7, simulated

using the equations derived in Chapter 2 with the width of the dip at the centre narrowing

for more distinguishable photons.
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Figure 4.7: HOM interference pattern for spectrally distinguishable photons. With laser

linewidth δ as a fraction of pulse width ∆τ . Image from [1].

4.2.2 Polarisation Distinguishability

In the previous derivation for the second order correlation function we assumed perfectly

identical single photons, in the real world however there is some uncertainty introduced by

the optical components in the interference and detection setup. We extend the previous

analysis to include this uncertainty, in particular for the polarisation of the photons. First,

we may decompose the two input fields into two orthogonal polarisation modes. Defining

the polarisation of input mode â to be horizontal, and that of mode b̂ to be rotated by

some angle ϕ, we may write the fields as

â(t) = âH(t) (4.15)

b̂(t) = cos(ϕ)b̂H(t) + sin(ϕ)b̂V (t) (4.16)

Substituting this into Equation 4.6, we get

G
(2)
cd (τ) = G(2)

aa (τ) +G(1)
n (τ)− cos2ϕ|G(1)

a (τ)|2 (4.17)

Clearly, when the photons polarisations are orthogonal (ϕ = π/2), no interference occurs,

with the amount of interference increasing as the polarisations become more parallel.

4.3 Experimental Setup

The experimental setup is shown in Figure 4.8. A repeated sequence of laser pulses,

controlled via a FPGA, cause an ion to emit a single photon through the cavity at a regular

interval. The cavity emission polarisation is rotated from circular to linear polarisation
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Figure 4.8: The experimental setup. Orientation and polarisation of the lasers are depicted.

The cavity emission is then coupled to a fully fibre based HOM interferometer.

via a λ/4 waveplate. A PBS filters any unwanted polarisation. Two bandpass filters

remove the 894 nm cavity locking light, while a λ/2 waveplate matches the emission

polarisation to the collection fibre and the HOM interferometer. In our case, the entire

interferometer is fibre based with no free space travel. Instead of an initial beamsplitter to

direct the photons down one of two paths, a PM fibre-coupled electro optical switch (EOS)

is used instead. This switch is controlled by the FPGA and allows us to direct consecutive

photons down different arms. One arm of the setup couples directly to the PM 50:50 fibre

beamsplitter (FBS) and is referred to as the direct arm. The other arm couples first to a

spool of single mode fibre, 1.5 km in length and then to the other port of the FBS, this

arm is referred to as the delay arm. A set of polarisation control paddles are fitted to the

delay fibre to allow control over the birefringence and therefore the output polarisation.

The outputs of the FBS are sent to individual superconducting single photon detectors

(SSPDs). A 99:1 FBS taps off a small portion of one outputs power and delivers it to an

external polarimeter. All fibre-fibre connections are spliced to reduce losses.

As discussed earlier, polarisation drift of the single photons leads to a loss in HOM vis-

ibility. Because the delay fibre is not polarisation maintaining, photons travelling through

the fibre will experience a time-dependent drift in the birefringence of the fibre and will

therefore exit the fibre with a rotated polarisation. This is mainly due to mechanical noise

and temperature changes. The fibre spool itself is kept within a padded box to dampen vi-

brations, but there is no active mechanical or temperature stabilisation. Due to the length

of the fibre, these changes in birefringence need to be corrected every few minutes of the

experiment running. To do this, a reference 866 nm laser is coupled into the setup as the

polarimeter is not sensitive enough to detect the experimental single photons. This beam

is blocked by a shutter during data collection and overlapped at the PBS with the cavity

emission. A λ/2 waveplate is moved in front of the bandpass filters in order to match the

polarisation to the fibre. The polarisation is then viewed on the polarimeter for each arm

by manually selecting an output arm for the EOS, and the polarisation of the delay arm
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Figure 4.9: Laser pulse sequences for S-to-D (Top) and D-to-D (Bottom) schemes. Relevant

polarisation information is depicted.

is adjusted to be either parallel (interference measurement) or perpendicular (reference

measurement) to the direct arm. The polarisation drift is on the order of a degree per

minute, but this varies greatly day-to-day. This drift would be fixed by replacing the delay

fibre with a PM fibre, but this would harm the efficiency (greater attenuation) and we

would lose the ability to rotate the polarisation to perform a reference measurement.

4.4 Single photon generation sequence

The laser pulse sequence for each scheme is depicted in Figure 4.9. An FPGA controls

the lasers by sending TTLs to RF switches which turn on/off the controlling AOMs. The

sequence length is 7.38µs, determined by the length of the delay fibre. The sequence for

both schemes can be broken down into three sections, 1.5µs of cooling, 2.5µs of state

preparation and finally a 2.5µs drive period where the single photon is created. A 500 ns

and 380 ns pause is inserted before and after the drive period respectively, this ensures that

no other lasers are on during the generation and that the cavity decays completely before

the next cycle. The TDCs are also gated to only accept counts during a certain period,

reducing the noise and amount of post-processing necessary to extract the information. To

split the Zeeman sublevels a magnetic field of 4.9 G is applied along the cavity axis. This

separates the D3/2 Zeeman sublevels by 5 MHz. The linewidth of the Raman transition

combined with the cavity linewidth is much smaller than this spacing, meaning we can

resolve the individual transitions and selectively couple to one of them by tuning the

frequency of the cavity. Both schemes begin with a cooling stage, the 397 (a) beam is

blue-detuned ∆cool = 2γSP from resonance and Doppler cools the ion while a combined
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850/854 nm beam repumps the ion back into the ground state from the metastable D3/2

and D5/2 levels. During this process the ion is cooled to 1.4 TD, which is maintained

through the rest of the sequence.

The state preparation and single photon generation are different for each scheme. For

the S-to-D scheme the ion is state prepared into a mixture of the S1/2 Zeeman sublevels.

This is done by removing the 397 (a) beam and allowing the repumpers (850 & 854

nm) to pump the ion back into the ground state. In the single photon generation stage,

the 397 (b) beam, detuned ∆drive = 2γSP from resonance, drives the cavity-STIRAP

transition with a Gaussian shape, given by connecting a function generator to the AM

(amplitude modulation) input of a VCO (voltage controlled oscillator). This Gaussian

has a width ∆τ = 450 ns and amplitude Ωdrive = γSP . The D-to-D scheme meanwhile,

is state prepared into the |D3/2,mj = −3/2⟩ stretch state. To do this, an on-resonance

866 nm beam with σ+ and π polarisation, along with a 397 nm beam blue-detuned by

∆prep = 2γSP with mixed polarisation pump the ion population into the designated state

as it is a dark state for the selected polarisations of lasers. Given enough time the entire

ion population will be prepared in |D3/2,mj = −3/2⟩. Simulations show the length of time

required to do this is ≈ 10µs. With only 2.5µs available for state preparation, roughly

70% of the state population is in the desired state. The single photon is then driven by

a σ+ & σ− polarised 866 nm beam, red-detuned by ∆drive = 2γSP with a Gaussian pulse

shape of width ∆τ = 450 ns and amplitude Ωdrive = 0.5γSP .

The selected parameters are chosen to optimise the single photon efficiency given the

sequence length imposed by the delay fibre. In general, these stages would be better

performed at lower power for a longer amount of time, this would reduce any potential

heating of the ion as well as maintaining adiabaticity of the process. Optimal parameters

were first found using simulations, and then fine tuned experimentally.

4.5 Results

The raw data for this experiment is the photon arrival times detected by the two channels

on the TDC, gated during the single photon window. A histogram, spanning several

sequence periods, τseq is built from the differences in arrival time of the photons on the

two detectors. This histogram is proportional to the second order correlation function

derived in Section 4.2. The histograms for the S-to-D and D-to-D schemes are shown

in Figures 4.10 and 4.11 respectively. The histograms consist of evenly spaced peaks

separated by the sequence period. Due to the use of the EOS, photons cannot arrive an
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Figure 4.10: Coincidence probability density Histogram for S-to-D scheme with parallel (blue)

and perpendicular (orange) polarisation. Bin width = 200 ns.

odd number of sequence lengths apart, as such, these peaks are heavily suppressed and

instead give us an indication of the experimental noise, caused by coincidences between

a signal photon and background (detector dark count), background and background or

leakage of a signal photon through the switch to the other arm.

4.5.1 Single Photon generation efficiency

The photon detection probability histograms for both schemes can be seen in Figure 4.12

and corresponds to the overall photon shape that is the average over the entire measure-

ment period. These histograms are created by comparing the arrival times of photons to

a reference trigger pulse generated every 256 cycles and detected by a third channel of

the TDC. The S-to-D scheme’s probability of a single photon being detected by either

detector was Pdet,SD = 0.360(3)%. The total emission probability can then be extracted

by estimating the transmission efficiencies in the system. Each optical component has an

associated loss, the largest of which is the delay fibre with a measured ηspool = 44% output

efficiency. The total probability of emitting a photon can be calculated as

Pemit =
2Pdet

ηfilterηcouplingηBSηdetη
2
splice(1 + ηspoolηsplice)(B +Aηspliceηtap)

(4.18)
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Figure 4.11: Coincidence probability density Histogram for D-to-D scheme with parallel (blue)

and perpendicular (orange) polarisation. Bin width = 200 ns.

where ηfilter, ηcoupling, ηdet, ηsplice, ηBS and ηtap are the measured efficiencies of the cav-

ity bandpass filters, collection fibre coupling, single photon detectors, fibre splices, 50:50

beamsplitter and 99:1 beamsplitter (total loss includes 1% tapped power) respectively. A

and B are the branching fractions of the 50:50 beamsplitter. Using this equation, the prob-

ability of emitting a photon with the S-to-D scheme is Pemit = 1.61%. Simulations show

an efficiency of 1.8%. The lower measured efficiency is likely due to worse than expected

fibre coupling and drift throughout the experimental runs. In addition, the rated detector

efficiency is also specified for 850 nm photons, and is likely slightly less than indicated for

the emitted 866 nm photons.

For the D-to-D scheme a detection probability of Pdet,DD = 0.05904(3)% is measured,

resulting in an emission efficiency of Pemit,DD = 0.27%. An emission efficiency of 0.75% is

simulated, meaning there is a different source of loss for this scheme compared to S-to-D.

The most likely cause of this is inefficient state preparation. The 397 nm power is kept low

to reduce heating, and with the limited time to state prepare, much of the ions population

is likely left in the ground state.
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Figure 4.12: Temporal probability distribution of detecting single photons for S-to-D (left and

D-to-D (right) schemes. Blue dots show experimental data extracted by sorting

photon arrival times into 20 ns time bins with respect to a reference pulse. Both

histograms are normalised to unity. Orange solid lines are obtained from numerical

simulations of the system.

4.5.2 HOM interference Patterns

To calculate the HOM visibility for each scheme we must normalise the parallel and per-

pendicular measurements due to differing measurement times. Moreover, the fibre-coupled

components have polarisation dependent losses, meaning the overall detection efficiency

will be lower for one set of measurements over the other. This must be accounted for

in the normalisation as well. The parallel polarisation in this case is set by the direct

arm of the experiment, and perpendicular is defined to be orthogonal to that polarisation.

The fibre beamsplitter has transmissions of (ηBS,∥ = 0.86) and (ηBS,⊥ = 0.63) for parallel

and perpendicular polarisations respectively. We then define the combined transmission

efficiency through the delay fibre and beam splitter as ρ∥ = 0.38 and ρ⊥ = 0.28. The

branching ratio of the beamsplitter also changes depending on the polarisation, for paral-

lel polarisation A∥ = 0.53 and B∥ = 0.47. For perpendicular polarisation, A⊥ = 0.75 and

B⊥ = 0.25.

First, to account for the different measurement times the histograms are scaled such

that the area under the peaks is unity. The perpendicular histogram is then scaled to

correct for the difference in transmission and branching ratios using the scale factor

R =
2A∥B∥ρ∥

(A∥B⊥ +A⊥B∥)ρ⊥
(4.19)

The normalised histograms are shown in Figure 4.13, here only the central peak is shown.
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Figure 4.13: HOM interference pattern for S-to-D (left) and D-to-D (right) schemes. Experi-

ment data for parallel (blue) and perpendicular (orange) measurements are shown,

along with error bars. Simulations are shown as dashed and solid lines.

The HOM visibility is defined as

V = 1−

∫ T/2
−T/2C∥dτ∫ T/2
−T/2C⊥dτ

(4.20)

where T/2 is the photon generation period and C∥ and C⊥ are the total normalised coin-

cidence counts for the parallel and perpendicular measurements respectively. A visibility

of 50(2)% is calculated for the S-to-D scheme, in close agreement with the simulated value

of 53%. For the D-to-D scheme, a visibility of 81(2)% is measured. While this is an

obvious improvement on the S-to-D scheme, the simulations show a visibility of 92.2%

is achievable. A contribution to this difference is the aforementioned state preparation

fidelity. Another source is likely the polarisation drift in the delay fibre. While the meas-

ured value for the drift was acceptable, this value is likely to change based on external

conditions. By fitting a value for the polarisation offset ϕ in the simulations, we find an

average difference of ϕ = 12. Taking this into account, the measured visibilities increase to

54(2)% and 89(2)% for the S-to-D and D-to-D respectively. The visibility demonstrated

in this experiment represents the best reported HOM visibility for an ion-cavity system

to our knowledge.

4.6 Scheme Comparison

We will now compare the two schemes based on their usage in probabilistic entanglement

schemes. A lot of the analysis done in this section was performed by Tom Walker [1]. For

probabilistic entanglement schemes we are interested in two characteristics, the heralded

entanglement rate Rent and the fidelity F of the operation. For entanglement schemes such
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as [51], entanglement is generated between two separated ions’ electronic state and the po-

larisation state of their emitted photons. The photons are interfered on a beam splitter and

entanglement is detected by coincidence detection of the photons due to perpendicularly

polarised photons. Photons with parallel polarisation that are still distinguishable, results

in false positives, it is therefore important that the single photons are as indistinguishable

as possible.

The fidelity of the entanglement operation for a single photon source can be written

in terms of the HOM visibility as follows [52]

F =
1 + V

2
(4.21)

For quantum communication between devices the initial fidelity of an operation needs

to be as high as possible, as fidelity of transmission of the entanglement tends to be

very low. This can be improved by employing entanglement purification [53] in shorter

sections of the channel via entanglement swapping. This can be extended to an arbitrarily

long communication channel, with an overhead cost in both time and resources. It is

therefore important to maintain a high initial fidelity to reduce the negative impact of these

purification techniques. In this experiment, we demonstrate how careful selection of the

initial state for a cavity-STIRAP transition can significantly increase the HOM visibility

and therefore the fidelity of entanglement operations, this is at the cost of emission rate

however. In this section we will discuss other ways to increase HOM visibility and compare

these to the new scheme presented here.

Many experiments employ a temporal filtering technique [54, 55] to improve the visib-

ility of a HOM interference pattern. By inspecting the typical HOM interference patterns

for parallel and perpendicular photons, it can be seen, that by narrowing the maximum

detection time T between photons, the amount of coincidences in the parallel case signi-

ficantly reduces, while the perpendicular case is less affected, this increases the visibility.

An example of this trade-off is seen in Figure 4.14 for the S-to-D scheme. To match the

experimentally achieved visibility by the D-to-D scheme (81%) a window of T = 400 ns

is needed, this cuts the coincidence counts down to 41% of the total collected during the

whole measurement window. In comparison, the D-to-D scheme produces coincidences at

a rate of 3% of the S-to-D scheme pre-temporal filtering. Therefore the S-to-D scheme

seems preferable. However, if we instead look at the simulated results i.e disregarding the

technical limitations that reduced the D-to-D visibility the situation changes. To match

the expected 92.2% visibility of the D-to-D (higher visibilities have since been obtained,

> 97%), a window of T = 210 ns is required. This cuts the coincidence rate down to 23% of
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Figure 4.14: Comparison between visibility (blue) and coincidence count rate (orange) with a

varying window size T for S-to-D scheme. The insert shows an example of temporal

filtering, grey shaded areas are ignored increasing the HOM visibility. Image from

[1].

the experimental S-to-D coincidence rate. Meanwhile, simulating the D-to-D scheme with

optimal state preparation has an expected coincidence rate of 53% of the experimental S-

to-D scheme, a 2x increase. We can clearly see in this case that for any arbitrarily selected

target visibility, the D-to-D scheme will outperform the S-to-D in terms of efficiency for all

cases when the D-to-D scheme has optimal state preparation. It is for these reasons that

we can say temporal filtering only presents a better visibility with regards to technical

limitations, such as state preparation fidelity and signal-noise ratio.

The experimental parameters used to generate single photons is also a major factor.

For this experiment, these parameters were chosen to maximise the photon emission rate

and not the visibility. Heat maps for simulated visibilities and single photon efficiency are

shown in Figure 4.15, over a range of laser intensities and detunings. It is seen that for

both schemes, further detuning the laser and reducing drive power increases the visibility.

We can compare these heat maps in Python. By selecting a random point on the visibility

graph for the S-to-D scheme we can obtain an emission probability by looking at the same

point on the emission probability heatmap. We can then compare the emission probability

for the same visibility (or closest) in the D-to-D heatmap. For all cases, the D-to-D scheme

retains a higher emission probability than the S-to-D scheme, making it a better choice

in all scenarios. It is also apparent that the HOM visibility of the D-to-D scheme is less

sensitive to changes in the laser parameters, this means we can expect a more consistent
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Figure 4.15: Simulated visibility and emission probability heatmaps for the S-to-D and D-to-

D scheme, varying Raman detuning and laser power in units of the transition

linewidth ΓSD. (a,b) S-to-D and D-to-D efficiency. (c,d) S-to-D and D-to-D

visibility.

result with regard to experimental noise, as shown in Section 4.7. Working in the far

detuned limit (∆ >> γSP ) is a typical way to reduce the amount of population in the

excited state (P1/2) close to zero. In a recent experiment [56], the far detuning method was

used to produce single photons in a 40Ca+ ion-cavity system, convert them to telecom and

measure the HOM interference. In this case a visibility of VSD = 0.472(8)% was obtained,

primarily limited by the spontaneous emission rate. While the two experiments cannot be

directly compared due to different parameters, it shows that even when the drive beam is

far detuned, the spontaneous emission in the S-to-D scheme is the main severely limiting

factor.

Finally, the efficiency achieved in this experiment for the D-to-D scheme is mainly

limited by the state preparation fidelity and the Clebsch-Gordan coefficient for the selected

transition. By choosing a different initial state with a more favourable Clebsch-Gordan

coefficient (|D3/2;mj = −1/2⟩ we can improve the efficiency. Simulating the system with

this initial state, the D-to-D scheme matches the S-to-D generation efficiency if we have

perfect state preparation and we choose laser parameters to optimise the emission rate.

Doing this, the visibility rises to 96% for D-to-D and 54% for S-to-D, meaning the D-

to-D scheme is strictly better in all cases. To achieve this level of efficiency with the

D-to-D scheme we would need to employ a new state preparation technique. A STIRAP

process has been used to achieve 95% state preparation fidelity in under 10µs [57]. This
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technique could not be implemented in this experiments case due to the sequence length

being limited by the delay fibre.

4.7 Sources of Distinguishability

Discussed earlier in this chapter, the HOM visibility was predominantly limited by the po-

larisation drift in the delay fibre. In principle, there are other sources of distinguishability

that directly affect the single photons being produced. In this section, we will compare

sources of noise within the experiment, simulate them and predict their impact on the

experimental visibilities.

With the laser linewidths already included within the simulations, we look at drifts

in the magnetic field and in laser/cavity detunings between two photon emission events.

This would produce photons with slightly differing frequencies, and could represent some

noise on experimental equipment where the same source is used to produce both photons

with one being delayed by a cycle length or differences between two separate sources.

To calculate the HOM interference patterns, we take an ’expected’ photon and use that

as a common mode input for all of the interference patterns. The other mode input is

the photon produced by the various parameter sets (B, ∆cav, ∆las). These interference

patterns are then summed, weighted by a Gaussian distribution, centred on the point where

the parameter value matches that of the ”expected” photon. The overall visibility is then

calculated against the summed reference signal using the same Gaussian distribution. The

comparison in visibility from two identical single photons to this weighted average of non-

identical photons gives us an indication of how sensitive the two-photon interference is to

noise variations of certain parameters.

4.7.1 Magnetic Field

We begin by varying the magnetic field that each photon is produced under. This changes

the Zeeman splitting and results in photons of differing frequencies, this in turn changes

how the photon couples to the cavity. The centre B-field used was 4.89 Gauss, this

corresponds to a 3A current through the Helmholtz coils. The photon produced under this

condition is used as the common mode input for the beam-splitter between all interference

patterns calculated. Figure 4.16 shows the individual results for a few different photons

produced under different B-fields interfering with the common photon, along with the

summed results for all parameters. Clearly, photons produced under different magnetic

fields affect the indistinguishability of the single photons produced. The visibility loss is
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(a) ∆B = 0.17 Gauss (b) ∆B = −0.17 Gauss

(c) ∆B = 0 Gauss (d) Summed

Figure 4.16: HOM interference patterns for photons produced under different magnetic fields.

(a,b) are photons produced under 4.72 and 5.06 Gauss, interfered with the centre

photon, with V = 92.8% and 93.9% respectively. (c) shows the normal interference

pattern between two photons produced at the centre value 4.893 Gauss, with V =

96.5%. (d) shows the weighted average over all possible combinations, with V =

96.4%.
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small however, compared to the change in magnetic field. For example, Figure 4.16 a) is

the interference pattern between a centre photon at 4.8934 G and a photon produced at

4.72 G, this difference in magnetic field is equivalent to a 100 mA change in the current

in the Helmholtz coils and thus far exceeds any electrical noise that could be seen on the

power supply, this along with the relatively small decrease in visibility of just 3.7% means

that any noise we would reasonable have on the magnetic field should be negligible in

terms of two photon interference.

To test this further, it should be possible to observe a quantum beat note in the

interference pattern if the frequency difference between two photons is large enough [58].

Going to extreme values of the B-field, upwards of 8 G shows us a clear quantum beat

note effect as can be seen in Figure 4.17.

(a) ∆B = 1.72 Gauss (b) ∆B = 3.44 Gauss

Figure 4.17: HOM interference patterns demonstrating a quantum beat note between two single

photons of different frequencies.

4.7.2 Laser and Cavity Detunings

Another parameter which could introduce distinguishability between photons is the laser

detuning used for the beam that drives the transition as well as the detuning for the

cavity. It is common for some noise to be present on the laser frequency introduced by

imperfect stability locking of the laser or through a noisy rf source used for the AOMs.

Cavity mirrors can also drift over time. A difference in the detuning of the drive beam

or the cavity will lead to photons produced at different frequencies, as was the case with

changing the B-field. As shown in Figure 4.18, this leads to similar results.

For the actual experimental setup, the difference in detuning between two subsequent

photons is significantly smaller than the maximum difference tested here, due to good

stability locking of the laser and clean rf signals used for the AOMs. The cavity is also

stability locked to the same system as the laser, meaning drifting over short time scales,
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(a) -0.45MHz Detuned (b) 0.45MHz Detuned

(c) Same Detuning (d) Summed

Figure 4.18: HOM visibilities for photons of differing frequency due to cavity or laser detuning.

(a,b) are produced with photons that are ± 0.45 MHz detuned from the centre

photon with V = 90.8% and 89.4%. (c) is photons produced using the same de-

tuning with V = 96.5% (d) is the weighted average over all possible combinations,

with V = 96.3%

such as the length of a few drive cycles can be neglected when comparing two subsequent

photons. If however, a large frequency shift has occurred, due to equipment malfunctioning

etc. the resultant visibility is not impacted heavily, especially when averaged over many

runs of the experiment.

Once again, going to extreme values of detuning, we observe a quantum beat note in

the interference pattern as shown in Figure 4.19.

4.8 Conclusion

We have shown how careful selection of the initial state in a cavity-assisted Raman trans-

ition can significantly improve the indistinguishability of single photons. The improvement

in visibility for the D-to-D scheme is useful in many quantum systems and networking,

including probabilistic entanglement schemes and time-bin encoding. Through numerical

simulations of the system, we have demonstrated that by reducing the effects of spontan-
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(a) -0.585MHz Detuned (b) -0.676MHz Detuned

Figure 4.19: HOM interference patterns demonstrating a quantum beat note between two single

photons of different frequencies.

eous emission we can far outperform the commonly used S-to-D scheme in terms of both

efficiency and visibility over the entire parameter space, with and without temporal filter-

ing. To do this experimentally, coherent state transfer (STIRAP) must be implemented to

increase state preparation fidelity, and allow us to prepare in a state with a more favour-

able Clebsch-Gordan coefficient. A visibility of 81(2)% is measured in this experiment and

represents the highest visibility obtained experimentally by an ion-cavity system without

subtracting background counts or applying temporal filtering.

Neutral atoms have previously held an advantage over trapped ions due to the ability

to enter the strong coupling regime for optical cavities. With visibilities on the order

of 80% [59, 60], this experiment brings a weakly-coupled ion-cavity system in line with

neutral atoms. A combination of our scheme and a strongly coupled ion-cavity system

such as [29] could lead to near unity HOM visibilities being possible, while also increasing

single photon efficiencies.
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Chapter 5

Time-bin encoding with an

ion-cavity system

Quantum information encoding is an important aspect of quantum communication net-

works. Many encoding schemes exist, but suffer from decoherence effects and noise when

implemented for long-distance communication. A typical scheme used in experiments such

as quantum-key distribution (QKD) [61], encodes the quantum information in the polar-

isation state of a photon [62, 63]. Unfortunately, thermal or mechanical stress induces

a time-dependent birefringence in optical fibres, which serves to scramble the intended

quantum state. Other effects such as polarisation mode dispersion [64] also change the

polarisation state of the photons. For this reason, time-bin phase encoding is regarded as

the optimal choice for long-distance communication networks as it is much more robust

to environmental factors [65, 66, 67, 68] and does not suffer from false heralding unlike

photon number encoding, where the absence of a photon corresponds to a state.

In this chapter, we demonstrate the ability to produce accurately prepared arbitrary

photonic qubit states straight from an ion-cavity system using time-bin phase encoding.

A HOM interference measurement is performed again, this time to measure the applied

phase difference to a time-bin of one photon. Similar to chapter 4, two schemes will be

compared and the effect of spontaneous emission on the output qubit state will be shown.

5.1 Time-bin Encoding

In typical experiments which employ time-bin phase encoding, a single photon source is

connected to a short, unbalanced Mach-Zehnder (MZ) interferometer see Figure 5.1. This
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Figure 5.1: An example of a general, short, unbalanced Mach-Zehnder interferometer to produce

time-bin encoded photons. A single photon source releases a photon into the setup

where it is split into two paths. A direct path leads straight to the output splitter

and represents the time-bin |0⟩. A second arm, elongated compared to the first,

delays the photon before entering the output splitter and represents the time-bin

|1⟩. An optional phase ϕ can be applied to this arm to create a unique qubit state

described by Equation 5.2.

produces a photon in a superposition of two time bins. We can write this state

|ψ⟩ = α |0⟩+ β |1⟩ (5.1)

where α and β are the amplitudes for each state. In general, it is difficult to alter these

amplitudes as they are set by the optical components chosen. To gain control over this

superposition, a phase shift along one path of the MZ interferometer can be implemented,

allowing arbitrary control over the qubit state. This new state can be written

|ψ⟩ = |0⟩+ eiϕ |1⟩√
2

(5.2)

where ϕ is a chosen phase. This phase is used in many applications, such as QKD, whereby

using a second MZ interferometer on the receiver end you can select a measurement basis

[68, 69], although the specifics for any implementations will not be discussed in this thesis.

In this experiment, we remove the need for a MZ interferometer on the sender side of

a quantum communication link. Instead, the single photon itself is generated with two

distinct time-bins by shaping the amplitude of the laser beam driving a cavity-assisted

Raman transition. An arbitrary phase can be applied during the photon generation process

to reproduce the same qubit state in Equation 5.2. It should be noted any number of time-

bins can be generated, with individual phases applied, resulting in qutrit and ququad etc

states such as in [70].
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5.2 Phase Dependent HOM Interference Patterns

To perform entanglements or use communication protocols we must verify the qubit state

we are producing and compare against the intended output. Measuring the amplitudes of

the qubits states |0⟩ and |1⟩ is trivial. We must simply repeat the single photon generation

sequence and record photon arrival times. Doing this, we can reconstruct the photons

probability distribution, such as in Chapter 4, and compare the size of the two time-bins,

we may then alter the parameters to achieve any intended distribution, although this

normally remains as 50:50.

A more complicated measurement, is that of the applied phase shift to the second

time-bin. Following [70], we can use a HOM interference experiment to extract this phase

information. To do this, a reference photon, with no applied phase shift, is interfered

at a 50:50 beamsplitter with a signal photon, one which has a chosen phase applied to

the second time-bin. To predict the outcome of this experiment we must follow a sim-

ilar procedure followed in Chapter 4. We start by defining the two input modes of the

beamsplitter

â† =
1√
2
(â1

† + â2
†) (5.3)

b̂† =
1√
2
(b̂1

†
+ eiϕb̂2

†
) (5.4)

where â† and b̂† represents the input mode for the reference and signal photon respectively,

and the subscripts (1,2) refer to the time-bin. Using this we write the input state as

â†b̂† |00⟩BS =
1

2
(â1

† + â2
†)(b̂1

†
+ eiϕb̂2

†
) |00⟩BS (5.5)

We can use the beamsplitter input-output relations (Equation 4.1) to write â† and b̂† in

terms of the output modes ĉ† and d̂†

â1
† =

1√
2
(ĉ1

† + d̂1
†
) â2

† =
1√
2
(ĉ2

† + d̂2
†
) (5.6)

b̂1
†
=

1√
2
(ĉ1

† − d̂1
†
) b̂2

†
=
eiϕ√
2
(ĉ2

† − d̂2
†
) (5.7)

Substituting these into the input state Equation 5.5 we obtain

â†b̂† |00⟩BS =
1

4

(
(ĉ1

† + d̂1
†
) + (ĉ2

† + d̂2
†
)
)(

(ĉ1
† − d̂1

†
) + eiϕ(ĉ2

† − d̂2
†
)
)

(5.8)

Expanding this out and grouping relevant terms together we obtain

â†b̂† |00⟩BS =
1

4

(
(ĉ1

†)2 − (d̂1
†
)2
)
+ eiϕ

(
(ĉ2

†)2 − (d̂2
†
)2
)

+
(
ĉ1

†ĉ2
† − d̂1

†
d̂2

†)(
1 + eiϕ

)
−
(
ĉ2

†d̂1
† − d̂2

†
ĉ1

†
)(

1− eiϕ
) (5.9)
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Figure 5.2: A representation of three scenarios resulting HOM interference patterns. A reference

measurement (left) performed with distinguishable single photons takes the form of

the auto correlation of the photon shape. Two measurements, performed with

identical single photons and a varying phase on time-bin two of one single photon,

with ϕ = π/2 (Middle) and ϕ = π (Right) show differing amplitudes for the satellite

peaks depending in the phase applied.

The first line of this equation corresponds to the times when both photons are detected

within the same time bin, in this case they coalesce and are always detected in the same

output port. The second and third lines correspond to the times where the photons are

detected in different time bins. It is apparent that in this case the detections rely on the

applied phase difference. With ϕ = 0, no cross-correlations are detected, as expected with

HOM interference. If however ϕ = π, the photons are instead forced into opposite output

ports.

The interference patterns produced by this are then a direct measure of the phase that

has been applied. For distinguishable photons (i.e polarisations are perpendicular), the

shape takes the form of the auto-correlation of the photon shape, in this case a triple peak

structure. The centre peak of which, are photons detected in the same time-bin, while the

two smaller satellite peaks are those of photons in different time-bins. A representative

set of graphs for varying applied phases is presented in Figure 5.2. This allows us to

compare the interference patterns and extract the phase applied, thereby confirming the

preparation of our qubit state.

5.3 Experimental Setup

The experimental setup is largely identical to that of the previous chapter. Some modi-

fications were implemented to improve several aspects of the experiment. The setup can

be seen in Figure 5.3. Firstly, the 866 nm Raman drive beam for the D-to-D scheme

was moved to be perpendicular to the cavity axis (magnetic field direction), this improves

the purity of the polarisation seen by the ion and reduces driving unwanted transitions.

Furthermore, this laser and the 397 nm drive beam for the S-to-D scheme are switched
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Figure 5.3: Ion trap and HOM interference setup. Orientation and polarisation of the lasers is

indicated for the D-to-D scheme.

to being driven by a DDS (direct digital synthesizer) board and an amplifier. The DDS

board allows fast switching between different profiles, this can be used to quickly change

the driving frequency or amplitude, but in this case is used to change the phase of the

driving RF wave. The DDS chip is phase referenced and so it is possible to accurately

shift the phase and maintain a phase relationship with the original RF signal. Lastly, the

HOM interference setup was completely respliced with new fibre components. All PM

beamsplitters were replaced with SM 780HP variants. This was to reduce the effects of

polarisation mode dispersion caused by slight inaccuracies when splicing the fibres. Doing

this means the polarisation in the direct arm drifts with respect to the delay arm now,

but is easily compensated for during data collection with the polarisation altering paddles.

Overall, this increased the DOP (degree of polarisation) as measured by the polarimeter

and should aid with polarisation errors in the experiment.

5.4 Single photon generation sequence

The laser pulse sequence for each scheme is depicted in Figure 5.4. As in the previous

experiment, an FPGA controls most of the lasers via RF switches. The Raman drive lasers

for both schemes are driven by a DDS board in order to implement fast phase switching.

To increase state preparation fidelity a dual-drive cycle has been implemented. This is

where two single photons generation cycles occur for every one cooling cycle, this increases

the amount of time we have to prepare the ion in the desired state. Cavity visibility meas-

urements, as described in Chapter 3 were taken during this cycle and found no measurable

increase in temperature. The new sequence length is 16.8 µs, the single photons are still

generated 7.38 µs apart, as to arrive at the beamsplitter together. The TDCs are once

again gated during the single photon emission, and the applied magnetic field remains

at 4.9 G. Initially, the ion is Doppler cooled for 1.5µs with a 397 nm beam blue-detuned
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Figure 5.4: Laser pulse sequences for D-to-D (Top) and S-to-D (Bottom) schemes. Relevant

polarisation information is depicted. A phase shift ϕ is applied to time-bin two of

the second generated photon.

by ∆cool = 2γSP from resonance. The population is repumped back into the cooling

cycle using beams at 850 and 854 nm. For the D-to-D scheme, the repumpers are then

switched off and an on-resonance 866 nm laser prepares the ion in the |D3/2,mj = −3/2⟩

for 3.3µs while a 397 nm beam pumps any population lost to spontaneous emission back

into the |D3/2⟩ manifold. The single photon is then generated with a second 866 nm

beam, red-detuned by ∆drive = 2γSP , driving a cavity-assisted Raman transition between

|D3/2,mj = −3/2⟩ and |D3/2,mj = 1/2⟩. A short delay is added before and after photon

generation to ensure the cavity population has decayed, and no other lasers are on during

the photon generation process. We then re-enter the state preparation phase and prepare

the ion back into the |D3/2,mj = −3/2⟩ state. A second photon is then generated using

the same parameters, however during this generation the phase of the driving RF can be

switched between time-bins. The intensity of the drive laser for the cavity-assisted Raman

transition is given a dual-Gaussian temporal shape, with 700ns wide peaks at FWHM

and separated by 1.8µs, measured using a fast photodetector. Amplitudes of the first and

second peak are Ω = 2π× 1.56MHz and Ω = 2π× 3.12MHz respectively. The parameters

of the drive pulse are chosen to produce photons with equal probabilities of residing in

either time-bin. This shaping is achieved by mixing the output of a Rigol DG4162 function

generator with the DDS output. An overall detection efficiency of ≈ 0.061% is achieved.

For comparison, we also use the more conventional S-to-D scheme. First, the ion is

Doppler cooled as in the D-to-D scheme. The ion is then state prepared for 3.3µs into a

mix of the |S1/2⟩ states by turning the cooling 397 nm beam off and allowing the repumpers

to completely populate the ground states. The single photon is then generated through a

cavity-assisted Raman transition between |S1/2,mj = −1/2⟩ and |D3/2,mj = 1/2⟩ using

a 397 nm beam for 3.3µs. The intensity of this laser is given a dual Gaussian temporal
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Figure 5.5: Temporal probability distribution of detecting single photon shown as a solid line

for the D-to-D scheme (Top) and S-to-D (Bottom). To extract this plot, all the

photon arrival times with respect to the sequence trigger during the measurements

are sorted into 60 ns time bins and the resulting histograms are normalised. The

dashed lines are obtained by numerical simulation.

shape, with 700 ns wide peaks (FWHM) and amplitudes of Ω = 2π × 5.93MHz and Ω =

2π × 11.86MHz for the first and second peak respectively, red detuned 24MHz from

resonance. An overall detection efficiency of ≈ 0.37% is achieved.

5.5 Results

As in Chapter 4, the raw data is the photon arrival times detected by the TDC and gated

during the generation window. For this experiment, due to the newly implemented dual

drive cycle, photons no longer arrive in multiples of the sequence length and we instead

focus on the centre of the produced histogram. Once again we implement a trigger signal

every 256 cycles which allows us to reconstruct the photons temporal shape, these can

be seen for both schemes in Figure 5.5. It should be noted that the second time-bin for

the S-to-D photon is wider by roughly 150 ns. This is due to slightly different photon

generation dynamics, although this will not effect the interference patterns produced by

this scheme.
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5.5.1 HOM interference patterns

After changing the interferometry components the polarisation dependent branching ratios

and losses become negligible and we no longer need to consider this when normalising the

data. Instead, we simply scale the data based on the number of photons detected for

each scenario. The interference patterns for the D-to-D scheme can be seen in Figure 5.6.

The histograms are plotted with 450 ns bin widths and the error bars are the counting

statistics error.

As expected, for completely distinguishable photons (perpendicular polarisation) a

triple peak structure is witnessed corresponding to the classical statistics of detecting

the photons in either time-bin. As seen in chapter 4, identical single photons (ϕ = 0)

interfering on a beamsplitter, results in no cross-correlations being observed. Due to the

constraints of the delay fibre, imperfect state preparation leads to an increase in visibility

and thus coincidence counts. A state preparation fidelity of 85% is estimated. The overall

structure agrees well with the simulated coincidences, however the experimental data

points lie consistently above the simulated values. This is suspected to be due to drifts

in both the state preparation fidelity and polarisation mismatch over long measurement

times needed to gather sufficient statistics. The final scenario, where a phase flip (ϕ = π)

is applied to time-bin two of the second photon shows good agreement between simulation

and experiment. Here, we can see the effect of the satellite peaks increasing in size over

the perpendicular measurement as the photons are forced into opposite output ports, as

predicted by Equation 5.9. This feature combined with the absence of a centre peak clearly

indicates that we have accurately applied a phase shift and it demonstrates our ability to

create arbitrary photonic qubit states of the form in equation 5.2.

Unfortunately, due to the limited time we have to produce single photons, the inter-

ference patterns become less resolved as the triple peak shape comes closer together. This

effect could be reduced by either making the delay line longer, or making each time-bin nar-

rower and separating the time-bins by a larger amount. This however, negatively impacts

our photon detection efficiency and thus significantly reduces the coincidence detection

rate, so instead the parameters were chosen to maximise this efficiency while keeping the

structure somewhat resolvable.

To demonstrate the detrimental effect of spontaneous emission on the single photon

emission process, we perform the same three scenarios but with the S-to-D scheme. The

HOM interference patterns can be seen in Figure 5.7. The histograms are scaled as in the

D-to-D scheme and are plotted with 200 ns bin widths, with error bars of the counting
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Figure 5.6: Hong-Ou-Mandel interference patterns for D-to-D scheme. Solid lines are obtained

from numerical simulations of the system. Experimental data for parallel polarised

photons, ϕ = 0 (Top, Red) and ϕ = π (Bottom, Blue) is then scaled to the simula-

tions and smoothed using an adjacent-averaging technique. Perpendicular polarised

photons (Top, Black) are plotted for reference, using the same technique as before.
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statistics. It can be seen that due to the slightly wider photons being produced in this

scheme the three peak structure is less resolved. However, there is no statistical difference

between the scenarios with and without a phase flip. This agrees well with the simulations

that indicate the interference patterns should be exactly the same. This indicates that

the coherence time of the generated photons in this scheme are much shorter than the

time bin separation. During the generation process, many spontaneous decay events can

occur, this resets the cavity emission process and destroys any phase relationship that

exists between the time-bins. In comparison, the D-to-D schemes chance of spontaneous

emission back to the initial state is small and a phase relationship across the entire photon

is easily maintained.

5.6 Conclusion

We have shown full control of the single photon generation process in an ion-cavity system

for the first time. In addition to polarisation and temporal profile control, we have shown

the ability to control phase during the generation process and the possibility of creating

arbitrary qubit states. It has been shown that due to spontaneous emission, a conventional

scheme such as S-to-D has a reduced coherence time and is unsuitable for time-bin phase

encoding. By carefully selecting the initial state of our scheme to reduce the impact of

the decay events, we are able to demonstrate a coherence time longer than the temporal

length of the photons, this maintains the phase relationship between time-bins. With this,

we have shown that time-bin phase encoding schemes are possible with ion-cavity systems

for the first time.
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Figure 5.7: Hong-Ou-Mandel interference patterns for S-to-D scheme. Solid lines are the nu-

merical simulations of the system. Experimental data for perpendicularly polarised

photons (Top, Black) and parallel polarised photons with ϕ = π (Middle, Blue) and

without ϕ = 0 (Bottom, Red) phase flip is then scaled to the simulations.
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Chapter 6

Conclusion

At the start of my doctoral work the trap and associated systems were already built and

functioning, with several experiments [25] and theses [38, 4, 3] already completed. During

my work several adjustments were made, including introducing new laser systems and

implementing tapered amplifiers to increase available power, improvements to the stable

frequency reference and implementing FPGA control over the laser sequences and photo-

detection events. The motivation of this work was to develop and demonstrate a trapped

ion-cavity network node and show improvements to the single photon generation process

and the ability to create arbitrary qubit states for time-bin-phase encoding techniques.

This was achieved over two experiments where the analysis of HOM interference signals

was used.

In the first experiment, it was shown that through careful selection of the initial state of

the ion in a cavity-assisted Raman transition, the indistinguishability can be significantly

improved. This new technique mitigates the harmful effects of spontaneous emission,

which drastically hampers the photons coherence time. A HOM visibility of 81(2)% is

achieved with this new scheme, while a more conventional scheme using the same trap

achieved a visibility of only 50(2)%. Comparing these results to techniques that limit the

time-window in which you look at the coincidences counts results in a clear win for our new

technique, for every possible combination of parameters, the new technique outperforms

the more conventional scheme. This technique is easily applied to other ion species and

leads the way for ion-cavity systems in general to produce better single photons.

The second experiment demonstrates the systems use as an arbitrary qubit state gen-

erator for time-bin-phase encoding techniques. It is shown that photons can be selectively

produced with equal probability of residing in either time-bin and with an applied phase

to one time-bin. This was demonstrated by another HOM interference measurement,

74



where we showed accurate and coherent control over this applied phase. The generation

of this qubit state was then compared to a state generation using the more conventional

scheme, which showed no clear distinction between any applied phase shift, thus indicat-

ing the destruction of any phase relationship. A similar experiment has been performed

with neutral atom systems [70], but this is the first demonstration with an ion-cavity sys-

tem. This experiment lays the foundation for ion-cavity systems to replace more standard

setups for generating time-bin encoded photons such as Mach-Zender interferometers, due

to their superior control, stability and ability to change the output state without physically

replacing parts of a setup.

There are several paths the current trap setup could take moving into the future.

Currently an ion-photon entanglement experiment is being set up and tested, I have heavily

contributed to the system changes and implementations of this system. After this, ion-ion

entanglement between this and another distant trap remains a sensible near term goal,

where long distance entanglement of an ion and photon has already been demonstrated

in [47]. In this case, the previously performed frequency conversion [1, 25] would be a

useful addition to re-implement in this case. Other future options include returning to the

coupling of multiple ions to the optical cavity and using this to generate multi-ion cluster

states, useful in both computing and networking.

The field of trapped ions is expanding rapidly, with many exciting new experiments

being developed and start-up companies being spun out. I am in no doubt that trapped

ions for both quantum computing and networking will compete fiercely with other qubit

modalities. It is an incredibly exciting time to be working in the field and I look forward

to seeing all the new innovation being developed.
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